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Abstract 

In Analytic Black Holes it is advocated to start 
a new, second, revolution in security and intel-
ligence analysis. After the first revolution, which 
started in the Netherlands as late as 2006 with 
the massive training in Structured Analytic 
Techniques at both the academia and at the 
MoD (e.g. Defense Intelligence and Security In-
stitute).  

 

1 If not indicated otherwise, all concepts and schemes © are by NL MoD or De Valk. Giliam de Valk 
would like to thank the CMI Kenniscentrum (Knowledgde Centre) of the Dutch MoD for their sup-
port, in particular from major mr. J.G.M Heijl. 

2 In 2005, Giliam de Valk published his PhD on the quality intelligence analyses have to meet. He is 
specialized in the methodology of security and intelligence analysis. He has worked at the University 
of Amsterdam, the University of Utrecht, and the Netherlands Defense Academy where he coordi-
nated and lectured a minor on intelligence studies. At the moment he is an assistant professor at 
the Institute for Security and Global Affairs, Leiden University. Giliam de Valk is the first holder of 
the Tuđman Award for 2021 received during the Zagreb Security Forum 2021 for his activities that 
present significant contribution of the science. (https://zagrebsecurityforum.com/news/id/4184) 
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A new second revolution – that of Augmented 
Intelligence – is at hand as a result of two de-
velopments, the change in data flows and the 
need for new products. Data are exploding, es-
pecially unstructured data. But the majority of 
the data remains unused in analyses. Further-
more, hybrid threats and real time intelligence 
for the protection of the critical infrastructure 
demand a new approach towards analysis. 
This gap needs to be filled, among others, by 
data science cells that can process data auto-
matically. This way, a new analytic approach 
can be reached – that of Augmented Intelli-
gence – in which humans and machines are 
paired in the analytic process.  

Human Analysis is likely to develop more to-
wards to limit the number of data taken into ac-
count, but those data will have a high causal 
significance. Machine Analysis, on the other 
hand, will process huge amount of data and fo-
cus on correlations in the first place. Aug-
mented Intelligence, will be a merger of both, 
that can manifest itself by different combina-
tions of both. It will deal with data that now re-
main unused. It can fill the gap of the identified 
analytic black holes. Dealing with the analytic 
black holes will enhance the security, and 
make us more effective in protecting our critical 
infrastructure. 

Keywords: Augmented Intelligence, intelli-
gence analysis, Analytic Black Holes, Data, 

Data science, Rumsfeld Matrix,  

Introduction: a data-oriented perspective 

This essay starts with a very basic question – what data 
is available? Normally, issues are addressed from the 
perspective of the problems to be solved. Answers are 
sought for specific problems, as early warning or policy 
planning, or it deals with problems in the sense of its 
complexity, such as puzzles, mysteries and wicked 
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 problems. Then, as a part of those problem oriented ap-

proaches, the issue of data overload is addressed. 

In this essay, the perspective is turned the other way 
round. It is approached from the perspective of the data, 
instead of the problem. What data is available? And how 
could we use more data and to what additional insights 
would that lead to? The data perspective is taken, be-
cause we have issues that we could and should ad-
dress, but that we now simply overlook because we do 
not think of them. Furthermore, in protecting the critical 
infrastructure we deal with the alpha (α) and the beta 
(β). The α is the chance that you incorrectly conclude 
that there is a significant relationship between phenom-
ena. The β is the chance that you do not discover a 
weak, but actual existing, relationship between phenom-
ena.3 The data that remains unused as a result of our 
nowadays approaches cannot contribute to reduce the 
values of these alpha and beta. In other words, we don’t 
address issues as accurate as possible, and we will 
miss threats and undesired developments. By not in-
cluding this data, we do not contribute as optimal as 
possible to our security of the critical infrastructure as 
would have been possible. To make things more com-
plicated, an estimated 80% of the data is unstructured, 
and the total amount of data is exponentially growing.4 
In short, the data perspective points us at aspects that 
we may miss or overlook.  

At first sight, the problem is not so clear because we 
process data already in different ways. Many of the data 
– at least in the Dutch context – are processed by hu-
mans. And even more data is processed by machines. 
A lot of the calculation and processing is done my ma-
chines. But this does not deal with the issue of all the 
data that is not used yet. We simply do not use the ma-
jority of the data that is available. Is it because we do not 

 
3 Giliam de Valk, Dutch intelligence - towards a qualitative framework for 

analysis: with case studies on the Shipping Research Bureau and the 
National Security Service (BVD), Boom Juridisch, 2005, 66-67. 

4 International Data Corporation (IDC), The Digitization of the World. From 
Edge to Core, Data Age 2025, November 2018.  
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apply new analytic techniques? Is it because we do not 
make use of machines (computers) enough? Do we use 
these machines in a too limited way? Machines can do 
more than just to calculate and to process. New oppor-
tunities will arise if machines are used for other aspects 
than to calculate and to process: as for the research de-
sign or, after the data is processed, for the assessment.  

As put, the starting point is not the problem, but the vast 
amount of data that remains unused. How could we in-
corporate this data if we look at the research process as 
a whole? Especially the start (the design) and the end 
(the assessment) of the analytic process are likely to be 
a leverage for rethinking. If this results in additional or 
new insights, the phases of calculation and processing 
– that are in between – will follow then in a natural way. 
Therefore, we primarily focus in this essay on the phase 
of the research design and the assessment. The issue 
of data leads to three questions: 

1. What do we do and what do we not do with data, 
and how much data do we leave unused? 

2. How could we fill the gap? 
3. And to what extra capabilities could this new ap-

proach lead to? 

As a context for these questions, the critical infrastruc-
ture is taken. Then, not only in an academic sense, but 
also in a practical sense we can identify possible gaps. 

What do we do and what do we not do with data, and how much 

data do we leave unused? 

In the next scheme, a quick overview, is presented of 
what we do and what we don’t do with data. It is com-
posed of two axes. Firstly, there is the axis of the design 
of the research versus the assessment – the outcomes 
– of those analyses. Secondly, there is the axis of an 
analysis by machines or by humans. It results in the next 
scheme. After this scheme, some remarks will be made 

for each quadrant. 
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 Figure 1: The Analytic Black Holes Model. 

Human Design 

The design of an analysis is now almost entirely in the 
human domain. Although not all elements are used in 
actual practice, the concepts of the human designing 
encompass almost all analytic levels, and almost all dis-
ciplines. It is pretty well developed, although some ana-
lytic black holes remain. 

In its essence, three layers can be distinguished in anal-
ysis by humans, as opposed to Machine Analysis. The 

current three layers are: 

• Rumsfeld Matrix (Composing a β-research design) 

• Structured Analytic Techniques (SAT’s) 

• Research processes, many build on SAT’s 
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Rumsfeld matrix 

The Rumsfeld is a tool for a β-research design – in order 
not to miss a threat. On the x-axis, it is put whether the 
way of how to retrieve data is known or not [retrieval]. 
On the y-axis, it is put whether the data themselves are 
known or not [data]. This leads to four combinations of 
retrieval [known/unknown] and data [known/unknown]. 
Arranged in a matrix, it results in the next composing 
elements: 

Figure 2: The Rumsfeld Matrix in the context of Airport 
Security. 

 

For every sub-question of a problem, puzzle, or mystery, 
a matrix is designed. For more information, see.5 Alt-
hough it has been exercised at Dutch universities for 
many years with this tool, it is hardly used in practice.6 

Structured Analytic Techniques (SAT’s) 

At a third level, Structured Analytic Techniques (SAT’s) 
are implemented. Especially since the beginning of this 

 
5 Giliam de Valk (2018), Vital Infrastructure and the unknown: a methodo-

logical quest, In National Security and the Future, Volume 19, No.1-2. 

6 A research design with the Rumsfeld matrix was from 2013-2019 part of 
the Minor Intelligence Studies, first at the University of Amsterdam 
(Ad de Jonge Centre) and, from 2017, at the University of Leiden 
(ISGA). 
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 millennium, structured analytical techniques are mas-

sively used within the Dutch security community. Hand-
books are used as Heuer & Pherson.7 

SAT’s based research processes 

Finally, research processes are arranged based on 
SAT’s. For different field, whole sets of interrelated 
SAT’s are developed as for, for example Early Warning 
& Critical Indicator (EWCI; a NATO version is known as 
NATO Intelligence Warning System, NIWS) or Driver-
Based Scenario Building (DBSB; also known as the 
Shell-method).8 In both cases, these research pro-
cesses are aimed at dealing with data that is character-
istic for analysis by humans: this is to limit the number 
of crucial data by selecting a specific group of data as 
being the core of that type of analysis, that focusses on 
causal relationships in the first place. In EWCI the focus 
is on Critical Indicators. In DBSB, the focus is on drivers. 
Still, a lot of data is processed, but the crucial data in the 
whole process is limited to the mentioned sets. 

There are also analyses in which the design and as-
sessment is done by humans, but the calculation and 
processing is carried out by machines. It is a start of a 
merger of Human and Machine Analysis, but still the 
lead is here with humans. An example of such analysis 
is Social Network Analysis. It is aimed at gaining insight 
or to solve a problem. 

Security analysis are mainly warning and problem ori-
ented. Often warning is seen as its core. The comple-
mentary approach is that of getting towards the desired 
state. An example of that is the so-called Research 
Guided Action Planning (see later in this article). This 
last approach is somewhat underdeveloped, and hardly 
applied to protect the critical infrastructure. 

 
7 Heuer, R., Pherson, R.H. (2014), Structured Analytic Techniques for Intel-

ligence Analysis, CQ Press.  

8 In the Netherlands, variations of these sets of techniques are widely lec-
tured, as at universities, at the MoD, and by commercial training bu-
reaus. 
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Human Assessment 

Also in the assessments, there is a bias towards to as-
sessments by humans, contrary to the Machine Assess-
ments. The Human Assessments is composed of ele-
ments as Qualitative Early Warning Analysis, deviation 
of the Pattern of Norm, Qualitative Prediction, and test-
ing and measuring of Analysis of Competing Hypothe-
ses and the Measurement of Effectiveness (MoE). Alt-
hough during some steps of the analytic process com-
puters are used, the actual assessments are carried out 
by humans. 

Machine Design 

There is hardly any machine designing. Use is made of 
to build statistical modelling. But although designing ar-
tificial neural network is possible, there is hardly made 
use of it. Some aspects of machine designing are still to 
be developed, as Automated Quantitative Warning 
Problem Generation, and Automated Quantitative Hy-
potheses Generation. 

Machine Assessment 

The quadrant of Machine Assessment is underdevel-
oped. There are hardly assessments by Artificial Intelli-
gence. There is use of datamining, big data and ma-
chine learning, but the potential is not used fully. Also on 
other aspects, as the generation of Machine Assess-
ments is hardly developed. The automated warning if a 
Critical Indicator surpasses its threshold is used, but 
could be applied more widely and more automated 
within the critical infrastructure. Automated warning, de-
viation of the pattern of norm, and automated prediction 
is either underdeveloped or hardly present. 

Analytic Black Holes 

In the quick scan of what we do and don’t do with data, 
it was not strived for completion. The aim was to get an 
overall impression if the possibilities to deal with data 
were use or not. To summarize the four quadrants, there 
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 are some major Analytic Black Holes, especially in the 

realm of Machine Designing and Machine Assessment. 
These gaps – analytic black holes – are indicated in or-
ange and red. Although there is an immense amount of 
data available, the main emphasis of the analytical pro-
cess is on human activity. Humans are not only slower 
than machines; they also process less data than ma-
chines. Based on the perspective of data available, you 
would have expected the opposite. You would expect 
automation and mass production, instead of the analyst 
working slowly on its unique case.  

It also results in a difference between real time intelli-
gence (machine) and near time intelligence (human). As 
a result of that difference in time span, human analysis 
is slower to respond to a threat. In Machine Analysis, the 

change is higher that a threat cannot come to fruition.  

How could we fill the gap? 

In this essay, it is not aimed at to resolve the Analytic 
Black Holes issue. Yet, for the main problem, that of 
missing massive numbers of data, some suggestions 
will be made. It will be argued how Data Science Cells 
could cope with some of the needs mentioned. In Data 
Science Cells, enormous amount of data can be pro-
cessed, that can never be processed in that quantity by 
humans. Machine Analysis plays a central role here.  

In the next part, some thoughts are developed of how to 
develop such Data Science Cells. It is proposed to com-
pose it of eight elements. Those eight composing parts 
will be explained.  

Data Science Cell 

In this section we will provide a detailed description of 
the proposed Data Science Cell configuration (see fig-
ure 4). The proposed configuration consists of eight el-
ements that can be viewed as steps for data enrichment, 
which add value to the data through Analytics. The pro-



 

30 
 

N
A

T
IO

N
A

L
 S

E
C

U
R

IT
Y

 A
N

D
 T

H
E

 F
U

T
U

R
E

 1
 (

2
3
) 

2
0

2
2
  
 

posed Data Science model facilitates Descriptive, Diag-
nostic, Predictive, Prescriptive Analytics9, and Artificial 
Intelligence. Artificial Intelligence serves as an enhance-
ment of human reasoning. This works as follows. Firstly, 
descriptive and diagnostic analytics offers merely a re-
active approach; predictive and prescriptive analytics, 
on the other hand, enables proactive interventions. Sec-
ondly, humans cannot deal with as much data as ma-
chines. Thirdly, the more complex the research is on the 
scale from descriptive (most simple) to prescriptive 
(most complex), the more data is needed to have an ad-
equate as possible outcome. As Machine Analysis can 
do this with a far greater number of data and in a con-
tinuous feedback and learning loop, the (implicit) mes-
sage of this model is that predictive and prescriptive an-
alytics essentially need to be Machine-Centered for an 
optimal outcome. It may not apply to all types of anal-
yses, but the model points at some underdeveloped as-
pects concerning the use of machines in many nowa-

days analyses. 

 

 
9 Gartner, 2017 Planning Guide for Data and Analytics, Gartner Technical 

Professional Advice, October, 2016. 
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 Figure 3: Analytics from Description to Prescription.10 

 

The large amount of data that is collected, is stored in 
the Big Data platform. This Big Data platform facilitates 
the storage of vast amount of structured and unstruc-
tured data. The Data Analysis step in the proposed Data 
Science model involves developing models, explana-
tions, testing and proposing hypotheses. Data Mining 
step discovers previously unseen patterns and relation-
ships from the large datasets. These last two steps rep-
resent the descriptive and diagnostic stage of the Gart-
ner Analytics Continuum. Step five facilitates data visu-
alization. The analyzed data can be visualized as Dash-
boards or even superimposed as digital information on 
the physical world (Augmented Reality).  

 
10 Gartner, The Analytics Continuum, September, 2013. 
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Predictive analytics is performed by Machine Learning 
step. Machine Learning is comprised of statistical tools 
that learn from data and subsequently classify or make 
predictions on a new sets of data. Step seven repre-
sents the prescriptive analytics. In the proposed model, 
prescriptive analytics is performed by Research Guided 
Action Planning (Behavioral Dynamics), where effective 
and measurable influence strategies are designed to 
achieve a desired outcome. The Artificial Intelligence 
(step eight) in the Data Science model can learn from 
the data, the proposed interventions, the decisions mak-
ing, and –  through the feedback loop –  the effective-
ness of executed actions. In the long-term, this techno-
logical enabler has potential of enhancing human rea-
soning (Augmented Intelligence), supporting decision-
making or simulating possible outcome. In addition, this 
proposed configuration of a Data Science model ena-
bles the construction of institutional memory, and 
knowledge. 

Figure 4: A possible configuration of a Data Science Cell 
to protect the Critical Infrastructure by enabling Analyt-
ics from Description to Prescription and Artificial Intelli-
gence.  
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 Internet of Things 

According to the International Telecommunication Un-
ion (ITU), Internet of Things (IoT) is defined as a global 
infrastructure for the information society, enabling ad-
vanced services by interconnecting (physical and vir-
tual) things based on existing and evolving interoperable 
information and communication technologies.11 The IoT 
has its origins in military research. In the late 1970s and 
into the mid-1980s, United States Defense Advanced 
Research Projects Agency (DARPA) had a research 
program working on distributed sensor networks – a 

technological precursor to the internet of things.12 

The explosive growth of technologies in the commercial 
sector that exploits the convergence of cloud computing, 
ubiquitous mobile communications, networks of data-
gathering sensors, and artificial intelligence presents an 
imposing challenge for the critical infrastructure. These 
Internet of Things (IoT) technologies will provide adver-
saries ever increasing capabilities to attack the critical 

infrastructure that must be countered.  

Big Data 

The term Big Data refers to all the data that is generated 
across the globe at an unprecedented rate and exceeds 
the processing capacity of conventional database sys-
tems. The data is too big, moves too fast, or doesn’t fit 
the structure of the organization’s database architec-
tures.13 This data could be either structured, semi-struc-
tured or unstructured. Structured means that the data is 
neatly tagged and categorized for a certain purpose. 

 
11 International Telecommunication Union (ITU), Next Generation Net-

works – Frameworks and functional architecture models. Overview of 
the Internet of things, Telecommunication Standardization Sector of 
ITU, June, 2012. 

12 United States Defense Advanced Research Projects Agency (DARPA), 
Distributed Sensor Network (DSN), ESD Lincoln Laboratory Project Of-
fice, March, 1986.  

13 https://www.gartner.com/en/information-technology/glossary/big-
data 
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This data that has been organized into a formatted re-
pository, typically a database, has the advantage of be-
ing easily entered, stored, queried and analyzed.  

Unstructured data on the other hand is data that is rec-
orded without much intent or purpose. Unstructured 
data continues to grow in influence, as organizations try 
to leverage new and emerging data sources.  Since the 
diversity among unstructured data sources is so preva-
lent, organizations have much more difficulty managing 
it than they do with structured data. As a result, organi-
zations are challenged in ways they were not before and 
require to become creative and innovative in collecting 
relevant data for analytics.  

Semi-structured data is data that has not been orga-
nized into a specialized repository, such as a database, 
but that nevertheless has associated information, such 
as metadata, that makes it more amenable to pro-
cessing than raw data. An example of semi-structured 
data is a Word document where metadata tags are 
added in the form of keywords and other metadata that 
represent the document content. This will make it easier 
for the document to be found when searched for those 
terms – the data is now semi-structured. According to 
Gartner unstructured data makes up 80% of enterprise 
data and is growing expeditiously. 
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 Figure 5: Structured versus Unstructured Data.14 

Big Data is differentiated from traditional technologies in 
four ways: Volume, Velocity, Variety and Veracity.15 

• Volume: refers to the vast amount of data that is be-
ing created. Organizations collect data from a variety 
of sources, including social media and information 
from sensor or machine-to-machine data. Here lies 
the essential value of Big Data sets – with so much 
data available there is huge potential for analysis 
and pattern finding to an extent unavailable to hu-
man analysis or traditional computing techniques. To 
this end, Big Data has underpinned the growth of 
cloud computing, distributed computing and edge 

 
14 Catherine Chiang, In the Machine Learning Era, Unstructured Data Man-

agement is More Important Than Ever, Igneous, July 31, 2018. 

15 Laney originally posited three characteristics: Volume, Velocity and Va-
riety (Laney D., 2001, 3D data management: Controlling data volume, 
velocity and variety). But over time Veracity has been added by IBM. 
Variability, Visualization and Value are also mentioned in literature, 
but will not be discussed in this paper. 
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computing platforms, as well as driving the emerging 
fields of machine learning and artificial intelligence. 

• Velocity: refers to the rate at which new data is being 
generated. The growth of global networks and the 
spread of the Internet of Things in particular means 
that data is being generated and transmitted at an 
unparalleled speed and must be dealt with in a 
proper and timely manner. Much of this data needs 
to be analyzed in real-time, so it is critical that Big 
Data systems are able to cope with the speed and 
volume of data generated, while maintaining the in-
tegrity of real-time and historical data. 

• Variety: refers to the different types and formats of 
data. The data that is generated is completely heter-
ogeneous in the sense that it could be in various for-
mats, from structured, numeric data in traditional da-
tabases to unstructured text documents, email, 
video, audio, sensor data, data from wearable de-
vices, satellite images, and Internet of Things tech-
nologies. Merging and managing such different 
forms is one of the aspects of Big Data. 

• Veracity: refers to the accuracy, quality and validity 
of Big Data. Such large amount of data could contain 
noise and abnormalities. If the data is not accurate 
or reliable, then the expected benefits of the Big 
Data initiative will be lost. This is especially true 
when dealing with real-time data. Ensuring the ve-
racity of data is of utmost importance before imple-
menting Big Data. 



 

37 
 

G
ili

a
m

 d
e
 V

a
lk

: 
A

n
a
ly

ti
c

 B
la

c
k
 H

o
le

s
…

..
. 
 Figure 6: Characteristics of Big Data, its Volume, Veloc-

ity, Variety and Veracity. 

 

The storage, processing and analytics of Big Data can 
either be performed in real-time (no latency) or by batch 
(latency) processing. The open source framework com-
monly used for Big Data is the “Lambda Architecture”, 
which consists of a Speed Layer (e.g. Storm) for real-
time processing and a Batch Layer (e.g. Hadoop or 
Spark) for batch processing. 

Data Analysis (extract, transform and load) 

Data Analysis is a superset of Data Mining that involves 
extracting, inspecting, cleaning, transforming, modeling 
and visualization of data to improves the quality of data, 
uncover meaningful and useful information that can sup-
port in deriving conclusions, making decisions, and con-
sequently improve the quality of data mining results. 
Data Analysis is responsible for developing models, ex-
planations, testing and proposing hypotheses using an-
alytical methods. The output of Data Analysis process 
can be a verified hypothesis, visualization of data, or in-
sight on the data.16 

 
16 https://www.educba.com/data-mining-vs-data-analysis/ 

https://www.educba.com/data-mining-vs-data-analysis/
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Data Mining (recognizing meaningful patterns) 

Data mining pulls together data based on the infor-
mation it mines from Big Data and uses statistics as well 
as other programming methods to discover previously 
unseen patterns and relationships from large datasets, 
so that a phenomenon can be explained. It focuses on 
uncovering relationships between two or more variables 
in a dataset, discovering hidden patterns or unknown 
knowledge. Which than can be used for decision making 
or serves as a foundation for Machine Learning and Ar-
tificial Intelligence.  

Key differences between Data Mining and Data Analysis 

Data mining is usually a part of data analysis where the 
aim or intention remains discovering or identifying only 
the pattern from a dataset. Data Analysis, on the other 
hand, comes as a complete package for making sense 
from the data which may or may not involve data mining. 
To establish their unique identities, we emphasize the 
major difference between Data Mining and Data Analy-

sis:17 

• Data Mining is one of the activities in Data Analysis. 
Data Analysis is a complete set of activities which 
takes care of the collection, preparation, and model-
ing of data for extracting meaningful insights or 
knowledge.  

• Data Mining identifies and discovers a hidden pat-
tern in large datasets. Data Analysis provides in-
sights or tests hypothesis or model from a dataset. 

• Data Mining studies are mostly on structured data. 
Data Analysis can be performed on both structured, 
semi-structured or unstructured data. 

• The goal of Data Mining is to render data more usa-
ble, while the Data Analysis supports in proving a 
hypothesis or making decisions. 

• Data Mining doesn’t need any preconceived hypoth-
esis to identify the pattern or trend in the data. On 

 
17 Ibid. 
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 the other hand, Data Analysis tests a given hypoth-

esis. 

• While Data mining is based on mathematical and 
scientific methods to identify patterns or trends, Data 
Analysis uses intelligence and analytics models. 

• Data mining generally doesn’t involve visualization 
tool, Data Analysis is accompanied by visualization 
of results. 

Data Mining and Data Analysis require different skillset 
and expertise. Data Mining expertise involves the inter-
section of Machine Learning, statistics, and databases. 
Data Analysis area of expertise requires the knowledge 
of computer science, statistics, mathematics, subject 

knowledge, Artificial Intelligence and Machine Learning. 

Augmented Reality (visualization) 

Augmented reality is superimposing digital data on the 
physical world: when technology is used to place digital 
elements in real-world spaces. By contrast, virtual reality 
is when the user sees only digital imagery.18 Analyzed 
data can be superimposed as digital tactical information 
over the user’s field of view. Using augmented reality 
system, you can visualize the location of other ob-
jects/actors even when these are not visible to you. In 
addition, the system can be used to communicate infor-
mation including imagery, navigation routes, and 

alerts.19 

Machine Learning (predicting outcome from known patterns) 

Machine Learning uses datasets formed from mined 
data and automatically learns the parameters of models 
from that data, by applying self-learning algorithms. 
Generally speaking, the larger the datasets, the better 
the accuracy and performance. Learning can be by 

 
18 Sydney J. Freedberg Jr., HUD 3.0: Army To Test Augmented Reality For 

Infantry In 18 Months, Breaking Defense, March, 2018. 

19 Alexis C. Madrigal, How DARPA’s Augmented Reality Software Works. 
Why is the military succeeding where Google Glass failed?, The Atlan-
tic Technology, May 2014. 
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batch wherein the models are trained once, or continu-
ous wherein the models evolve as more data is ingested 
with time. In the latter mode, based on the new data and 
feedback received, the machine constantly improves it-
self and the results increase in accuracy with time. In 
short, Machine Learning is about learning a model to 
classify new objects. Examples of Machine Learning al-
gorithms are: Find-S, Decision trees, Random forests 
(composed of many Decision Trees), and Artificial Neu-
ral Networks.20 These algorithms can be classified in 
Supervised, Unsupervised and Reinforcement Machine 

Learning algorithms.  

Deep Learning is a subset of Machine Learning which 
uses multi—layer Artificial Neural Network to perform 
pattern recognition and forecasting.  

Behavioral Dynamics (research guided action planning – RGAP)  

Research Guided Action Planning (RGAP) is based on 
the Behavior Dynamic Methodology (BDM)21 and is a 
scientific approach for conducting effective and measur-
able Influence Strategies and Strategic Communication. 
It is applicable to all scenarios and spheres of conduct 
where the shaping and management of behavior, per-
ception and attitudes is critical for success, such as con-
flict, public diplomacy, violence reduction, peace 
maintenance, and social marketing. This wide variety of 
applications implies it is relevant to protect the critical 
infrastructure too. In a context in which an opponent not 
only digitally attacks the critical infrastructure, but also 
acts subversive by influencing the narratives in a nega-
tive way, RGAP seems an approach that we hardly can-
not afford to be without with. BDM is founded on three 
categories of Research Parameters (Descriptive, Prog-
nostic and Transformative) that have been the subject 

 
20 Shailna Patidar, Machine Learning vs. Deep Learning, AI Zone, August, 

2018. 

21 Klonowska, Klaudia & Frank Bekkers, Behavior-Oriented Operations in 
the Military Context, Enhancing Capabilities to Understand and An-
ticipate Human Behavior. The Hague Centre for Strategic Studies: 
2021. 
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 of empirical and theoretical investigation over many 

years and have been established as critical factors in 
the influence and persuasion of groups. Through Re-
search Guided Action Planning (Behavioral Dynamics), 
effective and measurable influence strategies are de-
signed to achieve a desired outcome. Protecting the crit-
ical infrastructure is then not only limited to defensive 
measures, but also supported by steering towards the 
desired strategy. Without RGAP, it would leave the 
shaping of the society to the subversive strategies of an 
opponent. 

Artificial and Augmented Intelligence (behaving and reasoning) 

Artificial Intelligence uses models built by Machine 
Learning and other ways to reason about the world and 
give rise to intelligent behavior, providing the system 
with the ability to reason. In its essence, a machine is 
trying to mimic one aspect of human intelligence. Intelli-
gent systems form a hypothesis from raw, disparate 
data to develop new information which is not a direct re-
sult of the models of data it was provided, or its current 
knowledge. Through reasoning, artificial intelligence 
can create associations between entities or events with-
out ever having seen such maps or patterns before.22 

Deep Learning is a subset of Machine Learning, and 
Machine Learning is a subset of Artificial Intelligence, 
which by itself is an umbrella term for any machine 
(computer program) that has the capability to imitate in-
telligent human behavior. In other words, it is a com-
puter system able to perform tasks that normally require 
human intelligence, such as visual perception, speech 
recognition, decision-making, and translation between 

languages.23 

Artificial Intelligence platforms provide users a tool kit to 
build intelligence applications. These platforms combine 

 
22 John McCarthy, Artificial Intelligence, Symbolic AI and GOFAI, Artificial 

Intelligence Wiki, September, 2018. 

23 https://www.g2crowd.com/categories/artificial-intelligence 

https://www.g2crowd.com/categories/artificial-intelligence
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intelligent, decision-making algorithms with data, which 
enables developers to create a corporate solution.  

Augmented Intelligence, or Intelligence Augmentation24 
(IA), is a subset of Artificial Intelligence technology that 
emulates and extends human cognitive abilities in soft-
ware, such as memory and sequencing, perception, an-
ticipation, problem solving, and decision making. Aug-
mented Intelligence emulates and extends human cog-
nitive function through the pairing of humans and ma-
chines. It enhances human intelligence rather than re-
placing it. Augmented Intelligence systems use artificial 
intelligence techniques such as machine learning, deep 
learning, natural language processing, spatial naviga-
tion, machine vision, logical reasoning, and pattern 
recognition to complement humans in finding hidden 
meaning within all data and transform user engagement 
by providing the right advice, at the right time, with the 
right evidence across any contact point – and therefore 
ultimately make more informed decisions with their 

data.25  

An impression was given of a Data Science Cell, as an 
example of how to deal with some Analytic Black Holes. 
It will not be the only answer, and also not the only var-
iation of Data Science Cell. That will vary from organi-
zation to organization. 

 

 
24 The term Intelligence Augmentation (IA) is used not only to emphasize 

the supportive role of the technology, but also to avoid confusion 
caused by using AI as an abbreviation. Other alternative suggestions 
for replacing the label include machine-augmented intelligence and 
cognitive augmentation. 

25 Akshay Sabhikhi, Augmented Intelligence. Executive Guide to AI, Cogni-
tive Scale, 2017. 
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 Figure 7: Artificial Intelligence Spectrum: Human versus 

Machine – Human and Machine.26 

 

Figure 8: Visualization of Artificial Intelligence, Machine 
Learning, Deep Learning and Data Science. 

 
26 Akshay Sabhikhi, Augmented Intelligence. Executive Guide to AI, Cogni-

tive Scale, 2017. 
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Having a Data Science Cell in place, does not mean that 
it will replace the analysis by humans. Both can be de-
veloped further, but the biggest analytic black holes – in 
terms of data unused – are in the realm of Machine Anal-
ysis. Eventually, we will develop to a more mature way 
of analyzing, at least from the point of unused data. In 
that new situation, design and assessment can be car-
ried out by machines or humans, depending on the task 
to be fulfilled. In the most optimal way, it will be a merger 
of human and machine, and intelligence analysis will be 
transformed by a second analytical revolution. As put, 
the first was formed by the massive introduction of struc-
tured analytical techniques for analysis by humans. 
Now, we are moving towards a second revolution – that 
of a merger between human and machine analysis. This 
second revolution can be characterized as the Aug-
mented Intelligence revolution. Augmented Intelligence 
emulates and extends human cognitive function through 
the pairing of humans and machines. It enhances hu-

man intelligence rather than replacing it.  

To what extra capabilities for our critical infrastructure could 
this new approach lead to? 

We could deal earlier, better and more directed with hy-
brid threats than we do nowadays. The main point is that 
we can reduce the number of shaping activities that we 
now miss. This is the so-called Grey Zone. The Grey 
Zone can be defined as those covert or illegal activities 
of non-traditional statecraft that are below the threshold 
of armed organized violence; including disruption of or-
der, political subversion of government or non-govern-
mental organizations, psychological operations, abuse 
of legal processes, and financial corruption as part of an 
integrated design to achieve strategic advantage.27  

Attacking the critical infrastructure is exactly at the heart 
of such a disruption of order that can have severe con-
sequences. Through Augmented Intelligence, the grey 

 
27 Grey Zone definition: John Arguilla, Perils of the Gray Zone, 

Paradigms Lost, Paradoxes Regained, Vol. 7 no. 2, PRISM, 
2018, 124. 
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 zone of undetected shaping activities will be reduced in 

two ways. Firstly, the detection threshold can be low-
ered, so fewer shaping activities remain undisclosed. 
Secondly, the threshold to act will be reduced in terms 
of time, so we can act sooner than before. It will result 
in a boost to cope with the hybrid threat. As the critical 
infrastructure is, by its definition, critical for our society, 
we need to use the available data more to its full poten-
tial.  

The need of dealing with the Grey Zone is not only rele-
vant because the shaping activities, but also because 
we live in a changing security environment. Security will 
move more and more to the digital domain. The popula-
tion will increasingly become more an actor, both as a 
perpetrator and as sensor. The crowd may finally out-
number and ‘out-sensor’ the classic gatekeepers of se-
curity. In an information society, the emphasis will shift 
from denial to deception, as there is less to hide. And 
human analysis is not fast enough. All these elements 
further underpin the need of moving towards Aug-
mented Intelligence. 

Conclusion 

This essay started with three basic questions of data 

that is not used: 

1. What do we do and what do we not do with data, 
and how much data do we leave unused? 

2. How could we fill the gap? 
3. And to what extra capabilities could this new ap-

proach lead to? 

The number of data is exploding, especially unstruc-
tured data. But they remain largely unused in analyses 
because humans cannot process so much data. There 
are some serious gaps in our analytic potential – the An-
alytic Black Holes. By reflecting on the phases of the de-
signing and the assessment, it was argued that a more 
fundamental change is needed in our current way of 
working. Otherwise, too many data will be left unused in 
the process of protecting the critical infrastructure. 
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The analytic black holes are mainly in the field of Ma-
chine Analysis. The cyber threats to the critical infra-
structure, and the huge consequences of successful at-
tacks, demand a new approach towards analysis. This 
gap needs to be filled, for example, by data science cells 
that can process data automatically. 

But also for human analysis, some methods have the 
potential of using data that otherwise remain unused – 
such as the Rumsfeld Matrix, or RGAP. To apply these 
methods will lead to the use of more data, and therfore 
to a better coverage of the issue at hand – being the 

protection of the critical infrastructure.  

The first analytic revolution to protect the critical infra-
structure was the massive introduction and use of Struc-
tured Analytic Techniques, both qualitative and quanti-
tative. A second analytic revolution, that of Augmented 
Intelligence, seems to be needed as a result of the 
change in data flows and the need for new products.  

If the analytic black holes are dealt with, a new way of 
working will be reached. It will be an approach in which 
humans and machine are interacting. Sometimes an 
analysis will be completely carried out by humans or by 
machines – from the design to the assessment – or a 
mix of both. This way, a new approach will be reached 
– that of Augmented Intelligence – in which humans and 
machines are paired in their analytic effort.  

Human Analysis is likely to develop more towards an 
analysis in which a limited number of data are taken into 
account, but those data will have a high causal signifi-
cance. Machine Analysis, on the other hand, will pro-
cess huge amount of data and focus on correlations in 
the first place. Augmented Intelligence, will be a merger 
of both, that can manifest itself in different combinations 
of both. And in which the human and machine analysis 
can validate each other. This paradigm change towards 
Augmented Intelligence will deal better with data that 
now remains unused. It has the potential to fill the gap 
of the identified analytic black holes. Dealing with the 
analytic black holes will enhance the security and make 

us more effective in protecting the critical infrastructure. 
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