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Abstract: SVMs were initially developed to perform binary classification. However, in many real-world problems, 
particularly pattern recocnation studies, aimed to determine the distinctive features of large number of class or group. 
For this reason, a number of methods to generate multiclass SVMs from binary SVMs have been proposed by 
researchers and this is still a continuing research topic. In this study we aimed to compare classification accuracy and 
computational cost of four multiclass approaches using a original and simulated data sets. 

Error Corrected Output Coding (ECOC) based multiclass approaches that is used in this study creates many binary 
classifiers and combines their results to determine the class label of a test pixel. 

As a result of the comparisons for all conditions examined in this study, it’s found that the classification accuracy and 
computational cost of One vs. One multiclass approach is better than the other multiclass approaches. 

In classification or pattern recognization problems, some of supervised machine learning methods or algorithms can be 
easily extended to multiclass problems. However, some other powerful and popular classifiers, such as AdaBoost and 
Support Vector Machines, do not extend to multiclass easily. In those situations, the usual way to proceed is to reduce 
the complexity of the multiclass problem into multiple simpler binary classification problems. 

Keywords: Support vector machines, Multiclass classification, Error correcting codes, Data mining, Kernel function, 
Bood sugar monitoring. 

1. INTRODUCTION 

Support vector machines (SVM) is a supervised 
learning kernel-based method proposed by Vapnic and 
introduced to solve binary-class problems or regression 
using structural risk minimization [1]. 

The SVM was initially developed to perform binary 
classification and its extension to multiclass problems 
was not straightforward. How to effectively extend it for 
solving multiclass classification problem is still an on-
going research issue. Multiple class prediction is 
intrinsically more difficult than binary prediction 
because the classification algorithm has to learn to 
construct a greater number of separation boundaries or 
relations [2-4]. The popular methods for applying SVMs 
to multiclass classification problems usually 
decompose the multiclass problems into several two-
class problems that can be addressed directly using 
several SVMs [5, 6]. In summary, currently there are 
two major approaches for extending SVM to multiclass 
classification: (a) considering all data in a single 
optimization. (b) Combining several binary SVM  
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classifiers. Generally the first approach is called ‘all-in-

one’ (AIO). But these methods are computationally 

much more expensive than solving several binary 

problems. The second is called ‘divide-and-combine’ 

and the main methods for divide-and-combine are Error 

Correcting Output Codes (ECOC) such as One-versus-

All (OvA), One-versus-One (OvO), exhaustive 

correction codes, random correction codes etc. and 

tree based methods such as Directed Acyclic Graph 

(DAG) and binary hierarchical decision trees [7, 8]. A 

multiclass problem can be decomposed into a set of 

binary problems, and then combined to make a final 

multiclass prediction. The basic idea behind combining 

binary classifiers is to decompose the multiclass 

problem into a set of easier and more accessible binary 

problems. The main advantage in this divide-and-

combine strategy is that any binary classification 

algorithm can be used [9-11]. 

The purpose of this research is to investigate the 

performances of multiclass SVM with the ECOC in term 

of classification accuracy and the computational cost 

using both orginal data set of patients with Diabetes 

and simulated data came from multivariate normal 

distribution. 

 



124     International Journal of Statistics in Medical Research, 2013 Vol. 2, No. 2 Aksehirli et al. 

2. MATERIAL AND METHODS 

Standard modern approaches for combining binary 
classifiers can be stated in terms of what is called 
output coding. Output coding is a general framework 
for solving multiclass categorization problems [12].  

2.1. Error Correcting Output Coding Classifiers 
(ECOC) 

Error Correcting Output Codes (ECOC) is the 
method to divide one multiclass classification problem 
into a certain number of subproblems of binary 
classifier and it has been proposed to enhance 
generalization ability of classifiers. Its advantage lies in 
requiring fewer classifiers. ECOC requires all classes 
to appear in each subproblem, and allows an arbitrary 
specification of how classes are reassigned to 
subproblems. The data structure used to specify how 
classes are reassigned to subproblems is called the 
coding matrix, M. The problem can be solved by 
associating each class with a row of a k l “coding 
matrix” with all entries from {-1; +1} or { 1,0,+1}. Each 
column of the matrix represents a comparison between 
classes with “-1” and “+1”, ignoring classes with “0”. k: 
number of the classes and each row of this matrix, 
called a codeword, l is the number of classifiers or is 
also the number of binary classification problems to be 
constructed. Each class is assigned a unique binary 
string of length l. During testing an example is given to 
all of these l binary classifiers, then the outputs of these 
binary classifiers are combined to obtain a binary string 
of length l. This output string is compared to each of 
the k codewords, and the new example is assigned to 
the class whose codeword is closest, according to 
some distance measure such as Hamming distance 
which counts the number of bits that differ in two binary 
stings or Euclidian distance. Error correction is 
implemented via computing distance [11]. 

A measure of quality of an error–correcting code is 
the minimum Hamming distance between any pair of 
codewords. If the minimum Hamming distance between 
the pair of codewords is m, then the code can correct 
up to (m-1)/2. This is known as row separability. 
Therefore, it is desired to have well separated columns 
as well as rows, which can be achieved by maximizing 
the minimum Hamming distance among the columns of 
the ECOC matrix. The Hamming distance between two 
binary strings is maximum when they are complements 
of each other. 

For a k-class problem, the number of possible 
columns is 3k, since each one of the k entries can take 
a value from the set {-1; 0; +1}. But some of these 

columns do not correspond to binary classification 
problems; e.g. all zero or all one columns. In fact, all 

columns which do not contain at least one +1 and one -
1 are useless. Therefore, the number of effective 
columns is ( )(3k - 2(k+1) + 1). The factor 1/2 is a result 
of not using the columns which are complements of 
each other. The ECOC matrix which contains all the 
( )(3k - 2(k+1) + 1) columns is called the full code [13-

15]. Dietterich and Bakiri [14] recommend using all 
possible dichotomies when the number of classes is 7 
or less; when there are more classes, a random 
sampling of dichotomies is typically used. Various 
algorithms were proposed to select the best subset and 
studies on this subject are still continues. 

A good error-correcting output code for a k-class 
problem should satisfy two properties: 

• Row separation: Each codeword should be well-
separated in Hamming decoding distance from 
each of the other codewords. 

• Column separation: Each column should be 

uncorrelated with all the other column. This 
property is achieved if the Hamming decoding 
distance between a column and the rest—
including their complementaries—is large. 

Most of the previous work on output coding has 
concentrated on the problem of solving multiclass 
problems using predefined output codes used to 
construct the binary classifiers [10]. This paper gives 
the four commonly-used encodings. 

2.2. Application Independent Design of Error 
Correcting Output Codes 

2.2.1. One-vs-All Classifiers (OvA) 

OvA formulation is a special case of error correcting 
codes with no error correcting capability, and by 
introducing “don’t” care bits, also is pairwise 

formulation. This method is also called winner-take-all 

classification. For the k-class problems (k>2), k two-
class SVM classifiers are constructed. The i

th
 SVM is 

trained while labeling the samples in the i
th class as 

positive examples and all the rest as negative 
examples. In the testing phase, a test example is 

presented to all k SVMs and is labelled according to 
the maximum output among the k classifiers [4]. 

That is: 

Class = arg
i=1,…k
max fi (x)  
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where f
i 
(x) is the decision function obtained from SVM 

or signed confidence measure of the i
th classifier [5]. 

Coding matrix used in OvA method for three group 
clasification problem is located in Table 1. 

Table 1: Code Matrix for a Three Group Problem in OvA 
Precedure 

Codewords 
Classes/Classifiers 

f1 f2 f3 

C1 +1 -1 -1 

C2 -1 +1 -1 

C3 -1 -1 +1 

 

Decision boundaries obtained using OvA method for 
three classes as C1, C2 and C3 are located In Figure 1. 
In the first stage, straight line equations that are 
belonging to the three thin lines shown in the figure are 
obtained, then by combining these equations a general 

function of SVM that discriminated three classes and 
shown in bold lines is reached. 

 

Figure 1: OvA result for three groups. 

The disadvantage of this method is its training 
complexity, as the number of training samples is large. 
Each of the k classifiers is trained using all available 
samples. If the outputs corresponding to two or more 
classes are very close to each other, those points are 

labeled as unclassified, and a subjective decision may 
have to be made by the analyst [3, 6, 8, 16]. 

2.2.2. One-vs-One Classifiers (OvO) 

In the OvO approach,  k(k 1) classifiers are 
constructed, with each classifier trained to discriminate 
between a class pair i and j. To combine these 
classifiers, the Max Wins algorithm is adopted [14, 17]. 
This can be thought of as a k   k(k 1) matrix, where 
the ij

th 

entry corresponds to a classifier that 

discriminates between classes i and j. The codebook, 
in this case, is used to simply sum the entries of each 
row and select the row for which this sum is maximal 
[18]. 

 

Class = arg
i=1,…k
max fi (x)

j=1

k

 

where fij is the signed confidence measure for the ij
th 

classifier. 

Coding matrix used in OvO method for three group 
clasification problem is located in Table 2. 

Table 2: Code Matrix for a Three Group Problem in OvO 
Precedure 

Codewords 
Classes/Classifiers 

f1 f2 f3 

C1 +1 +1 0 

C2 -1 0 +1 

C3 0 -1 -1 

 

Classification with OvO approach for three class 
SVM is seen in Figure 2. 3(3-1)/2 = 3 classifiers are 
used in this classification and the first classifier 
separates the classes labelled with C1 and C2, the 

second separates the classes labelled with C1 and C3 
and the third classifier separates C2 and C3 [19]. 

 

Figure 2: OvO result for three groups. 

The lower number of samples causes smaller 
nonlinearity, resulting in shorter training times. The 
disadvantage of this method is that every test sample 
has to be presented to large number of classifiers k(k-
1)/2. This results in slower testing, especially when the 
number of the classes in the problem is big [1, 5]. OvA 

and OvO formulations, however, unclassifiable regions 
exist. Instead of discrete decision functions, proposed 
to use continuous decision functions. 

2.3. Application Dependent Design of Error 
Correcting Output Codes 

Several methods such as Exhaustive correction 
codes, Randomized correction codes, Column 
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selection from exhaustive codes BCH codes etc are 
proposed to generate application dependent error 
correcting codes. 

2.3.1. Exhaustive Correction Codes (ECC) 

Detailed information of exhaustive codes for k class 
was depicted as follows; 

• Codeword for first class, assigns ones to all bits; 

• Codeword for second class, consists of 2(k-2) 
zeros followed by 2(k-2) - 1 ones;  

• Codeword for third class, consists of 2(k-3) zeros, 
followed by 2(k-3) ones, followed by 2(k-3) zeros, 
followed by 2(k-3) - 1 ones;  

• Codeword for i. class, alternatively runs of 2(k-i) 
zeros and ones [11, 14, 20, 21] 

Table 3 shows an example Exhaustive code matrix 
for a task with 4 classes (Ci), using 5 base classifiers 
(fi). 

Table 3: Code Matrix for a Four Group Problem in 
Exhaustive Correction Codes Precedure 

Codewords 
Classes/Classifiers 

f1 f2 f3 f4 f5 

C1 1 1 1 1 1 

C2 0 0 0 0 1 

C3 0 0 1 1 0 

C4 0 1 0 1 0 

 

In the code matrix above, each class Ci is 
associated with a codeword. Each classifier fi is trained 
to perform a binary classification task, that is, to 

distinguish the two subsets of the classes labeled with 
1 and 0, respectively. During testing, a vector of scores 
[o1, o2, o3 o4, o5] is generated by the 5 binary classifiers 
for each test sample. This vector is then compared to 
each codeword, and the one with the minimum 
distance is chosen as the hypothesis. There are two 

problems in this framework, the design of the code 
matrix and the distance measure. To design a good 
code matrix, a general idea is to have large row and 
column separation. The rows in the code matrix are the 
codewords (i.e., corresponding to different classes), 
hence the larger the distance among them, the more 

likely that a correct hypothesis is obtained even with 
errors from some classifiers during testing.  

In the above code matrix, the Hamming distance 
m(00110, 01010) is 2. The minimum Hamming 

distance is the smallest Hamming distance between all 
possible pairs in a set of words. If the min Hamming 
distance is d, then the code can correct at least (m-1)/2 
single bit errors. There are k classes, there will be at 
most 2k-1-1 usable columns after removing 
complements and the all-zeros or all-ones column. 

That is in the ECOC approach, up to 2k 1 1 SVMs are 
trained, each of them aimed at separating a different 
combination of classes [22]. 

2.3.2. Randomized Correction Codes  

The number of the base classifier is set and the 
samplings are assigned at random. Then the rows and 
columns are deleted which do not accord with the 
condition of coding matrix. Random Codes are 
randomly generated codes, where the probability 
distribution of the set of possible symbols {-1, 0, 1}can 

be specified. Allwein et al. [23] propose two methods 
for generating the matrix M. The first, called the dense 

method, generates codewords of length [10 log2k]. 
Each element is generated randomly from {+1, 1}. A 
code matrix is generated by randomly generating 
10,000 matrices and choosing the one with the highest 

minimum hamming distance among its rows. The 
second method, called the sparse method, has 
codewords of length [15 log2k]. Each entry in the matrix 
M is generated randomly to get the value of 0 with 
probability 1/2 and {-1,+1} with probablility of 1/4 each. 
As before, the matrix with the highest minimum 

hamming distance is chosen among 10,000 randomly 
generated matrices [23]. 

2.4. Data Used in this Study 

2.4.1. Orginal Data 

Data used for this study are taken from the article 

by [24]. In this data Patients with type 2 Diabetes 
Mellitus (DM) admitted to the outpatient clinic of 
Internal Medicine Department and Family Medicine 
Department of Duzce University, Turkey, for diabetes 
care were enrolled in 2011 year. The patients were 
assigned into three groups according to the status of 

Self-monitoring of blood sugar (SMBG). Group 1 
included the patients who had regularly used SMBG for 
at least 6 months; group 2 included the patients had 
irregularly used SMBG for at least 6 moths; group 3 
included the patients who had never used SMBG. 

Socio-demographic characteristics and clinic 
features of patients are given in Table 4. 
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2.4.2. Empirical Data 

Random numbers from the multivariate normal 
distribution were generated by writing MINITAB macro 
(ver. 15). Six numerical predictor variable (or attribute) 

were simulated and the correlation between them were 
produced at various levels (Table 5). So, considered 
the heterogeneity of a correlation matrix. Samples, 
taken from three standart multivariate normal 

Table 4: Descriptives for Categorical and Numerical Demografic and Clinical Features in Groups 

 Group 1 (n = 111)  

(N, %) 

Group 2 (n = 133)  

(N, %) 

Group 3 (n = 105)  

(N, %) 

Gender  

Male 

Female  

 

51 (45.9) 

60 (54.1) 

 

56 (42.1) 

77 (57.9) 

 

37 (35.2) 

68 (64.8) 

Education 

Illiterate 

Literate 

Primary-secondary school 

High school 

University  

 

9 (8.1) 

14 (12.6) 

57 (51.4) 

18 (16.2) 

13 (11.7) 

 

16 (12.0) 

13 (9.8) 

74 (55.6) 

21 (15.8) 

9 (6.8) 

 

21 (20.0) 

18 (71.1) 

55 (52.4) 

7 (6.7) 

4 (3.8) 

Hypertension 

Yes 

No 

 

74 (66.7) 

37 (33.3) 

 

98 (73.7) 

35 (26.3) 

 

78 (74.3) 

27 (25.7) 

Complication 

Yes 

No 

 

59 (53.2) 

52 (46.8) 

 

87 (65.4) 

46 (34.6) 

 

65 (61.9) 

40 (38.1) 

Smoking Status 

Never smokers 

Current smokers 

Former smokers 

 

66 (59.5) 

28 (25.2) 

17 (15.3) 

 

93 (69.9) 

15 (11.3) 

25 (18.8) 

 

84 (80.0) 

16 (15.2) 

5 (4.8) 

HbA1c (%) 

< 7.5 

 7.5 

 

41 (37.3) 

69 (62.7) 

 

48 (41.4) 

68 (58.6) 

 

45 (36.6) 

78 (63.4) 

Spot Urinary ACR 

< 30 mg/g 

30-300 mg/g 

 300 mg/g 

 

89 (80.9) 

17 (15.5) 

4 (3.6) 

 

92 (79.3) 

19 (16.4) 

5 (4.3) 

 

92 (74.8) 

24 (19.5) 

7 8 (5.7) 

 Mean±SD Mean±SD Mean±SD 

Age (years) 53.8 ± 9.3 54.8 ±9.3 53.5 ± 9.7 

Duration of DM (years) 6.9 ± 5.1 6.5 ± 4.9 61.3 ± 4.4 

BMI (kg(m2) 31.1 ± 4.9 31.3 ± 5.7 32.1 ± 6.1 

FBG (mg/dL) 157.3 ± 7.1 163.1 ± 6.7 161.3 ± 7.8 

PBG (mg/dL) 218. 9 ± 11.1 247.8 ± 11.1 237.8 ± 12.6 

LDL-chol (mg/dL) 114.7 ± 3.9 110.4 ± 3.7 114.3 ± 4.4 

HDL-chol (mg/dL) 45.4 ±1.5 43.4 ± 1.2 44.1 ± 1.4 

TG (mg/dL) 181.1 ±14.9 174.8 ± 14.6 187.8 ±16.6 

T-chol (mg/dL) 189.4 ± 12.7 196.6 ± 12.5 183.2 ± 14.1 

HbA1c (%) 7.3 ± 0.2 7.6 ± 0.1 7.5 ± 0.3 

SBP (mm-Hg) 135.6 ± 23.3 134.7 ± 24.1 137.2 ± 22.5 

DBP (mm-Hg) 86.3 ± 14.7 85.6 ± 13.9 86.4 ± 15.1 

ACR (mg/g) 65.1 ± 22.4 73.7 ±21.8 78.5 ± 24.9 
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populations which have different from each other about 

mean vectors but same standart deviations. 
Differences between three populations, referred to as 
effect size. In this simulation study we took into account 
two effect size (1 standard deviation and 2 standard 
deviation). Sample size to number of attribute ratio was 
determined as 5 and 17. The selection of these values, 

the ratio should be at least about 5 the explanations 
have been used. An empirical test of the utility of the 
observations-to-attributes ratio in factor and 
components analysis [25]. Accordingly, the size of the 
selected samples set at 30 and 100. Four different 
ECOC SVM procedures were applied 500 times in 

each sample size. Simulation study have been 
described with details in Table 5. 

The type of the kernel function determines the 
feature space into which the training data is going to be 
mapped and the parameter C controls the trade–off 
between margin maximization and training–error 
minimization. The regularization parameter C controls 
the trade–off between the complexity of the decision 

function and the number of training examples 
misclassified. As C increases, the number of training 
errors will decrease. The kernel function chosen 
determines the type of the decision surface, hence has 
a very important effect on the performance. Because 
frequently used kernel functions are the polynomial 

kernels and radial basis function kernel we used this 
kernels in multiclass SVM. 

MINITAB for Windows (ver. 15) packet programme 

macro was used for random data generated from 
multivariate normal distribution and Weka (ver. 3.7.5) 
packet programme was used for ECOC SVM methods. 

3. RESULTS 

3.1. Original Data Results 

In original data set, age, height and weight variables 
have normal distrubution, but AKS, TKS, LDL, HDL, 
TG, KOL, microalbuminuria1, ACR and HbA1C1 
variables have logarithmic distribution. When 
logarithmic transformation is applied to the variables 
that have nonnormal distribution, the variables shows 

normal distribution. To examine the effect of the shape 
of distribution on the results, the results are are 
interpreted comparatively by applying multiclass SVM 
methods to both transformated data and raw data sets. 

The results obtained from four different approaches 
by using nonlinear support vector machines for more 
than two classes are given in Table 6. When these 
results were examined, it was seen that true rate, false 

rate, predictive value (precision) and area under the 
ROC curve values were relatively better in OvO 

Table 5: Empirical Data Characteristics and Corelation Matrix for Six Attributes in Simulation Study 

Correlation matrix 
 

x1 x2 x3 x4 x5 x6 

x1 1 0.9 0 0 0 0 

x2 1 0 0 0 0 

x3 
 

 1 0.5 0 0 

x4  1 0 0.2 

x5 1 0 

x6 
Symetric 

 1 

Other data characteristics 

Sample size  
 

n=30 n=100 

1th Sample  = 0  = 0 

2th Sample  = 1  = 1 Mean Vector * 

3rd Sample  = 2  = 2 

1th Sample  =1  =1 

2th Sample  =1  =1 Standard Deviation Vector 

3rd Sample  =1  =1 

*written in terms of standard deviation. 
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Table 6: Classification Performance Measures of Methods by Using Original Data 

Performance Measures for Classes and Model with OvA approach (Run time: 0.2 seconds) 

 Group 1  

(n = 111)  

Group 2  

(n = 133) 

Group 3  

(n = 105) 

True Rate %65 %44 %96 

False Rate %25 %20 %7 

Predictive Value (Precision) %55 %58 %85 

Area Under ROC Curve  0.713 0.665 0.950 

Accuracy %66 

Kappa 0.49 

Mean absolute error  0.35 

Performance Measures for Classes and Model with RCC approach(Run time: 0.53 seconds) 

 Group 1  

(n = 111)  

Group 2  

(n = 133) 

Group 3  

(n = 105) 

True Rate %60 %49 %96 

False Rate %22 %22 %7 

Predictive Value (Precision) %55 %58 %85 

Area Under ROC Curve  0.690 0.654 0.949 

Accuracy %66 

Kappa 0.50 

Mean absolute error  0.35 

Performance Measures for Classes and Model with ECC approach (Run time: 0.2 seconds) 

 Group 1  

(n = 111)  

Group 2  

(n = 133) 

Group 3  

(n = 105) 

True Rate %65 %44 %96 

False Rate %25 %20 %7 

Predictive Value (Precision) %55 %58 %85 

Area Under ROC Curve  0.713 0.665 0.950 

Accuracy %66 

Kappa 0.49 

Mean absolute error  0.35 

Performance Measures for Classes and Model with OvO approach(Run time: 0.16 seconds) 

 Group 1  

(n = 111)  

Group 2  

(n = 133) 

Group 3  

(n = 105) 

True Rate %60 %57 %97 

False Rate %17 %22 %7 

Predictive Value (Precision) %55 %58 %85 

Area Under ROC Curve  0.810 0.675 0.950 

Accuracy %70 

Kappa 0.55 

Mean absolute error  0.29 

 
approach, but it can be said that the results of four 
approaches were similar. In addition, accuracy, kappa 

statistics and error values as an indicator of the model 
performances are also similar in the four approaches. 
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Table 7: Classification Performance Measures of Methods After Being Log-Transformed Some Variables have 
Nonnormal Distribution 

Performance Measures for Classes and model with OvA approach (Run time: 0.2 seconds) 

 Group 1  

(n = 111)  

Group 2  

(n = 133) 

Group 3  

(n = 105) 

True Rate %62 %52 %95 

False Rate %20 %22 %7 

Predictive Value (Precision) %59 %60 %85 

Area Under ROC Curve  0.711 0.669 0.950 

Accuracy %68 

Kappa 0.52 

Mean absolute error  0.35 

Performance Measures for Classes with RCC approach (Run time: 0.44 seconds) 

 Group 1  

(n = 111)  

Group 2  

(n = 133) 

Group 3  

(n = 105) 

True Rate %56 %55 %96 

False Rate %19 %24 %7 

Predictive Value (Precision) %59 %59 %85 

Area Under ROC Curve  0.740 0.683 0.946 

Accuracy %68 

Kappa 0.51 

Mean absolute error  0.34 

Performance Measures for Classes with ECC approach (Run time: 0.36 seconds) 

 Group 1  

(n = 111)  

Group 2  

(n = 133) 

Group 3  

(n = 105) 

True Rate %62 %52 %95 

False Rate %20 %22 %7 

Predictive Value (Precision) %59 %60 %85 

Area Under ROC Curve  0.713 0.665 0.950 

Accuracy %68 

Kappa 0.52 

Mean absolute error  0.35 

Performance Measures for Classes with OvO approach (Run time: 0.17 seconds) 

 Group 1  

(n = 111)  

Group 2  

(n = 133) 

Group 3  

(n = 105) 

True Rate %60 %57 %97 

False Rate %17 %22 %7 

Predictive Value (Precision) %55 %58 %85 

Area Under ROC Curve  0.810 0.675 0.950 

Accuracy %70 

Kappa 0.55 

Mean absolute error  0.29 

 
The variables that have nonnormal distribution were 

converted to normal distrubution with logarithmic 
transformation and support vector classification was 
applied again for four different approach. Results of 
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these applications are given in Table 7. Although the 
results obtained from OvO approach are generally 

better, model performances can be said to be similar to 
each other and also the results obtained from 
untransformed data. According to this result, it can be 
said that multi-class support vector classification isn’t 
affected by the shape of distribution. 

Classification performance measures computed 
with four different approaches from original data and 
the data applied logarithmic transformation are 

compared separately and it is determined that these 
measurements show no significant difference from 
each other (all p values > 0.05). 

3.1. Simulation Results 

Three groups with means that differ from each other 
by 1 and 2 standard deviation and contain 30 and 100 
observations respectively (mean of first group is 0 
standart deviation, second is 1 standart deviation and 
third is 2 standart deviations) were classified with OvA, 
RCC, ECC and OvO approach and performance 
measures are obtained as Table 8.  

When classification success, model error and 

analysis time were taken into consideration together, it 
was seen that for all conditions most successful 
classification is obtained with OvO approach. In 
addition, the results obtained from the other three 
approaches were very similar to each other. The 
performance measures of group 1 and group 3 

obtained with OvO approach were similar for both two 
sample size. This is an expected result and sample 
size increases, classification successes that is nearest 
expected value are again obtained from OvO 
approach. In the other approaches, success of correct 
classification to third group was lower than to first 

group. In addition, it is determined that as the number 
of observations in the groups increase, classification 
successes for three groups increase and number of 
incorrectly classified observations decrease. When 
sample size increases from 30 to 100, even though 
analysis time elongates a little, there is no significant 

elongating according to researchers can be said. It has 
been observed that the most appropriate method is 
OvO again in terms of analysis time. When the model 
errors were examined, it was seen that the smallest 
errors are observed in OvO approach and OvA, ECC 
approaches follow this. As a result, when the methods 

were sorted from good to bad considering all of the 
performance measures, the rank was determined as 
OvO, ECC, OvA and RCC. 

4. DISCUSSION 

In this study various multiclass classification 
algorithms such as OvO, OvA, Exhaustive correction 
codes and Random codes were compared by their 
predictive accuracy, model errors and their analyse 

times by using original data (came from Type 2 
Diabetes Mellitus patients ) and simulated data. 

In this study, the training time taken by OvO 

technique is less than that with the other three 
techniques in all conditions. This study also concludes 
that the highest classification accuracy is achieved with 
OvO approach by using both original and simulated 
data. 

However, these results are valid for the conditions 
tried in this study. Simulation conditions when a 

broader, methods, would be more accurately 
compared. We suggest that researchers are compare 
these methods by using different data sets. 

There is some work in the literature comparing 
these methods for classical datasets like iris, wine, 
glass, letter etc. [2, 4] OvA, OvO MaxWins (with 
majority voting), DAG and AIO are compared. The 
authors show that there is not one method that 

performs best for every dataset but that OvO MaxWins 
and DAG perform better with large number of classes. 
OvO MaxWins, OvA, DAG and Neural Networks are 
compared. The authors Show that the methods have 
comparable performance on accuracy and error rate 
but that OvO and DAG need less time for training 
phases [4]. 

OvO is considered more symmetric than the OvA 

method. Moreover, the memory required to create the 
kernel matrix is much smaller. However, the main 
disadvantage of this method is the increase in then 
number of classifiers as the number of class increases 
[8]. 

Experiments performed show that the OVA scheme 
is generally inferior to the other approaches, while no 
one approach generally outperforms the others. This 

suggests that the best coding strategy is problem 
dependent [23]. Several algorithms for constructing 
good ECOC matrices for multiclass classification 
problems have been proposed [13, 14, 26]. 

Pal [8] found that the training time taken by OvO 

and DAG techniques is less than that with the OvA 

strategy and the highest classification accuracy is 
achieved with exhaustive ECOC approach but requires 
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Table 8: Classification Performance Measures of Methods by Using Simulated Data 

Performance Measures for Classes and Model with OvA approach (n=30 in each group) 

 Group 1 Group 2 Group 3 

True Rate %87 %50 %77 

False Rate %21 %14 %7.7 

Area Under ROC Curve  0.877 0.739 0.871 

Mean absolute error  0.34 

Root mean squared error 0.38 

Run Time 0,084 seconds 

Performance Measures for Classes and Model with ECC approach (n=30 in each group) 

 Group 1 Group 2 Group 3 

True Rate %87 %51 %77 

False Rate %21 %13 %7 

Area Under ROC Curve  0.879 0.744 0.872 

Mean absolute error  0.34 

Root mean squared error 0.38 

Run Time 0,08 seconds 

Performance Measures for Classes and Model with RCC approach (n=30 in each group) 

 Group 1 Group 2 Group 3 

True Rate %82 %56 %79 

False Rate %14 %16 %10 

Area Under ROC Curve  0.868 0.721 0.866 

Mean absolute error  0.33 

Root mean squared error 0.39 

Run Time 0,15 seconds 

Performance Measures for Classes and Model with OvO approach (n=30 in each group) 

 Group 1 Group 2 Group 3 

True Rate %81 %63 %81 

False Rate %9.7 %18 %8.8 

Area Under ROC Curve  0.91 0.73 0.91 

Mean absolute error  0.28 

Root mean squared error 0.36 

Run Time 0,08 seconds 

Performance Measures for Classes and Model with OvA approach (n=100 in each group) 

 Group 1 Group 2 Group 3 

True Rate %84 %62 %81 

False Rate %13 %15 %7 

Area Under ROC Curve  0.881 0.765 0.882 

Mean absolute error  0.32 

Root mean squared error 0.37 

Run Time 0,13 seconds 
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(Table 8). Continued. 

Performance Measures for Classes and Model with ECC approach (n=100 in each group) 

 Group 1 Group 2 Group 3 

True Rate %84 %62 %81 

False Rate %13 %15 %7 

Area Under ROC Curve  0.881 0.765 0.882 

Mean absolute error  0.32 

Root mean squared error 0.37 

Run Time 0,13 seconds 

Performance Measures for Classes and Model with RCC approach (n=100 in each group) 

 Group 1 Group 2 Group 3 

True Rate %82 %64 %81 

False Rate %10 %17 %8 

Area Under ROC Curve  0.87 0.75 0.87 

Mean absolute error  0.32 

Root mean squared error 0.38 

Run Time 0,21 seconds 

Performance Measures for Classes and Model with OvO approach (n=100 in each group) 

 Group 1 Group 2 Group 3 

True Rate %83 %66 %83 

False Rate %8 %17 %8 

Area Under ROC Curve  0.92 0.75 0.92 

Mean absolute error  0.27 

Root mean squared error 0.35 

Run Time 0,11 seconds 

 

very large training time. A comparison of accuracy 
achieved by exhaustive ECOC approach suggests no 
significant improvement in comparison to OvO 

approach. The main problem with the ‘one against the 
rest’ strategy is that it may produce unclassified data, 
and hence lower classification accuracies. Finally, 

results suggest the suitability of OvO approach for this 
type of data in term of classification accuracy and the 
computational cost [8]. The code design does not have 
a significant impact on performance. The combination 
of multiple binary SVMs via ECOC achieves better 
performance than a direct multiclass SVM [27]. 

For the blood cell data with polynomial kernels and 
for the hiragana data, ECOC support vector machines 

did not perform better than OvA support vector 
machines [10]. 

The predicting accuracy of OvO is the highest of all, 
and those of Dense Random and Sparse Random are 
similar. These results demonstrate that ECOC provide 

a better approach for improving the performance of 
speech recognition [15]. 

Despite classical approaches such as OvO or OvA 
partially solve the multi-class problem, these 
approaches lose their attractiveness when there are 
lots of classes. Recently, hierarchical based 
classification method, which is more effective than 
traditional methods, is used in case of many classes. 
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