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Single-cell resolution volumetric imaging permits the exploration 
of intact tissues1–4, retaining spatial and geometrical information 
that is often lost through tissue dissociation in other single-cell 

technologies5. It thereby has the important advantage of revealing—in 
a single overview—the relationships between diverse cell types that 
both normal organ development and cellular function depend on, 
and how this is shifted under pathological conditions, such as can-
cer. Despite advances in 3D image processing, including nuclear and 
membrane segmentation methods6–11 and large-scale nuclei counting 
of intact human organs12, delineating the exact cellular organization 
of large human tissues at the single-cell level remains a challenge. 
The high number of cellular subsets and their various morphologies 
and configurations all complicate accurate single-cell identification 
and profiling. While challenging, such an approach would be highly 
informative, as it creates a single-cell readout that retains spatial and 
morphometric information and can thereby phenotype cells in the 
context of their native tissue environment. Therefore, to fully exploit 
the potential of volumetric imaging, we here developed multispec-
tral large-scale single-cell resolution 3D (mLSR-3D) imaging with 
‘on-the-fly’ linear unmixing for single-scan acquisition of eight spec-
trally resolved fluorophores. Combined with segmentation analysis 
by parallelization of 3D datasets (STAPL-3D), an automated pipeline 
for compartment-specific feature extraction, it enables in situ analysis 
of millions of cells in tissue (Fig. 1a and Supplementary Video 1).

Results
To interrogate the cellular biology and heterogeneity of tissues, we 
sought an imaging strategy to image multiple markers in 3D in a 

timely fashion (Supplementary Fig. 1). We first defined a combi-
nation of eight fluorophores (out of 21 fluorophores compatible 
with linear unmixing of lambda stacks13 that we tested (Fig. 1b 
and Supplementary Fig. 1b)). Their reference emission spectra 
were used for accurate unmixing during single-scan acquisition 
(Supplementary Fig. 2) without the need for individual fluorophore 
control samples, a major advantage compared to recent methods 
relying on postacquisition compensation, thereby generating addi-
tional data files1,2,14. When performing on-the-fly spectral unmix-
ing, equal signal detection is required, which is challenging for 
eight fluorophores and cannot be achieved through adjusting laser 
power or detection settings. To overcome this issue, we developed 
a large-content intensity equalization assay for mLSR-3D-imaging 
to ensure balanced fluorescent intensities through the immunola-
beling process. Using this assay, we tested over 60 antibodies and 
dyes for optimal eight-color staining (Supplementary Fig. 1 and 
Supplementary Table 1) and selected five markers of interest based 
on recent single-cell RNA-sequencing (scRNA-seq) data15 to label 
a broad range of early nephrogenic structures of human fetal kid-
ney (HFK) development, as well as 4,6-diamidino-2-phenylindole 
(DAPI) to stain nuclei, Phalloidin to label the F-actin network and 
KI67 to mark cycling cells (Fig. 1c–f). To facilitate the use of eight 
fluorophores, we implemented a 5-day protocol, consisting of three 
rounds of labeling for flexible use of multiple species of primary 
antibodies combined with fluorescent secondaries, as well as direct 
conjugates, followed by a nontoxic clearing step with FUnGI3 that 
preserves cell morphology and tissue architecture (Supplementary 
Fig. 3). This versatile protocol can be applied to a wide range of 
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Fig. 1 | mLSR-3D imaging and STAPL-3D. a, Schematic overview of mLSR-3D and STAPL-3D. b, Normalized emission reference spectra. c, mLSR-3D 
visualization of HFK (16 weeks of gestation) labeled for DAPI (gray), KI67 (cyan), PAX8 (yellow), NCAM1 (blue), SIX2 (green), CDH1 (red), CDH6 
(orange) and F-ACTIN (gradient, red-yellow-white). Scale bar, 500 µm. d–f, 3D zoomed images of masked nephrogenic structures. d, CM, cap 
mesenchyme; RV, renal vesicle; SSB, S-shaped body; UB, ureteric bud. SIX2 (green), CDH1 (red), PAX8 (yellow) and NCAM1 (blue). e, Loop of Henle 
with proximal tubule (PT) connecting to the distal tubule (DT). PAX8 (green), CDH1 (blue), CDH6 (red) and F-ACTIN (gray). f, Proximal tubule (PT) 
connecting to the glomerulus (GL). PAX8 (green), CDH6 (red) and F-ACTIN (gray). Scale bars, 50 µm. g, Optical section demonstrating cell compartment 
segmentation with STAPL-3D. DAPI (gray) and weighted mean of all membrane channels (red-yellow-white gradient). Segments are randomly colored. 
Scale bar, 20 µm. h, Volumetric rendering of the block-wise segmentation. Number of blocks, 182. Scale bar, 500 µm. These experiments (c–h) were 
perfomed independently at least four times with similar results (Supplementary Fig. 10). i, Pearson correlation heatmap of selected features, reordered by 
hierarchical clustering.
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tissues, as demonstrated by eight-color mLSR-3D imaging of xeno-
grafted human organoid-derived breast tumors (Supplementary 
Fig. 4a), associated breast cancer organoids cultured in vitro 
(Supplementary Fig. 4b) and biopsy-derived human central ner-
vous system tumor material (Supplementary Fig. 5). Therefore, 
this method enables acquisition of large-scale, multi-dimensional 
3D datasets with drastic reduction in overall acquisition time, pho-
tobleaching by repetitive illumination and data preprocessing and 
storage requirements.

We then developed the STAPL-3D pipeline for single-cell feature 
extraction from large 3D imaging datasets (Fig. 1a). First, to opti-
mize mLSR-3D datasets for subsequent analysis, we implemented 
the STAPL-3D preprocessing module (Supplementary Fig. 6a). It 
includes a new channel-specific shading correction (Supplementary 
Fig. 6b,d) and a 3D inhomogeneity correction developed for mag-
netic resonance imaging16 to reduce technical background variations 
(Supplementary Fig. 6c,d). Furthermore, for high autofluorescence, 
observed in the AF488 channel in the kidney, we used machine 
learning to generate voxelwise probability map17 for KI67, enabling 
accurate quantification of cycling cells (Supplementary Fig. 7 and 
Supplementary Table 2). Next, the STAPL-3D segmentation mod-
ule (Supplementary Fig. 8a) segments the dataset into individual 
cells and subdivides each cell into nucleus and membrane (Fig. 
1g). STAPL-3D makes optimal use of mLSR-3D data by combining 
membrane and nucleus channels to generate seeds, followed by a 
two-step watershed procedure expanding the seed into the nucleus 
and then filling the cell to the membrane boundary (Supplementary 
Figs. 8b and 9c). For scalable processing, we designed STAPL-3D 
to be compatible with high-performance computing for com-
plete segmentation in a couple of hours, by distributing the vari-
ous analysis steps over volumes, channels and datablocks (Fig. 1h 
and Supplementary Fig. 10). Yet STAPL-3D also runs efficiently 
on laboratory workstations. Splitting the dataset into blocks gener-
ates seams of partially segmented cells touching the block borders, 
either resulting in substantial data loss by excluding them18 or intro-
ducing artifacts to these cells. Therefore, we developed a zipping 
module that identifies erroneous segments, resegments them, and 
merges the blocks back into a single seamless segmented volume 
(Supplementary Fig. 8c and 9d).

To achieve maximum use of STAPL-3D, we provide the option 
to use state-of-the-art deep learning segmentation methods within 
the pipeline (STAPL-3DDL), by integrating a 3D universal network 
(3D-UNET)10 to predict membrane probability and StarDist11 to 
predict individual nuclei (Supplementary Fig. 11). Because manual 
segmentation proved practically unfeasible for mLSR-3D datasets 
(with 80 h of labor required for 569 cells, which was insufficient for 
model training), we also provide a STAPL-3D module to gener-
ate large training datasets (Supplementary Fig. 11a) by coacquisi-
tion of mLSR-3D data at typical resolution (yielding the training 
data) and at very high resolution (yielding the training labels at 
the same location). Furthermore, using these labeled datasets, we 

offer a segmentation parameter tuning module that uses Bayesian 
optimization to automatically choose parameters that result in 
the best segmentation quality (Supplementary Table 3, STAPL-
3DFT). Segmentation accuracy of the modules was assessed by 
comparison to an extensive (n = 14,717 cells) and a diverse set of 
cells (from ten different areas of the kidney) that was segmented 
with high fidelity from datasets coacquired at high resolution and 
manually curated afterward to yield a ground truth dataset. Dice 
overlap, precision, recall and F scores were computed as accuracy 
metrics (Supplementary Fig. 12 and Supplementary Table 3). We 
obtained the highest F1.5-score of 0.81 (±0.012 s.e.m.) for STAPL-
3DDL trained on coacquired mLSR-3D datasets (Supplementary Fig. 
12b) followed by STAPL-3DFT (F1.5 = 0.75 ± 0.014), both demon-
strating a significant increase in performance over the generic deep 
learning model (F1.5 = 0.71 ± 0.014) and the nontuned STAPL-3D 
pipeline (F1.5 = 0.72 ± 0.017). Furthermore, comparing extracted 
morphological features with the ground truth, showed little mor-
phological divergence. Overall average percentual increases and 
decreases with respect to the ground truth were 5.929% (±2.905) 
and 7.198% (±1.740) for STAPL-3DDL trained and 7.821% (±2.768) 
and 8.912% (±2.220) for STAPL-3DFT (Supplementary Fig. 12c). 
This analysis thus confirms that once trained on the appropriate 
data, STAPL-3DDL increases segmentation accuracy. Nevertheless, 
STAPL-3D already offers a robust segmentation pipeline with a 
good performance.

STAPL-3D extracts molecular marker intensities, as well as 
spatial and 3D morphological properties per segmented cellular 
compartment. By default, features are computed for the cell and 
the membranal and nuclear subsegments. Moreover, we show that 
mLSR-3D and STAPL-3D pipelines can be adapted to extract fea-
tures from the cytosolic and even mitochondrial compartment 
when using Airyscan 3D imaging (Supplementary Fig. 13). The 
division into cellular compartments can be exploited to define com-
pound features, for example cell polarity, estimated from the centers 
of mass of a cell and nucleus (Supplementary Fig. 8d). We can obtain 
a complete set of approximately 800 features extracted from full cell, 
nucleus and membrane segments (Supplementary Table 4), with the 
option to select the features most relevant for the particular appli-
cation (Fig. 1i). Altogether, STAPL-3D offers a scalable, modular 
and tunable analysis framework for advanced image preprocessing 
and cellular compartment-specific segmentation, toward reliable 
3D feature extraction and profiling of millions of cells within tissue.

To showcase the potential of our mLSR-3D and STAPL-3D frame-
work, we next performed spatio-phenotypic patterning of Wilms 
tumor—a pediatric kidney cancer (Fig. 2 and Supplementary Fig. 
14). Prevalence of Wilms tumor in early childhood has been related 
to corruption of fetal nephrogenesis and, indeed, these tumors pres-
ent with aberrant fetal cells19,20. Therefore, we aim to elucidate the 
in situ developmental patterning of Wilms tumor in relation to 
HFK. To create a spatio-phenotypic reference map, we defined 11 
known cell populations in our HFK sample (gestational week 16),  

Fig. 2 | Spatio-phenotypic patterning of HFK and Wilms tumor reveals expanded, cycling, early epithelial compartment in Wilms tumor. a, Schematic 
overview of the analysis strategy. b, 3D UMAP rendered for 50,000 HFK cells. Colors and labels correspond to cell identity. c, Heatmap of log-scaled 
median feature values (blue-white-red gradient) per identified cluster, subdivided into components of the HFK: nephrogenesis (CM, cap mesenchyme; RV/
SSB, renal vesicle/S-shaped body; PTP, proximal tubule progenitor; PCT, proximal convoluted tubule; DT, distal tubule; GL, glomerulus), collecting system 
(UB, ureteric bud; CD, collecting duct) and interstitium (IP, interstitial progenitors; ICc, interstitial cells cortex; ICm, interstitial cells medulla). Clusters 
are numbered from 1 to 20 according to descending cluster size. Typical 3D segmented examples of each cell type are displayed above the heatmap, 
oriented apical to basal. Scale bar, 10 µm. d,e, 3D backprojection of the HFK (d) and Wilms tumor (e) showing all single-cell segments colored for cell 
type identity. Scale bars, 500 µm. f Optical section showing backprojected cell types of a Wilms tumor region consisting predominantly of distal tubule, 
RV/SSB and ureteric bud. Scale bar, 70 µm. g, Optical section showing backprojected cell types of a Wilms tumor region containing a cell cluster of more 
undifferentiated cap mesenchyme. Scale bar, 70 µm. h, Bar graph depicting relative cluster sizes per dataset in percentages. i, UMAP depicting pseudotime 
ordering of HFK (left panel) and Wilms tumor (WT, right panel) cells belonging to nephrogenic clusters. Circle sizes correspond to the number of cells 
within each cluster and pseudotime is depicted by the rainbow gradient (early, blue to red, late). j, KI67-positive fraction for Wilms tumor (top) and HFK 
(bottom) plotted along the pseudotime trajectory of nephrogenic development. Line colors correspond to cell identities.
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distributed over three components of the developing kidney: 
nephrogenesis, collecting system and interstitium15. This was 
achieved through 3D uniform manifold approximation and projec-
tion (UMAP)21 and clustering of the 2.1 million cells × 19 features 
data matrix (Fig. 2b and Supplementary Fig. 15c), assigning the 
resulting 20 clusters to a particular population, based on molecular 
markers, but also indispensably aided by morphological features and 

spatial location (Fig. 2c,d and Supplementary Figs. 15 and 16a,b). 
Having captured the spatio-phenotypic single-cell landscape of HFK 
in a classifier, cell types could also be predicted for the 1.8 million 
cells segmented from the Wilms tumor sample. Backprojection of 
population identity into the dataset revealed a highly disorganized 
spatial pattern in Wilms tumor compared to HFK (Fig. 2d,e), yet 
nephrogenic-like structures could be identified. These structures 
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consisted predominantly of distal tubule, ureteric bud and renal 
vesicle/S-shaped body (RV/SSB) cells (Fig. 2f), and sporadically 
contained cell clusters of more undifferentiated cap mesenchyme 
(CM)-like cells (Fig. 2g). Indeed, in relation to HFK, the epithe-
lial components of this particular Wilms tumor were enlarged: 1.2 
times for ureteric bud, 1.6 times for distal tubule and, most notably, 
2.8 times for early epithelial RV/SSB (Fig. 2h). Pseudotime order-
ing of nephrogenic cells revealed a single trajectory for early pro-
genitors (CM) to committed progenitors (RV/SSB), branching into 
three late populations (distal tubule (DT), proximal tubule progeni-
tor/proximal convoluted tubule and glomerulus (GL)) (Fig. 2i). The 
position of the center of mass in this pseudotime UMAP showed a 
shift for the CM node toward the enlarged RV/SSB node in Wilms 
tumor, indicative of a more committed progenitor fate for this clus-
ter as compared to HFK. Inclusion of KI67 in our set of markers 
allowed us to provide insight into the mechanism underlying this 
developmental pattern (Fig. 2j). From the pseudotime-ordered cells, 
we could identify a peak of cycling cells during the RV/SSB stage in 
HFK. Wilms tumor showed overall increased cycling compared to 
HFK; in particular high in RV/SSB, but also in their developmental 
progenitors (CM) (Fig. 2j). Thus, the enlarged RV/SSB cluster in 
the Wilms tumor sample (Fig. 2h) likely results from both intrin-
sic cycling properties of this cluster, as well as a transitioning pro-
genitor population from the CM fueling this compartment. Hence, 
through profiling population distribution and pseudotime order-
ing, we could begin to untangle the in situ heterogeneity of Wilms 
tumor in relation to its developmental origin.

To dive deeper into the spatio-phenotypic traits specific to the 
Wilms tumor, we next created a joint UMAP for HFK and Wilms 
tumor and identified six cellular clusters that largely reflect con-
ventional Wilms tumor classification (epithelium, stroma and blas-
tema22) (Fig. 3a,b). Based on their spatio-phenotypic features, we 
describe them as differentiated and undifferentiated epithelium, 
blastema, two stroma clusters, but also a small glomerulus popula-
tion (Fig. 3b and Supplementary Fig. 15). Although varying in con-
tribution, all six clusters contained both healthy kidney and tumor 
cells, confirming the strong fetal resemblance of this tumor (Fig. 3c). 
Cluster backprojection reveals one stroma-like compartment sur-
rounding the epithelial/blastemal clusters (the surrounding stroma) 
while the other locates within these structures (the inner stroma) 
(Fig. 3d,e). This nicely demonstrates the usefulness of maintain-
ing tissue-context to reveal differential spatial embedding of popu-
lations. The relative cluster sizes resulting from our classification 
(46.7% epithelium, 51% stroma and 2.3% blastema) (Supplementary 
Table 5), closely agree with histopathological scoring of the Wilms 
tumor sample (50% epithelium, 45% stroma and 5% blastema), pro-
viding confidence in the obtained classification. Yet our approach 
goes beyond conventional classification and offers a more in-depth 
characterization (that is, differentiated versus undifferentiated epi-
thelium and two spatially resolved stromal-like compartments). 
In addition, we identified a tumor-specific population within the  

surrounding stroma through subclustering (Fig. 3f,g). Cells belong-
ing to subcluster 5 showed a high expression of SIX2 compared to 
the remaining surrounding stroma (Fig. 3h), and are spindle-shaped 
(Fig. 3i), unlike conventional SIX2+ round-shaped blastemal cells in 
Wilms tumor (Fig. 3i,j, high-extent). This may be of particular sig-
nificance, because SIX2 is involved in maintaining the undifferenti-
ated and proliferative state of HFK CM and Wilms tumor blastema 
cells23, the latter known to be associated with poor prognosis if prev-
alent after chemotherapy22. Twenty-four percent of Wilms tumor 
cells of this subcluster 5 expressed SIX2 to a similar intensity as blas-
tema cells (that is, falling within or above the blastema interquartile 
range). Even though they represent only 2% of the entire Wilms 
tumor sample, these SIX2-high stromal-like cells are present in sub-
stantial, and, perhaps, thereby consequential amounts (36,242 cells). 
Although clinical importance of the identified cell profiles remains 
to be determined, we demonstrated that the combined application 
of mLSR-3D and STAPL-3D offers the potential to generate new 
insights into tumor biology by accurate cell subset quantification 
and identification of new spatio-phenotypic signatures.

Discussion
In sum, we here provide a targeted in situ profiling approach to 
exploit molecular, morphological and spatial features of millions of 
cells from 3D imaging data. In line with recent advances in multi-
plexed proteomics and spatial transcriptomics1,3,4,24–26, we envision 
our single-cell technology a key step forward toward unraveling the 
complex cellular organization of organs and their associated tumors 
with particular promise for capturing essential spatio-phenotypic 
hallmarks of tumorigenesis.
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Methods
Ethics statement. The collection and use of HFK were approved by the Medical 
Ethics Committee from the Leiden University Medical Center (P08.087). The 
gestational age was determined by ultrasonography, and the tissue was obtained 
from women undergoing elective abortion. The material was donated with written 
informed consent. Human organoid samples were retrieved from a biobank 
through the Hubrecht Organoid Technology (HUB, www.hub4organoids.nl). Wilms 
tumor and pediatric spinal ependymoma biopsy material was obtained from the 
biobank of the Princess Máxima Center (PMCLAB2019.037). Authorizations were 
obtained from the medical ethical committee of the UMC Utrecht (METC UMCU) 
to ensure compliance with the Dutch ‘medical research involving human subjects’ 
act and informed consent was obtained from donors where appropriate. Children 
with Wilms tumor receive neoadjuvant cytotoxic treatment before nephrectomy, as 
per Dutch practice. Breast tumor tissue was obtained from xenograft mouse models 
approved by the Animal Welfare Committee of the Princess Máxima Center and 
established in compliance with both local and international regulations.

Tissue fixation and blocking. Dissected HFK, xenografted breast tumors and 
human spinal ependymoma tissue were immersed in 5 ml of 4% paraformaldehyde 
at pH 7.4 overnight on ice. After fixation, samples were washed in PBT (1 ml of 
Tween-20 in 1 l of phosphate-buffered saline (PBS)) for 15 min and then blocked  
in 5–10 ml of wash buffer 1 (2 ml of Tween-20, 2 ml of Triton X-100, 2 ml of 10% 
SDS, 2 g of bovine serum albumin (BSA) in 1 l of PBS) for 2–5 h depending on  
the size of the sample. Breast tumor organoids were harvested and fixed, as 
previously described27,28.

Immunolabeling. We performed eight-color immunolabeling using off-the-shelf 
antibodies (Supplementary Table 1) in a three-round staining protocol 
(Supplementary Fig. 3). In the first round, the tissue was incubated with 
nonlabeled primary antibodies of different species. Second, we used fluorescently 
labeled secondary antibodies targeted against the different species. To overcome 
the limited diversity in antibody species, we made use of direct fluorescently 
labeled primary antibodies and dyes in a third labeling round. Washing and 
incubation steps were performed in wash buffer 2 (1 ml Triton X-100, 2 ml of 10% 
SDS, 2 g of BSA in 1 l of PBS).

Tissue clearing. Samples were optically cleared by three stepwise incubations (1 h 
at room temperature) of increasing concentration (25/50/75%) of FUnGI clearing 
agent diluted in PBS. The final incubation step with 100% FUnGI was performed 
overnight at 4 °C.

Spectral library acquisition. Pieces of HFK tissue were labeled with single 
fluorophores and lambda stack images were taken for every fluorophore, with 
an excitation filter combination of main beam splitter (MBS) 405 and MBS 
488/561/633. The acquired images were unmixed with the auto find function 
in the Zeiss Zen Black software and the obtained reference signature spectra 
(Supplementary Fig. 1b) were saved for using the online fingerprinting mode.

Spectral imaging with linear unmixing and quantitative measurement of the 
spectral unmixing. Imaging was performed on a Zeiss LSM880 with a 32-channel 
spectral detector using a ×25 0.8 numerical aperture (NA) multi-immersion 
objective with a working distance of 500 µm. The online fingerprinting mode was 
used to separate the eight fluorophores into distinct channels during acquisition. 
Tile scans were acquired with 10% overlap of z-stacks and with a pixel dwell time 
of 2 µs and a voxel size 0.33 × 0.33 × 1.2 µm. Data were digitized with 16 bits per 
voxel. With these acquisition settings, on average 4 mm3 of tissue was imaged, 
requiring a scan time of around 16 h. Online fingerprinting removes the need to 
store the 32-channel lambda data. Therefore, the unmixed eight-channel data 
has a fourfold reduction in size compared to 32-channel lambda data, expediting 
downstream analysis.

Linear unmixing accuracy was assessed in the Zeiss Zen Blue software by 
processing of a raw eight-channel mLSR-3D lambda stack (Supplementary Fig. 
2). The linear unmixing processing tool was used with the option to display 
channels with statistical confidence. The statistical confidence considers the noise 
from the channels, the bandwidth and position and the quality of the reference 
spectra. The resulting images visualize the statistical confidence for every pixel by a 
percentage-based fire color map for interpretation.

mLSR-3D equalization assay. When performing on-the-fly spectral unmixing 
imaging, multiple fluorophores are excited by the same laser and all fluorophores 
are detected by the same detector. In this setup, large fluorescence intensity 
differences cannot be compensated by adjusting laser power or detection 
settings. To tackle this challenge, we developed the mLSR-3D equalization assay 
(Supplementary Fig. 1a).

Sample preparation. Tissue samples were manually cut to approximately 
1 mm × 1 mm × 1 cm and embedded in 4% UltraPure Low Melting Point Agarose 
(Thermo Fisher) in PBS in a 96-well flat bottom plate. Sections of 500 µm were cut 
with a vibratome (Leica VT 1200S) set to a velocity of 0.60 mm s−1, an amplitude 

of 3.00 mm and an angle of 18°. To allow simultaneous sample preparation for 
single stains of over 60 antibodies and dyes, agarose embedded tissue sections 
were placed into a 96-well filter plate (Thermo Fisher), sealed at the bottom and 
single stains were performed according to the mLSR-3D immunolabeling protocol 
with the following adaptations: for washing and blocking, 200 μl of buffer was 
dispensed to each well with a Multipette pipette (Eppendorf). Antibody dilutions 
were prepared in eight-tube PCR strips and dispensed with a multichannel pipette 
(Gilson). For incubation steps, the 96-well filter plates were sealed and placed 
inversely inside a dark box on an orbital platform mixer at 4 °C. To discard buffer, 
the bottom seal was removed and the plate was attached to a waste container 
and centrifuged for 5–10 min at 500g, until no remaining buffer or bubbles were 
present. For clearing and subsequent imaging, samples were transferred to a 
96-well imaging plate prefilled with FUnGI.

Data acquisition. To calibrate laser power, a laser power meter (FieldMate, 1098297, 
Coherent) was connected to the ×25 objective. The percentage of each laser was 
adjusted individually to an output power of 19–21, 10.3–10.5, 26–27.5 and 104–
108 μW for the 405, 488, 561 and 633 nm excitation lasers, respectively. For linear 
unmixing, standard acquisition settings of the online fingerprinting mode were 
used, as described above.

Signal intensity quantification and normalization. For calculation of signal 
intensities, we designed an automated quantification procedure. The metric 
used is the contrast-to-noise ratio of the structures expressing the markers 
(signal-of-interest) with respect to the tissue background signal. This was calculated 
from a three-component segmentation (signal-of-interest, background and noise 
regions). For each optical section, data were smoothed with a Gaussian filter with 
σ = 20 μm and thresholded to generate masks for tissue and nontissue, where 
the optimal thresholds were determined in ITK-SNAP29 for each optical section 
individually. Voxels clipping at the upper end of the 16-bit scale were removed 
from the tissue mask. The tissue mask was divided in the signal-of-interest mask—
defined as the set of voxels in the 99th percentile within the tissue mask: only 
retaining clusters of >3 connected voxels—and the background mask—that is, all 
other voxels in the tissue mask. The contrast-to-noise metric was calculated as the 
difference between the median of the values in the signal-of-interest mask and the 
median of the values in the background mask, divided by the standard deviation 
of the values in the nontissue mask. To classify this signal as high, medium or low 
for secondary antibodies, two equidistant thresholds were set between zero and 
the highest value obtained to create three intensity categories. With the guidance 
of this classification, combinations of primary and secondary antibodies were 
optimized to achieve an equal intensity for each marker excited by the same laser 
(Supplementary Fig. 1c–e).

Multi-resolution coacquisition 3D imaging. To generate the extensive ground 
truth datasets used for deep learning training, accuracy assessment and fine tuning, 
matching 3D z-stacks at typical and high resolution from the same position were 
acquired with a ×25 0.8 NA multi-immersion objective (working distance 500 µm) 
at voxel size 0.33 × 0.33 × 1.2 µm3 and with a ×63 1.4 oil-immersion objective 
(working distance 140 µm) at voxel size 0.13 × 0.13 × 0.39 µm. Standard acquisition 
settings of the online fingerprinting mode were used for both resolution types, as 
described above. To reduce the effects of photobleaching, the typical resolution was 
acquired first before acquisition of the high-resolution data.

Airyscan super-resolution 3D imaging. Imaging was performed on a Zeiss 
LSM880 with an Airyscan detector using a ×25 0.8 NA multi-immersion objective 
with a working distance of 500 µm and ×63 1.4 NA oil-immersion objective 
with a working distance of 140 µm. Z-stacks were acquired with a pixel dwell 
time of 2.05 µs (×25 objective) and 4.10 µs (×63 objective) with a voxel size of 
0.185 × 0.185 × 0.576 µm3 (×25 objective) and 0.0628 × 0.0628 × 0.187 µm3 (×63 
objective). Data were digitized with 16 bits per voxel.

Shading correction. Z-stack shading was corrected in individual channels by 
estimating intensity profiles over both the x and y dimensions (Supplementary 
Fig. 6b). Concatenating all z-stacks and masking any value higher than the chosen 
noise threshold (I > 1,000), the median values over x (or y) were computed for 
each yz (or xz) coordinate (Supplementary Fig. 6b, first panel). The illumination 
profile over x (or y) was then estimated by averaging over planes. Because empty 
planes do not provide reliable estimates, a subset of planes was selected by taking 
the median over y (or x), retaining only the planes with median values larger than 
the 0.80 quantile (second panel, colored traces). A third-order polynomial was fit 
to the intensity profile (second panel, black dashed trace) and normalized to the 
highest value in the fitted profile (second panel, black solid trace). These fitted x 
and y profiles were then multiplied to generate an estimated bright image (third 
panel), one for each channel in the dataset. Shading artifacts were then corrected in 
the Zeiss Zen software (Blue Edition v.2.6) through division of each plane in each 
z-stack with the estimated bright image (fourth panel).

Stitching. Z-stacks were stitched in Zeiss Zen (Blue Edition v.2.6) using the 
central z-plane of the DAPI channel (parameters Edge Detector=off, Minimal 
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Overlap=5%, Maximal Shift=2%, Comparer=Best, Global Optimizer=Best). The 
estimated xy translations for each z-stack were then applied to each plane in each 
channel. Tile-fusion was used (Fuse Tiles=on), but the built-in shading correction 
was disabled (Correct Shading=off), as it was replaced by our in-house algorithm.

3D inhomogeneity correction. Further inhomogeneity correction was used 
to correct for low-frequency intensity variation that does not represent specific 
staining in the stitched dataset (Supplementary Fig. 6c). These variations have 
multiple sources, including attenuation over depth from the light path as well as 
effects of clearing agent and antibody penetration during the sample preparation. A 
low-resolution dataset was generated by downsampling the data in-plane to a voxel 
spacing of zyx = 1.2 × 21 × 21 µm3 (that is, by a factor of 64 for our datasets). The 
inhomogeneity was estimated for each channel separately using the N4 algorithm16, 
a bias field correction algorithm developed for magnetic resonance imaging and 
implemented in the Insight Toolkit. First, a dataset mask was created by averaging 
over all channels, smoothing the averaged image (σ = 48 µm) and thresholding 
the smoothed image (I > 1,000). The low-frequency variation was estimated from 
the data in this mask using 50 iterations at four fitting levels and with five control 
points for the b-spline fit in each dimension. Each channel was corrected by 
dividing the intensities in the image at the native resolution by the point estimation 
(trilinear interpolation) of the 3D inhomogeneity field at these locations.

KI67 quantification. For the purpose of quantifying cycling cell populations, 
a machine-learning-based binary classification of KI67 cells was performed, 
assigning a positive or negative label to each segment (Supplementary Fig. 7). 
To robustly reduce the effects of background autofluorescence, a probability 
map for specific KI67 staining was generated in ilastik (v.1.3.2)17 through the 
Pixel Probability workflow. In a datablock of 106 × 1,408 × 1,408 voxels from the 
16-week HFK, all KI67-positive cells were manually annotated with a 3D brush of 
roughly 20 px in ITK-SNAP (v.3.8.0)29. In ilastik, a background class was added by 
interactive annotation. The classifier was trained with 11 features (Supplementary 
Table 2). The probability for each voxel to belong to a KI67-positive cell was then 
predicted for all voxels in HFK and Wilms tumor datasets. KI67-positive voxels 
were defined by thresholding the KI67 probability (P > 0.75). The overlap of this 
binary mask of KI67-positive voxels was calculated for each segmented nucleus. 
Cells were marked KI67-positive if the nucleus contained at least five KI67-positive 
voxels that made up more than 10% of the nucleus volume.

We manually annotated the KI67-positive cells in two additional datablocks 
to compare the accuracy of the classification with the accuracy of the default 
approach of thresholding the median KI67 signal intensity over the segment. 
The manually drawn mask was processed identically to the thresholded KI67 
probability prediction (that is, >5 voxels in the segment and >10% overlap with the 
nucleus) to generate the labels to which the predictions are compared. Evaluating 
the accuracy metrics (Supplementary Fig. 7k–n), revealed that the optimal 
threshold for the KI67 probability was correctly picked at P = 0.75.

Seed-detection segmentation. The seed-detection segmentation strategy, in brief, 
consists of the following steps. We generate a mask of membranes and a mask of 
nuclei and combine them to obtain a mask where the nuclei are separated as much 
as possible. A distance transform on this combined mask then results in an image 
that is expected to have peaks in the nuclei centers. These peaks are detected and 
used as seeds in a watershed algorithm.

The four membrane channels were averaged (weights wNCAM1 = 0.5; wCADH1 = 0.5; 
wCADH6 = 1.0; wFACTIN = 1.0) to obtain a membrane image with optimal coverage 
and signal-to-noise (Supplementary Fig. 8b, panel 1). Membrane enhancement 
was performed on this image using the automated cell morphology extractor 
(ACME) method6 that enhances planar structure in 3D data (Supplementary 
Fig. 8b, panel 2). ACME parameters were set to membrane radius, 0.5 µm and 
neighborhood radius, 1.1 µm. The planarity measure that results of this procedure 
was thresholded (I > 0.0005) to create a membrane mask (Supplementary  
Fig. 8b, panel 3).

A mask covering the nuclei was generated from the DAPI channel 
(Supplementary Fig. 8b, panel 4). The DAPI channel was first preprocessed 
(procDAPI) by gentle greyscale opening and in-plane Gaussian smoothing with 
σ = 0.33 µm (Supplementary Fig. 8b, panel 5). We made use of data-adaptive 
thresholding to recover nuclei in areas where the DAPI channel exhibited residual 
dimness in the deepest planes. The Sauvola method30 was used, setting the 
parameters window size to [19, 75, 75] and k to 0.2, while r was kept at the default 
(half the datatype range). Because the data-adaptive thresholding finds a very low 
threshold in areas where no nuclei are present, an absolute minimum intensity 
threshold (I > 2,000) was necessary to suppress false positive voxels. For the final 
nuclei mask (Supplementary Fig. 8b, panel 6), it was joined with a simple intensity 
thresholded image (I > 5,000) using the union of the masks: that is, procDAPI>5,000 
OR (procDAPI>thrsauvola AND procDAPI>2,000).

To achieve instance segmentation of the dataset (that is, into individual 
cells), each cell needs to be separated from its neighbors. Common procedures 
for instance identification are connected components or the detection of the 
cell center by a distance transform on the nuclei mask. This relies on an initial 
separation between the nuclei in the mask. However, this approach does not yield 

satisfactory results for densely packed tissue because most nuclei are abutting in 
the DAPI channel. Therefore, to robustly find the centers of the cells, we pooled the 
information from the the membrane mask and the nuclei mask to generate a mask 
with maximally separated nuclei. For this, the nuclei mask was eroded slicewise 
(that is, in each 2D plane) with a disk with a radius of 3 pixels. This eroded-nuclei 
mask is combined with the membrane mask by the difference operation: any 
pixels in the eroded-nuclei mask that are also in the membrane mask are removed 
(Supplementary Fig. 8b, panel 7).

Euclidian distance transformation (SciPy v.1.3.2) on the inverse of this 
combined mask yields a distance image coding the distance to the nearest nucleus 
center for each voxel (Supplementary Fig. 8b, panel 8). Hence, nuclei centers 
are expected to present as peaks in this image. Peak detection was done on the 
distance image to find the cell centers to be used as seeds for segmentation. 
Local maxima were identified using a maximum filter with an oblate ellipsoidal 
footprint (diameterszyx = [11, 19, 19] voxels). Because the voxel values in the 
distance image are discretized by the voxel grid spacing, it may happen that 
multiple peaks with the same height are contained in the search-region/footprint. 
To avoid this, a very small modulation was applied to the distance image by using 
a difference-of-Gaussians (σ1 = 2 µm, σ2 = 4 µm) filtered DAPI channel that is 
normalized between 1.00 and 1.01. This makes it likely the peak closest to the 
center of the cell will have the larger height in the modulated distance image. 
The peaks were then extracted using a threshold of 1.16 µm. In sum, seeds were 
detected in the center of DAPI-positive nuclei that are ≳7.5 µm apart and >1.16 µm 
from the nearest membrane (Supplementary Fig. 8b, panel 9).

The nuclear space in the combined mask was then flooded from the peaks 
using a watershed operation on the distance image with the detected cell-center 
peaks as seeds (Supplementary Fig. 8b, panel 10) and masking voxels with a 
distance to the membrane smaller than 1.16 µm from the operation. To finish the 
cell segmentation, a second watershed operation was performed on the unmasked, 
smoothed (σ = 1 µm) average membrane image using the outcome of the first 
watershed as seeds (Supplementary Fig. 8b, panel 11). To constrain the segments 
over the z axis, where membrane signal may be too weak to properly function as 
boundary, we adapted scikit-image’s compact watershed to work with anisotropic 
data and used it for this final operation (compactness, 205). As a postprocessing 
step, only segments that are fully contained within the dataset mask are retained, 
where the dataset mask is obtained by thresholding the Gaussian-smoothed 
(in-plane, σ = 16.6 µm) arithmetic average over all channels (I > 1,000).

Because our dataset incorporates channels with membrane markers and 
nuclear markers, we can even go beyond cellular resolution and extract specific 
compartments of the cell. This further increases the specificity of the marker 
intensity profiles of the cells. To achieve this, we perform a straightforward 
subsegmentation of the cells by marking the voxels on the segment boundaries and 
dilating this mask in-plane by 1 voxel (Supplementary Fig. 8b, panel 12). We define 
the nuclear compartment as the voxels of the segments that overlap with voxels in 
the nuclei mask (Supplementary Fig. 8b, panel 13). Voxels that are not in either the 
membrane or nuclear compartment are assigned to the cytoplasm compartment. 
Note that in this definition voxels can belong to both the membrane and nuclear 
compartment.

Deep learning segmentation. Integration with two deep learning models 
is provided for easy use within the STAPL-3D framework. For membrane 
enhancement, a 3D-UNET is used taken from the PyTorch10 implementation. For 
nucleus segmentation, the StarDist11 package is used.

Training datasets. To generate suitable mLSR-3D-specific training data for the deep 
learning models, we used a strategy of coacquisition of mLSR-3D data at the typical 
resolution and at a very high resolution at the same location (Supplementary Fig. 
11a). Segmentations performed at the high resolution are then downsampled to 
create the training labels for the typical resolution mLSR-3D data. We acquired 
seven z-stacks with a ×63 objective (a roughly 160 × 1,024 × 1,024 matrix with a 
0.39 × 0.13 × 0.13 µm3 voxel size) and ×25 objective (a roughly 70 × 1,024 × 1,024 
matrix size with 1.2 × 0.33 × 0.33 µm3 voxels) at the same location. The locations of 
the z-stacks were chosen throughout the sample to have all populations represented 
in the training data. Segmentation of the high-resolution data was performed by 
a simple STAPL-3D pipeline. The weighted membrane mean was calculated and 
enhanced through membrane probability prediction with a generic 3D-UNET 
model trained on plant cells [confocal_unet_bce_dice_ds2x]10. The membrane 
probability was thresholded (P > 0.1) to create a membrane mask. For creating a 
nucleus mask and the combined seed mask, we used the STAPL-3D method as 
described in Seed-detection segmentation. Individual seeds were then identified by 
connected component labeling of the seed mask, where seeds smaller than 50 μm3 
were removed and seeds larger than 5,000 μm3 were subdivided further by eroding 
the mask of these labels (footprint, [5, 15, 15] voxels), again followed by connected 
component labeling. These subdivided labels were reinserted in the nucleus 
segmentation volume, replacing the original large labels, yielding the final nucleus 
segmentation. Watershed was then performed from the nuclei to the boundaries in 
the 3D-UNET predicted probability map to yield the cell segmentation.

The typical resolution image was then registered to the high-resolution 
image with elastiX31 using a 12 d.f. affine model. The transformation matrix was 
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used to transform the channels from the typical resolution into the space of the 
high-resolution image, sampling the volume at the target mLSR-3D voxel spacing 
(1.2 × 0.33 × 0.33 μm) with trilinear interpolation, yielding the training data. 
Finally, the high-resolution nucleus and cell segmentation were downsampled to 
the same resolution using nearest-neighbor interpolation, yielding the training 
labels (n = 18,627 segmented cells).

Model training and prediction. For training the StarDist and 3D-UNET models 
for use with mLSR-3D data, the seven training volumes (resampled to a roughly 
45 × 400 × 400 matrix with resolution 1.2 × 0.33 × 0.33 μm3) were split in five 
training and two validation sets.

The StarDist model was trained on the raw DAPI channel with the nucleus 
segmentation as labels. We followed the StarDist default settings (notably data 
normalization between the 1 and 99.8 percentiles; nrays = 96; grid, [1, 2, 2]; epochs, 
400) using a patch size of [40, 96, 96] voxels. For data augmentation, random flips 
and 90° rotations were used, as well as intensity variation according to Iaug = aI + b, 
with a and b randomly chosen from intervals a = [0.8, 1.2] and b = [−0.1, 0.1]. 
Training on a single NVIDIA Quadro RTX6000 graphics card took 41 h.

For prediction, we made use of the StarDist blocking system for big datasets, 
with adaptations to make it efficient for high-performance computing. Blocks 
(n = 462; with blocksize = [Zmax, 1,024, 1,024]; minoverlap = [32, 128, 128]; context, 
[0, 64, 64]) are predicted in parallel on the CPU, writing the predictions to 
file. Subsequently, predictions were concatenated to yield the merged nucleus 
prediction for the full dataset (Supplementary Fig. 11c, second row).

The 3D-UNET model for membrane probability estimation was trained on 
the weighted membrane mean with the cell segmentation as labels. We took the 
default parameters of the PlantSeg confocal boundary model (https://github.
com/wolny/pytorch-3dunet/blob/62e10674c5cf9f44e252297203213b8c7f23c5f7/
resources/3DUnet_confocal_boundary/train_config.yml) and adapted the training 
patches to our configuration (patch, [40, 80, 80]). Training on a set of four NVIDIA 
Quadro RTX6000 graphics cards took 9 h. Prediction (Supplementary Fig. 11c, 
fourth row) was performed on datablocks (as described in Parallelization) with 
patch, [64, 128, 128]; stride, [32, 100, 100] and mirrorpadding = [16, 32, 32].

With good nucleus and membrane predictions, we used a simple watershed 
segmentation model for STAPL-3DDL (Supplementary Fig. 11b). The StarDist 
prediction was taken as the final nucleus segmentation. For cell segmentation, 
we performed a straightforward watershed (no compactness) from the StarDist 
nuclei to the boundaries in the 3D-UNET prediction (Supplementary Fig. 11c, 
bottom row). The membrane and cytoplasm compartments were then generated as 
described in Seed-detection segmentation.

Airyscan 3D segmentation. Segmentation of the Airyscan data used the following 
STAPL-3D workflow. A cell mask was generated to separate the organoids from the 
background. For the 63× Airyscan data, the cell mask was found by thresholding 
(I > 200) the Gaussian-smoothed (σ = 10 μm), weighted-average of the three 
channels (wDAPI = 1.0, wFACTIN = 5.0, wMT = 5.0). The nucleus mask was generated 
from the DAPI channel according to the procedure described in Seed-detection 
segmentation (grayscale opening; median in-plane filter of 5 px; sauvola window, 
[19, 75, 75]; sauvola k = 0.2; exclusion threshold for 25×, I < 300; exclusion 
threshold for 63×, I < 100; inclusion threshold for 25×, I > 800 and inclusion 
threshold for 63×, I > 200).

For the 25× Airyscan data, membrane enhancement of the F-ACTIN channel 
was performed by prediction of boundaries with the HFK-trained 3D-UNET 
model. The UNET boundary probability was converted to a mask by thresholding 
(P > 0.5), binary dilation and removing components smaller than 40 μm3. For the 
63× Airyscan data, ACME membrane enhancement (median filter parameter of 
0.5 and neighborhood radius of 1.1) was performed, after which the planarity was 
thresholded (I > 0.001) to yield the membrane mask.

The seed mask was then generated by combination of the nucleus and 
membrane mask and labeled for connected components. Seeds smaller than 20 μm3 
were excluded and those larger than 1,000 μm3 were broken up by eroding their 
mask (footprint, [3, 9, 9]) and relabeled. Objects in the relabeled seed mask smaller 
than 10 μm3 were removed.

A two-step watershed procedure was then used for cell segmentation, first from 
the seeds into the nucleus mask using the nucleus mask’s distance transform and 
subsequently from the nuclei into the cell mask using the 3D-UNET boundary 
probability map or negative of the smoothed mean over channels for the 25× and 
the 63×, respectively.

To extract mitochondria, the MitoTracker channel was corrected for 
inhomogeneity (50 iterations; four fitting levels; seven b-spline controls points 
for 25× and nine b-spline controls points for 63×). A difference-of-Gaussians 
filter (σ1 = 0.1 mm; σ2 = 0.2 mm) was applied to the corrected image and then 
thresholded (I > 0.00005) to yield the mitochondrial mask.

Automatic segmentation parameter tuning. With the labeled datasets that were 
generated for training the deep learning models, we automatically fine-tuned 
segmentation parameters using a Bayesian optimization process to find their 
optimal values (Supplementary Table 3). For this, we used the hyperopt Python 
package26 and its default tree-structured Parzen estimator algorithm. For each 

iteration of the optimization, we segmented five separate regions (containing a total 
of 8,053 whole cells) using a different parameter set. Optimization was performed 
on eight parameters of the STAPL-3D segmentation pipeline for which the search 
space was set to:
•	 ACME neighborhood radius: 0.5 to 1.8 µm with increments of 0.01 µm
•	 nucleus mask erosion disk radius: 0 to 10 px with increments of 1 px
•	 peak detection footprint: (z), 1 to 21 px with increments of 2 px
•	 peak detection footprint: (yx), 1 to 101 px with increments of 2 px
•	 peak detection threshold: 0 to 2 µm with increments of 0.0001 µm
•	 membrane channel smoothing σ, 0 to 3.3 µm with increments of 0.33 µm
•	 membrane mask threshold; 0 to 0.01 with increments of 0.00001
•	 compactness; 0 to 500 with increments of 1.

To optimize the parameters, a single segmentation score is needed as a cost 
function. While the average Dice score (ADS) and Fβ-score (which combines the 
precision and recall) each represent a view of the segmentation accuracy—at voxel 
level and segment level, respectively—they do not fully capture the segmentation 
performance. To assess segmentation in a single overlapping score, we combine 
both scores in an overall segmentation score (OSS):

OSS = w1ADS + w2Fβ

where w1 and w2 are weight factors for each score. The choice for these weights may 
depend on the application and can be selected to give more emphasis on various 
types of segmentation error. In our experiments, we chose β = 1.5, w1 = 0.5 and 
w2 = 0.5.

The negative of the OSS was used as the cost function for optimization. 
Iterations with a recall smaller than 0.4 were set to an OSS of zero to speed up 
the process. Optimization was performed with eight parallel processes and was 
stopped after 500 iterations. The set of parameters that resulted in the highest OSS 
was selected as optimal parameter set (Supplementary Table 3).

Imaris segmentation. We used the membrane-based segmentation method 
of the ‘Cells’ module in Imaris v.9.5.0. Including the nucleus estimation option 
deteriorated the segmentation; therefore it was not used. Segmentation parameters 
were adjusted based on visual inspection of segmentation of the labeled training 
datasets. The optimal workflow proved to be the local contrast method with a 
membrane size of 0.8, smallest cell diameter of 6 µm, minimum intensity threshold 
of 1,000 and a minimum quality threshold of 0.02. After segmentation, segments 
with a size smaller than 300 voxels were removed.

Ground truth dataset generation. To obtain an extensive ground truth validation 
dataset, we followed the approach described under Deep learning segmentation 
with ten separate coacquired volumes at two resolutions, high and typical, taken 
from diverse regions of the HFK. However, to segment the ground truth labels 
of the validation set, we designed a more complex pipeline to further maximize 
segmentation quality and minimize data curation efforts. In this pipeline, we 
determined membrane weights (used to generate the mean membrane channel) 
for each stack individually. Second, we took an iterative approach of the 
erosion-relabeling-expansion procedure for splitting seeds that were too large to 
represent single nuclei.

In one such iteration, the mask of large seed labels (>341 µm3) is eroded with 
a ball-shaped element of diameter Dero voxels, attempting to break connections 
between neighboring nuclei. Then, the objects in the eroded mask are relabeled, 
after which very small labels are removed (<0.341 µm3). Finally, the individual 
labels are expanded with a ball-shaped element of slightly smaller radius 
Dexp = Dero − 1. Seeds that fall below the volume threshold of 341 µm3 are then added 
to seed label volume.

We first performed two iterations with Dero = 5 and Dero = 7. We then 
combined the mask of remaining large labels with a low-threshold membrane 
mask, attempting to further break connections between nuclei, by removing 
additional voxels that have moderate membrane probability. We performed the 
erosion-relabeling-expansion procedure on this mask for seven iterations with 
Dero = [5, 7, ..., 17]. Cell segmentation was then performed by watershed from the 
seeds to the 3D-UNET boundary estimate. Nuclear segments were obtained by 
clearing the space outside the nuclei mask.

The segmentation was thoroughly curated manually in ITK-SNAP (v.3.8.0) to 
resolve any remaining errors by (1) splitting, (2) merging or (3) removal for the 
most complex cases.

Accuracy metrics. The quality of STAPL-3D segmentation was assessed by 
comparing results to the ground truth on both the segment and voxel level. 
Assessment on the segment level provides information on the number of correctly 
identified cells and number of under- and oversegmented cells, which is mainly 
relevant for cell count statistics. Assessment on a voxel level provides information on 
the overlap and shape similarity, which is mainly relevant for the correct extraction 
of intensity, textural and morphological features for each individual segment.

To calculate a score for segmentation on a segment level, we assign every 
segment to either a truth label or the background based on largest overlap. A truth 
label with no assigned segments is seen as a false negative (FN). For a truth label 
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with one or more assigned segments, a single segment that has the largest overlap 
with the truth label (the main contributing segment) is counted as a true positive 
(TP), while any additional assigned segments are counted as false positives (FP). 
Using these numbers, we can calculate the precision and recall:

precision =
TP

TP + FP

recall = TP
TP + FN

The precision and recall are representative of the oversegmentation and 
undersegmentation, respectively. While oversegmentation leads to a decrease in 
precision, undersegmentation leads to lower recall. To provide a single score for 
segmentation on the segment level, we use the Fβ-score:

Fβ =
(1 + β2

)TP
(
1 + β2)TP + β2FN + FP

For calculation of the Fβ-score, β = 1.5 was used to consider recall more 
important than precision. Recall was considered more important in this case 
because we assume that undersegmentation has a higher negative effect on our 
subsequent analysis. Merge errors (undersegmentation) will mix intensities values 
found in different cells, while split errors (oversegmentation) will only extract 
the intensities from a subset of voxels of the cell. If we assume that the intensity 
distribution is more uniform within a single cell than over cell boundaries, the 
merge error can be considered worse than the split error.

For the assessment of segmentation performance on a voxel level, the Dice 
score is commonly used32:

Dice =
2|T ∩ A|
|T| + |A|

where T is a single truth label and A is the main contributing segment in the 
automatic segmentation as defined earlier. The Dice score is only calculated for 
truth labels that had a main contributing segment, as Dice scores of truth labels that 
have not been recalled (false negatives) are not representative for the performance 
of segmentation on a voxel level. All calculated Dice scores were then averaged to 
yield the ADS:

ADS =

∑n
k=1

2|Tk∩Ak|
|Tk|+|Ak|

n

where n is the total number of labels in the ground truth with a main contributing 
segment, Tk is a single truth label with label k and Ak is the main contributing 
segment for Tk.

Segmentation accuracy comparison. To evaluate the different segmentation 
approaches, we scored them against the manually curated ground truth dataset 
(Supplementary Fig. 12a, left column). We included Imaris segmentation in this 
comparison, as a widely used external reference and benchmark for validation. 
Partial cells touching the border of the ground truth datasets were excluded before 
scoring, yielding a total of 14,717 cells distributed over ten datasets from diverse 
regions of the kidney. The datasets were segmented according to five different 
pipelines (Supplementary Fig. 12a, columns 2–6), specifically:

	1.	 STAPL-3D: segmentation with classical image processing steps according to 
Seed-detection segmentation

	2.	 STAPL-3DFT: segmentation with the same STAPL-3D pipeline, but using the 
fine-tuned set of parameters as described in Automatic segmentation param-
eter tuning

	3.	 STAPL-3DDL (generic): segmentation using deep learning predictions of 
nuclei and membranes by models provided by their developers

	4.	 STAPL-3DDL (HFK-trained): segmentation using deep learning with  
models retrained on mLSR-3D data from the HFK as in Deep learning 
segmentation

	5.	 Imaris: segmentation with the ‘Cells’ module as described in Imaris 
segmentation

Comparison of the F1.5 scores for different segmentation methods was achieved 
by fitting the data to a linear regression model with random effect to account for 
variation between the ten different datasets, followed by a Tukey post hoc test. 
We compared morphological features, including cell volume, extent, equivalent 
diameters, minor and major axis length obtained from the different STAPL-3D 
segmentation modules to the ground truth for 7,063 true positive cells that were 
shared among all segmentation methods. Feature values of matching cell pairs 
were then used to calculate the mean positive and negative deviations from the 
ground truth values. Finally, an average of the mean deviations for the different cell 
shape features was calculated to represent an integrated measure of shape feature 
deviation (Supplementary Fig. 12c and Supplementary Table 3).

Zipping. Having parallelized the segmentation process for increased analysis 
speed and reduced memory footprint, the need arises to reassemble the 
blocks into a final combined segmentation volume without seams at the block 
boundaries. These seams are a consequence of trivial parallelization in processing 
the individual blocks (that is, without communication between the processes). 
They manifest through partial cells lying on the block boundaries that have been 
assigned different labels in different blocks. These doubly segmented cells may not 
perfectly match up over the boundary. These block-boundary segments need to 
be resegmented to complete the accurate segmentation of the full dataset. We refer 
to this correct reassembly of the datablocks as ‘zipping’ (Supplementary Fig. 8c). 
In short, it consists of identifying the segments lying on the boundaries, removing 
them and resegmenting that space. We aimed to design the procedure such that it 
requires minimal computational resources and expertise (fast, with a low memory 
footprint and without the need for communication between processes).

First, every segment label is made unique by sequentially relabeling the 
segments over all datablocks. Then, datablock pairs and quads (that is, the 
intersections of four datablocks) that exhibit overlap are queued for zipping.

Zipping sequence. In zipping, operations are not independent, but the procedure 
can be partially parallelized. To generate a fast implementation while ensuring 
computational processes cannot assign labels to the same datablock concurrently, 
we use the following sequence in computing the zipping (Supplementary Fig. 8c, 
top panel):

	1.	 the zip for pairs on even zip-lines running over x (datablock pairs connected 
over the red solid lines in Supplementary Fig. 8c, top panel); each zip-line in a 
separate parallel process, each zip-pair in the zip-line processed sequentially

	2.	 … odd zip-lines over x (red dotted lines)
	3.	 … even zip-lines over y (green solid lines)
	4.	 … odd zip-lines over y (green dotted lines)
	5.	 the zip for quads on even/even zip-line intersects; (datablock-quads con-

nected by the blue squares in Supplementary Fig. 8c, top panel); every quad 
in separate parallel process

	6.	 … quads on even/odd zip-line intersects (cyan squares)
	7.	 … quads on odd/even zip-line intersects (magenta squares)
	8.	 … quads on odd/odd zip-line intersects (yellow squares)

Zipping procedure. The pairwise/quadwise zipping calculation is performed in 
subblocks of data (zip-block) around the zip-line/zip-quad, selected to completely 
contain the cells that lie on the seam (Supplementary Fig. 8c, bottom panel). A 
mask is generated of segments that touch the seam—extending the zip-block 
until the mask is contained within—in which peak selection and watershed 
segmentation is performed. In particular, for each zipping calculation on a 
zip-pair/zip-quad:
•	 the overlapping regions, that is the datablock margins (Nmargin = 64 px), of the 

datablock-pair/datablock-quad of 2 × Nmargin = 128 pixels (42.5 µm) are read 
into memory, while observing an additional margin of m multiples of the 
datablock margin (m × Nmargin pixels): the zip-block. Initially, we set m = 1. 
For example, an initial zip-block (on a zip-line running over y) measures 
106 × 1,280 × 256 (Nz × Nblock × 2 × 2 × Nmargin), in which one half of the 
zip-block (106 × 1,280 × 128) contains segments from the one datablock, the 
other half from the other datablock. The seam is present in between

•	 the zip-mask is determined by selecting the voxels that belong to segments 
that touch the seam

•	 a check is performed to verify that this mask is fully contained within the 
selected margin; if any segments are larger (that is, touch the two relevant bor-
ders of the zip-block), m is incremented by 1 (that is, the margin is increased 
by 64 pixels)

•	 the zip-block resegmentation is done identically to the datablock segmen-
tation, but the procedure is constrained to the zip-mask: seeds/peaks are 
selected from the zip-mask only and the watershed-fill is constrained to the 
zip-mask

•	 the zip-block segments are inserted in the datablock-pair/datablock-quad 
segmentations, ensuring unique labeling of each cell

Finally, after computing all zips, the segmentation datablocks are assembled, 
without their margins, in a single HDF5 datafile (and Imaris v.5.5 file format for 
visualization).

Feature extraction. The segmentation that we perform is aimed at extracting 
information from specific cellular compartments from large-scale (mLSR-3D) 
imaging datasets to perform spatio-phenotypic patterning of tissues. Therefore, 
over 800 features were extracted for each cell (Supplementary Fig. 8d and 
Supplementary Table 4). Pearson correlation coefficients were computed between 
all features over all the cells in the dataset and visualized with the R package 
corrplot33 to screen the extensive feature set for discriminative features. We 
selected the most relevant roughly 20 features for our subsequent clustering and 
pseudotime analysis. The information that is derived from the segmentation 
is coded in a feature vector (see ‘Feature set’ below) in which four types of 
feature are distinguished: intensity, textural, morphological and spatial features 
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correction and estimated inhomogeneity (Supplementary Fig. 9a,b). Segmentation 
reports give overview statistics, as well as visual impressions of the quality of 
intermediate masks and final segmentations (Supplementary Fig. 9c,d). The reports 
can be used as a check for data quality and as guidance for subsequent analysis 
steps. Furthermore, with this output it is straightforward to flag any potential issues 
in the analysis at an early stage, which can be challenging for large datasets where 
instant inspection is difficult, particularly when analyzed on a compute cluster.

Cluster membership and pseudotime. To gain insight into the developmental 
processes in HFK and their potential parallels in Wilms tumor, we devised a 
machine-learning strategy of automated assignment of cells to spatio-phenotypic 
populations and pseudotime order. This strategy applies established tools from 
the scRNA-seq field35 to our adequately rich imaging data to achieve clustering 
and pseudotime estimation on the HFK data. Because the number of cells in our 
dataset is prohibitively large for direct calculation of these measures, we train 
classifiers on a subset of the cells and predict cluster membership and pseudotime 
on the full dataset. We then also use these same classifiers to assign cell types and 
pseudotime ordering to the cells in the Wilms tumor.

For the HFK sample, the data in the cells × features matrix were log 
transformed and standardized by scaling each column to zero-mean and 
unit-variance. Fifty-thousand cells were randomly selected from the data 
matrix to serve as training set. We further select 12 discriminative features 
(intensities—PAX8, SIX2, NCAM1, CADH1, CADH6, F-actin; morphological—
extent, fractional anisotropy, major axis length, minor axis length; spatial—
distance-to-edge, polarity) for projecting the data into three dimensions with the 
UMAP algorithm21 (using the defaults from umap-learn (v.0.4.0rc1), but with three 
components and 30 nearest-neighbors).

In scanpy (v.1.4.5.2.dev33+g8d26ad5e)35, a neighborhood graph (Nneighbors = 30) 
was built from the UMAP after which clustering was performed with the Leiden 
algorithm36 using a resolution parameter of 1.50.

With the cells in the training set assigned to a population, we use scikit-learn 
(v.0.22.2.post1)37 to train a support vector classifier (SVC) for clustering using 
the UMAP embedding of the feature vectors as input data and the clusters as data 
labels. The UMAP transform as derived from the training set was applied to the 
feature vectors of all cells in the data matrix, after which the classifiers were used to 
predict population membership for every cell in the dataset.

For the Wilms tumor sample, the intensities of the eight channels were rescaled 
to the range of the HFK sample by taking the ratio of the intensity of characteristic 
structures of interest for each channel. Similar to the HFK, log transformation and 
standardization was applied to each feature in the data matrix. Each cell in the 
tumor dataset was then assigned to one of the populations as found in the HFK 
through classification with the SVC.

To leverage the benefit of the detailed spatial information in our data, we use 
the cell IDs to backproject (see ‘Backprojection and image visualization’), among 
others, the cluster assignment of each cell into the original imaging space. We 
can then color-code and select the cells in image space according to population. 
Therefore, we can accurately verify sensible cluster assignment by expert 
evaluation.

Furthermore, we measured the performance of the SVC and assessed 
misclassification behavior by means of a confusion matrix (Supplementary Fig. 
15c). The reference dataset consisting of a subset of 50,000 cells with assigned cell 
types was split into training (90%) and test (10%) datasets. The training dataset was 
used to train a SVC for assigning cell types using the UMAP transform. Then, the 
SVC was used to predict the cell types on the unseen test dataset. Predicted values 
were plotted against true labels of the test dataset in a relative confusion matrix to 
assess the percentage of error for each class.

On the basis of the backprojection of the clustering, the clusters were 
reassigned to one of 11 known populations comprising nephrogenesis, collecting 
system and interstitium. Using only the cells in the nephrogenic clusters, a new 
UMAP (two components, 30 nearest-neighbors) was generated and a pseudotime 
trajectory was calculated.

For pseudotime ordering with scanpy, a diffusion map was calculated with 15 
diffusion components on the training set and diffusion pseudotime38 was estimated 
(without branching) from the first five components starting from a SIX2-high cell 
(that is, picked randomly from all cells in the 99th percentile of the SIX2 intensity 
feature).

Similar to cluster assignment, the pseudotime trajectory was generalized to 
all cells in the HFK dataset, as well as the Wilms tumor, through a support vector 
regressor in scikit-learn.

Three developmental paths were defined for the nephrogenic process, ending 
in the distal tubule (CM—RV/SSB—distal tubule), the proximal tubule (CM—
RV/SSB—proximal tubule progenitor—proximal convoluted tubule) and the 
glomerulus (CM—RV/SSB—glomerulus). Markers’ evolution over pseudotime 
was analyzed by sorting the nephrogenic part of the data matrix according to first 
cluster membership, then pseudotime, and plotting the trajectories using a moving 
average over 20,000 cells.

For joint analysis of the HFK and Wilms tumor data, the cells × features 
matrices were concatenated. The training set for generating a joint UMAP 
and population and pseudotime classifier was composed of 50,000 cells from 

(Supplementary Fig. 8d, left panel). Additionally, we defined new morphological 
and spatial features specific to biology and to our application to HFK and its 
associated Wilms tumor. This feature extraction analysis stage yields a N × M 
(cells × features) matrix that is exported for use in downstream analysis.

Feature set. Features were computed for the full cell as well as for the membranal 
and nuclear subsegments (Supplementary Fig. 8d, left panel). As intensity features, 
the mean, median, minimum and maximum intensity over the (sub)segment’s 
constituent voxels were computed for each channel. For the texture features, 
the range and variance were computed over the segment intensities, as well as 
the weighted center of mass and various forms of the weighted image moments. 
The morphological feature set consisted of volume, center of mass, extent, Euler 
number, image moments (raw, central, normalized) and inertia tensor eigenvalues 
(major/minor axis length). These basic cellular and compartment-specific intensity 
and morphology metrics are extracted using scikit-image’s regionprops module 
(https://scikitimage.org/docs/dev/api/skimage.measure.html#skimage.measure.
regionprops), adapted to return the minor/major axis length for 3D segments and 
the region’s median value and variance.

Further, we calculate a measure of ellipsoidal shape from the inertia tensor 
eigenvalues by calculating the fractional anisotropy (FA)34 that ranges from 0 
to 1 for spherical ellipsoids to very elongated ellipsoids (formally, with only one 
nonzero eigenvalue). Furthermore, a measure of cell polarity was calculated 
as the distance between the segment’s center of mass and the DAPI-channel 
intensity-weighted center of mass, divided by the segment’s major axis length 
(Supplementary Fig. 8d, top-right). Finally, the spatial position with respect to the 
coordinate system of the sample (that is, peripheral-to-central) was captured by a 
distance-to-edge feature (Supplementary Fig. 8d, bottom-right). Distance-to-edge 
was defined as the Euclidian shortest in-plane distance from the cell’s center of 
mass to the boundary of the sample mask.

Feature postprocessing. The feature extraction is performed through distributed 
processing on the individual datablocks. The cells × features matrices of each 
block are concatenated over cells. At this stage, a selection of features and cells is 
made. Specifically, the final feature set (19 features) to enter in the developmental 
profiling analysis is selected, taking the values from the appropriate subsegments:
•	 median marker intensities for DAPI, PAX8 and SIX2 (from nuclear 

subsegments)
•	 median marker intensities for NCAM1, CADH1, CADH6 and F-actin (from 

membrane subsegments)
•	 KI67 classification for each cell (see ‘KI67 quantification’)
•	 fractional anisotropy, cell volume, extent, major axis length, minor axis length 

and equivalent diameter (from full segments)
•	 distance-to-edge and center of mass z, y and x (from full segments)
•	 polarity (compound from full segments and nuclear subsegments)

In addition,
•	 for any cells with a very small nucleus subsegmentation (<6.6 µm3; 50 voxels), 

the values of the nucleus-derived intensity features are replaced with the values 
of the full segment intensity features

•	 any cells that touch the border of the dataset are discarded (that is, these cells 
may only lie in the dataset partially)

•	 cells for which any of the selected numerical features (that is, 18 features, all 
except KI67) are zero are discarded

•	 cell duplicates represented in multiple datablocks are discarded

Parallelization. Our parallel computing implementation of the segmentation 
procedure enabled fast and efficient analysis of the very large datasets generated 
for this study. For this work, the datasets were subdivided over xy with a blocksize 
of Nblock = 1,280 pixels into ~200 blocks (blocksizezyx=Nz × 1,280 × 1,280 voxels) 
with an overlap/margin of Nmargin = 64 pixels (marginzyx = 0 × 64 × 64 voxels) that 
were segmented in parallel. This choice of block size is adpated to our particular 
combination of data matrix and compute devices, but arbitrary block sizes can 
be chosen to suit other configurations. A single block (of this particular size) 
was segmented in ~1 h with a memory requirement of 40 GB (for the membrane 
enhancement step). On our 1,844-node high-performance computing cluster, 
the seed detection segmentation could therefore—in times of good compute 
node availability—be performed in ~1 h, while at prediction time the STAPL-3D 
deep learning variant is an order of magnitude faster still, either if performed 
massively parallel on the CPU or using ~8 cards of the HPC’s GPU partition. The 
block-zipping was done in ~1.5 h (3 GB) and the feature extraction in ~1 h (10 GB). 
On our high-end workstation (HP Z8 G4 with dual Intel Xeon Gold 5122 3.6 GHz 
processors, 1 TB RAM, 3×2 TB SSD + 6×5 TB HDD in RAID-5, and an Nvidia 
Quadro P4000 8GB graphics card), the STAPL-3D segmentation was performed in 
~9 h; block-zipping took ~3 h; and feature extraction of the large feature-set added 
another ~9 h.

Quality assurance. For each step in the STAPL-3D pipeline, a summary pdf report 
of the input and output data is provided, as well as detailed output of intermediate 
steps on request. Data correction reports include images of before and after 
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the HFK and 50,000 cells from the Wilms tumor dataset. For this analysis, the 
distance-to-edge feature was omitted from the features that were used to generate 
the joint UMAP, because it is not informative in the tumor. Leiden clustering 
was performed on the joint UMAP with a resolution parameter of 0.4 to yield six 
clusters. From these six clusters, cluster no. 1 was isolated and a more fine-grained 
subclustering was achieved by generating a two-component UMAP with Leiden 
clustering at resolution of 0.7.

Backprojection and image visualization. Retention of the identity of every 
segmented cell allows visualization of computed features or any cell-specific 
derived quantity (for example, cluster membership) in the spatial coordinate 
frame of the dataset (backprojection). This provides the important advantage of 
interpreting results while considering the spatial position and environment of 
the cells. Datasets were visualized in Imaris imaging software v.9.5.0 (Bitplane). 
Stitched data were converted with Imaris File Converter (v.9.5.0). For Imaris 
visualization of STAPL-3D preprocessed data, segmentation and backprojected 
metrics, data were converted to unsigned 16-bit integers and written to the Imaris 
v.5.5 HDF5 file format, as a single channel per file. Composite files were created 
for data, segmentation and backprojection overlays by creating a file with the 
Imaris file-structure with symbolic links to the separate datasets. For visualizing 
segmented and backprojected data, we overlayed these added channels with the 
DAPI or membrane sum channel in blend mode.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Data availability
Data are publicly available. Processed results (that is, cells × features matrices and 
clustering and pseudotime results) and imaging data are made available through 
public repositories for which the links are posted on the STAPL-3D GitHub page.
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