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ABSTRACT

We performed an internal-consistency test of the KiDS+VIKING-450 (KV450) cosmic shear analysis with a colour-based split of
source galaxies. Utilising the same measurements and calibrations for both sub-samples, we inspected the characteristics of the shear
measurements and the performance of the calibration pipelines. On the modelling side, we examined the observational nuisance
parameters, specifically those for the redshift calibration and intrinsic alignments, using a Bayesian analysis with dedicated test
parameters. We verified that the current nuisance parameters are sufficient for the KV450 data to capture residual systematics, with
slight deviations seen in the second and the third redshift tomographic bins. Our test also showcases the degeneracy between the
inferred amplitude of intrinsic alignments and the redshift uncertainties in low redshift tomographic bins. The test is rather insensitive
to the background cosmology and, therefore, can be implemented before any cosmological inference is made.
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1. Introduction

Cosmic shear, the coherent distortion of distant galaxy shapes
that arises from weak gravitational lensing by large-scale struc-
tures, is sensitive to the amplitude of matter density fluctua-
tions, which are usually quantified by σ8

1 and to the mean
matter density Ωm. Therefore, the main result from a cosmic
shear survey is conventionally reported as a derived parameter
S 8 ≡ σ8 (Ωm/0.3)0.5. Alternatively, the cosmic microwave back-
ground (CMB) measurements can infer the local density fluctu-
ations by extrapolating the measured amplitude of temperature
fluctuations at recombination, assuming a cosmological model.
Hence, by comparing the results from these two different probes,
we can test the cosmological models.

As for the current standard model of cosmology, dubbed
Λ cold dark matter (ΛCDM), the latest results from Planck
(Planck Collaboration et al. 2018) yield a constraint of S 8 =
0.832 ± 0.013 (68% credible region), which is slightly higher
than the results from the recent cosmic shear surveys, such as the
Dark Energy Survey (DES; Troxel et al. 2018, S 8 = 0.782+0.027

−0.027),
the Hyper Suprime-Cam Subaru Strategic Program (HSC; Hik-
age et al. 2019, S 8 = 0.780+0.030

−0.033), and especially the Kilo-
Degree Survey (KiDS; Hildebrandt et al. 2020, hereafter H20,
S 8 = 0.737+0.040

−0.036).
In the era of ‘precision cosmology’, we have to be careful

about any potential systematic effects associated with observa-
tions when interpreting results from different surveys. Given this

1 The standard deviation of linear-theory density fluctuations in a
sphere of radius 8h−1 Mpc, where H0 = 100h km s−1 Mpc−1.

consideration, performing internal-consistency checks is a stan-
dard part of any cosmological probe. A cosmic shear study typ-
ically bases its internal-consistency tests on a split of the esti-
mated two-point shear correlations (Köhlinger et al. 2019; or
Sect. 7.4 of H20). By assigning duplicated model parameters
to each subset, one can perform theoretical modelling of the
reconstructed data vector and quantify the data consistency by
comparing the duplicated model parameters. This approach is
useful to check for potential inconsistencies for a specific sam-
ple of source galaxies. However, the robustness is only tested
at a late stage of the analysis, whilst doubling cosmological pa-
rameters comes at a considerable computational cost. The latter
prevents further splits of the source sample in practice, whereas
such splits can be particularly interesting because the systemat-
ics may differ.

Source galaxy properties challenge the calibration pipelines
in mainly two ways: the shape measurements and the redshift
estimates. First, different galaxy samples usually have different
distributions of ellipticities, with red, early-type galaxies tend-
ing to have rounder shapes than their blue, late-type counter-
parts (Hill et al. 2019; Kannawadi et al. 2019, hereafter K19).
This introduces a correlation between the shear bias and underly-
ing galaxy sample, mainly because the shape measurements are
sensitive to the distributions of galaxy ellipticities, for example,
the lensfit algorithm used in the KiDS survey assigns weights
to the measured ellipticities, resulting in a bias towards interme-
diate ellipticity values (Fenech Conti et al. 2017). Second, both
the accuracy and the precision of a photometric redshift estimate
depends on broad spectral features of a galaxy, for example, the
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Balmer break below 4000Å (Salvato et al. 2019). The signif-
icance of these broad spectral features varies by galaxy spec-
tral types. Generally speaking, galaxies with an old stellar pop-
ulation appear red at rest-frame optical wavelengths and have a
pronounced 4000Å break. The bluer the galaxy, the more young
stars it contains, washing out the Balmer break and other broad
spectral features. Therefore, the error in photometric redshifts
correlates with the galaxy spectral type (Mo et al. 2010).

We consider these sample-related systematic effects, specif-
ically the photometric redshift uncertainty, in the KiDS cosmic
shear analysis. We split the source galaxies into two mutually
exclusive sub-samples according to their spectral types and ap-
ply the same measurement and calibration pipelines to these two
sub-samples. This way we explored how sample-related system-
atics can alter the measurements and how well the calibration
pipelines can assuage these effects. This split also has implica-
tions for the modelling of intrinsic alignments, which have to
be taken into account explicitly. To quantify the consistency,
we performed a Bayesian analysis with dedicated test param-
eters describing relative deviations of the nuisance parameters
between the two sub-samples. By checking their posterior distri-
butions, we can verify if the original setting suffices to capture
the residual biases. The analysis code is publicly available2.

Our approach complements other studies that check for con-
sistency in the inferred cosmological parameters by removing
tomographic bins (Köhlinger et al. 2019), or by splitting the
sample by galaxy type (Samuroff et al. 2019), whilst marginalis-
ing over the corresponding nuisance parameters. We explored a
different aspect: we fixed cosmological parameters but explored
changes in the nuisance parameters instead. We found that our
approach can test for inconsistencies in the redshift distributions
and highlights the degeneracy between the redshift uncertain-
ties and the apparent intrinsic alignment signals in a cosmology-
insensitive fashion.

This paper is organised as follows. In Sect. 2, we briefly de-
scribe the cosmic shear catalogues under consideration. We show
the redshift calibration in Sect. 3 and the shear bias calibration
in Sect. 4. We then introduce measuring and modelling the shear
signal in Sect. 5. We discuss the covariance matrix and the con-
sistency tests in Sect. 6. The main results are presented in Sect. 7,
and we summarise in Sect. 8.

2. Data

Our test is based on the first release of optical+infrared KiDS
cosmic shear data dubbed KiDS+VIKING-450 (KV450; Wright
et al. 2019, hereafter W19)3. It includes four-band optical pho-
tometry (ugri) from the first three data releases of KiDS (de
Jong et al. 2015, 2017) and five-band near-infrared photometry
(ZY JHKs) from the overlapping VISTA Kilo-Degree Infrared
Galaxy Survey (VIKING, Edge et al. 2013).

Details on the derivation and verification of these cosmic
shear catalogues can be found in the main KiDS cosmic shear
papers (Hildebrandt et al. 2017; H20) and their companion pa-
pers (Fenech Conti et al. 2017; W19). For reference, the public
catalogues contain all of the necessary information to conduct
a tomographic cosmic shear analysis. Amongst the most impor-
tant columns are the photometric redshifts (photo-z, or zB as in
the catalogues) and the galaxy shapes (described by two ellip-
ticity components ε1, ε2). The zB values are estimated using the
Bayesian photometric redshift code (BPZ; Benítez 2000; Coe

2 https://github.com/lshuns/CosmicShearRB
3 http://kids.strw.leidenuniv.nl/DR3/kv450data.php

1 3 5

0.1

0.3

0.5

0.7

0.9

3.09

0.1 < zB ≤ 0.3

1 3 5

3.18

0.3 < zB ≤ 0.5

1 3 5
TB

3.27

0.5 < zB ≤ 0.7

1 3 5
TB

0.1

0.3

0.5

0.7

0.9

3.27

0.7 < zB ≤ 0.9

1 3 5
TB

3.18

0.9 < zB ≤ 1.2

C
um

ul
at

iv
e

w
ei

gh
ts

TB ≤ 3

TB > 3

Fig. 1. Cumulative lensfit-weighted distributions of TB values. The
dashed line indicates the ideal half-half split in each tomographic bin,
which is close to our split at TB = 3.

et al. 2006) with an improved redshift prior from Raichoor et al.
(2014) and the nine-band photometry from W19. The galaxy
shapes are measured from the r-band images (median seeing
0.7′′) using the lensfit algorithm (Miller et al. 2007; Kitching
et al. 2008; Miller et al. 2013) with a self-calibration for noise
bias (Fenech Conti et al. 2017).

Throughout this study, we only used sources with valid nine-
band photometry (GAAP_Flag_ugriZYJHKs==0). This mask
reduces the original area by ∼ 5% and retains ∼ 13 million ob-
jects, which is identical to the choice made by the main KV450
cosmic shear analysis. Following H20, we binned source galax-
ies into five tomographic bins defined as 0.1 < zB ≤ 0.3,
0.3 < zB ≤ 0.5, 0.5 < zB ≤ 0.7, 0.7 < zB ≤ 0.9, 0.9 < zB ≤ 1.2.
Given the purposes of checking systematic effects caused by
galaxy properties, we further split the whole sample into two
sub-samples according to the spectral types of source galaxies.
This is achieved by using the TB values reported by the BPZ code
during the photo-z estimating procedure (see Benítez 2000, for a
detailed discussion). Briefly, the TB value is calculated within a
Bayesian framework using six templates of galaxy spectra (Cole-
man et al. 1980; Kinney et al. 1996). We defined our two sub-
samples as TB ≤ 3 (a combination of E1, Sbc, Scd types, labelled
as ‘red’ in this paper) and TB > 3 (a combination of Im and two
starbust types, labelled as ‘blue’ in this paper). This cut is cho-
sen to ensure similar statistical power in the two sub-samples
(see Fig. 1). Source properties of these two sub-samples are sum-
marised in Table 1.

3. Calibration of redshift distributions

One of the most challenging tasks for a tomographic cosmic
shear study is to estimate the source redshift distribution for each
tomographic bin. These intrinsic redshift distributions vary with
galaxy samples, so we need to calibrate the photo-z estimates in
the two sub-samples, separately. We followed the fiducial tech-
nique, dubbed DIR in H20, for this task. This method directly
estimates the underlying redshift distributions of a photometric
sample using deep spectroscopic redshift (spec-z) catalogues that
overlap with the photometric survey. We shortly discuss our im-
plementation of this method in this section and refer interested
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Table 1. Source information in the two sub-samples.

Sample Bin Photo-z range Total lensfit weights neff σε,i m-bias Mean(zDIR) Median(zDIR)(
arcmin−2

)
TB ≤ 3 1 0.1 < zB ≤ 0.3 7,031,963 0.38 0.279 −0.029 ± 0.010 0.351 0.282
(red) 2 0.3 < zB ≤ 0.5 10,404,223 0.59 0.252 −0.009 ± 0.007 0.430 0.396

3 0.5 < zB ≤ 0.7 15,508,696 0.90 0.276 −0.010 ± 0.007 0.546 0.531
4 0.7 < zB ≤ 0.9 9,837,460 0.64 0.250 0.008 ± 0.006 0.744 0.732
5 0.9 < zB ≤ 1.2 8,466,542 0.59 0.275 0.006 ± 0.008 0.909 0.894

TB > 3 1 0.1 < zB ≤ 0.3 7,269,125 0.42 0.270 −0.004 ± 0.008 0.437 0.244
(blue) 2 0.3 < zB ≤ 0.5 12,200,673 0.75 0.277 −0.007 ± 0.006 0.573 0.431

3 0.5 < zB ≤ 0.7 21,116,034 1.46 0.292 −0.002 ± 0.006 0.791 0.644
4 0.7 < zB ≤ 0.9 12,134,896 0.92 0.286 0.026 ± 0.006 0.914 0.842
5 0.9 < zB ≤ 1.2 10,207,426 0.87 0.293 0.036 ± 0.009 1.081 1.022

Notes. The effective number density neff is calculated from Eq. (1) of Heymans et al. (2012a). The reported ellipticity dispersion is defined as
σε,i = (σε1 + σε2)/2. The m-bias is defined in Eq. (1) and detailed in Sect. 4. Reported uncertainties were computed from the dispersion of 50
bootstrap samples. The mean and median of the redshift distributions were obtained from the DIR calibration, which is detailed in Sect. 3.

readers back to the original papers for more details (Lima et al.
2008; Hildebrandt et al. 2017, 2020).

The DIR method requires that the calibration sample (the
spec-z sample) spans, at least sparsely, the full extent of the
multi-band magnitude space covered by the target sample (the
photo-z sample) and that the mapping from magnitude space to
redshift space is unique. Therefore, the coverage of the spec-
z sample is essential for the accuracy of this method. We here
used the same set of spec-z catalogues as used in the fidu-
cial KV450 cosmic shear analysis. It includes the zCOSMOS
survey (Lilly et al. 2009), the DEEP2 survey (Newman et al.
2013), the VIMOS VLT Deep survey (Le Fèvre et al. 2013), the
GAMA-G15Deep survey (Kafle et al. 2018) and a combined cat-
alogue provided by ESO in the Chandra Deep Field South area4.
These independent spec-z surveys with different lines-of-sight
and depths minimise shot noise and sample variance in the cali-
bration sample.

Since the spec-z catalogues cannot fully represent the pho-
tometric sample, one needs to weight spec-z objects to ensure a
suitable match between the spectroscopic and photometric distri-
butions. The method, based on a kth nearest neighbour (kNN) ap-
proach, is detailed in Sect. 3 of Hildebrandt et al. (2017). Briefly,
it assigns weights to the spec-z objects by comparing the volume
densities of the spec-z and photometric objects in the nine-band
magnitude space (ugriZY JHKs). Therefore, KiDS+VIKING-
like observations are required in the same areas as the aforemen-
tioned spec-z surveys. H20 have built these photometric obser-
vations from multiple ways given the availability of specific data
sets in those spec-z survey fields. We adopted the same sample
and split it with the same criterion as used for the main KV450
sample to build two representatives of our two sub-samples.

The resulting redshift distributions of the two sub-samples
are shown in Fig. 2. Also presented are the mean and median
differences between these two redshift distributions (see Table 1
for separate values). The importance of photo-z calibration is
demonstrated by the tails of the DIR redshift distributions com-
pared to the ranges selected by the photo-z cuts (shaded re-
gions). These differences between the DIR results and photo-z
estimates are more significant in the red sub-sample, where an
overall bias towards overestimating photo-z is shown. This may
seem counterintuitive at first given the discussion presented in
Sect. 1, which states that young stars can wash out spectral fea-

4 http://www.eso.org/sci/activities/garching/projects/
goods/MasterSpectroscopy.html

tures for photo-z estimation resulting in larger errors in bluer
galaxies. However, we stress that the red sub-sample defined in
Sect. 2 is not ‘purely red’, but also includes Sbc and Scd types
(see Sect. 2), which could worsen the photo-z estimates. For our
purposes, we are interested in the redshift difference between
the two sub-samples. As can be seen, the differences are signifi-
cant with the median differences as high as ∼ 0.13 and the mean
differences ∼ 0.24 in certain bins. This level of difference will
result in considerably different cosmic shear signals for the two
sub-samples (see Sect. 5).

In practice, the DIR method is susceptible to various sys-
tematic effects, mainly induced by the incompleteness of the
spec-z sample, due to selection effects and sample variance in
the different spectroscopic surveys that make up the spec-z cat-
alogue (see Wright et al. 2020a, for an updated method that is
more robust to such incompleteness). To account for these po-
tential systematic effects, H20 introduced five nuisance param-
eters δzi in their model to allow for linear shifts of the redshift
distributions ni(z) → ni(z + δzi ) (see Table. 2). Priors for these
parameters are obtained using a spatial bootstrapping approach.
In our consistency tests described below we focus on an exten-
sion of these nuisance parameters to the colour-split sub-samples
(see Sect. 6).

4. Calibration of shape measurements

The shape measurements are susceptible to various biases due to
the noise of galaxy images, the complexity of galaxy shapes, the
selection effects and so on (see Sect. 2 of K19, for a theoretical
discussion). The weak lensing community have performed sev-
eral blind challenges to test the performance of shape measure-
ment pipelines (Heymans et al. 2006; Massey et al. 2007; Bridle
et al. 2010; Kitching et al. 2012; Mandelbaum et al. 2015). These
tests, based on simplified image simulations, are useful to under-
stand common sources of shear bias, but cannot eliminate biases
in a specific survey. In particular, differences in selection crite-
ria between surveys affect the shear bias. These residual biases
need to be calibrated with dedicated, tailor-made image simula-
tions (Hoekstra et al. 2015). Following Heymans et al. (2006),
we quantify these residual biases using a linear parameterisation

gobs
i = (1 + mi)gtrue

i + ci , (1)
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Fig. 2. Redshift distributions for the two sub-samples, estimated from DIR technique. Shaded regions correspond to photo-z cuts for the tomo-
graphic binning. Mean and median differences were calculated as δzmean/median = zmean/median,blue − zmean/median,red.

where gobs
i and gtrue

i are the observed and the true gravitational
shears, respectively, with i = 1, 2 referring to the two different
components. In practice, we found isotropy of m results, that is
m1 ≈ m2, so we simply adopt m = (m1 + m2)/2.

The two types of biases m (the multiplicative bias) and c
(the additive bias or c-term) have different sources and proper-
ties. The former is usually determined from image simulations,
whereas the latter can be inferred directly from the data. As K19
show, shear biases depend not only on the selection function but
also on the overall population of the galaxies. Therefore shear
calibrations should be performed separately for samples contain-
ing different galaxy populations. This was the case for the differ-
ent tomographic bins in the KV450 analysis and applies even
more so to our split analysis.

We therefore re-estimated multiplicative biases in the two
sub-samples using the COllege simulations (COSMOS-like
lensing emulation of ground experiments, K19), which were also
used in the current KV450 cosmic shear analysis. The main fea-
tures of the COllege simulations are the observation-based input
catalogue and the assignment of photometric redshifts. The input
catalogue contains information on galaxy morphology and posi-
tion from Hubble Space Telescope observations (Griffith et al.
2012) of the COSMOS field (Scoville et al. 2007). The pho-
tometric redshifts of simulated galaxies are assigned by cross-

matching the input catalogue to the KiDS catalogue. This setup
ensures a high level of realism of the simulated catalogue and al-
lows us to analyse the simulated data using the same pipelines as
for the real data. K19 have demonstrated that the simulated cat-
alogue matches the full KV450 catalogue faithfully in all crucial
properties including the galaxy shapes, sizes and positions.

As expected, we found noticeable differences in the galaxy
properties for the two sub-samples. We demonstrate one of
these comparisons in Fig. 3, which compares the distributions
of galaxy ellipticities. As already mentioned in Sect. 1, the ellip-
ticity variance is one of the main sources of shape measurement
biases (see also Viola et al. 2014) and therefore an indication of
the variance of shear biases in the two sub-samples.

Our calibration approach is identical to that used in the
fiducial KV450 cosmic shear analysis. It adopts a re-weighting
scheme named as “Method C” in Fenech Conti et al. (2017) to
account for slight differences between the observations and the
simulations. The m value is reported per tomographic bin using
a weighted average of individual galaxies belonging to the cor-
responding tomographic bin. We refer readers to Sect. 6 of K19
for details.

We show our estimates of multiplicative biases for the two
sub-samples in Fig. 4, compared with the results from the whole
sample. The five sections from top to bottom correspond to the
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Fig. 3. Normalised lensfit-weighted distributions of ellipticities of galaxies in the two sub-samples. The ellipticity is defined as ε =

√
ε2

1 + ε2
2 . We

note that the different distributions reflect different galaxy populations and indicate different shear biases in the two sub-samples.

five tomographic bins from lower to higher redshifts. We noticed
some significant differences in the m values, especially for higher
tomographic bins: these are mainly caused by the differences in
the ellipticity distributions presented in Fig. 3. However, when
considering the impact on the cosmic shear signals, the adjust-
ments induced by these m-value differences are much smaller
than those caused by the redshift differences as demonstrated in
Fig. 5. We thus assumed that residual systematics from the shear
calibration are secondary and focus our consistency tests on the
redshift calibration.

The treatment of additive bias is sophisticated in the fiducial
KV450 cosmic shear analysis (see Sect. 4 of H20, for details).
Briefly, the treatment can be summarised as three aspects: First,
the value of ci in each tomographic bin and in each patch is esti-
mated by averaging over the measured galaxy ellipticities. These
ci values are then subtracted from the galaxy ellipticities before
the shear correlation functions are calculated (Eq. 2). Second,
a nuisance parameter δc is introduced into the model to account
for a potential offset of the empirically determined ci values. The
result from forward-modelling suggests that δc is very close to 0
(see Table 2). Third, a position-dependent additive bias pattern
in the ε1 ellipticity component is introduced to account for an
imperfection in the OmegaCAM detector chain. This pattern is

publicly available as a supplementary file along with the main
cosmic shear catalogues. Furthermore, another nuisance param-
eter Ac is introduced to allow an overall scaling of this 2D pattern
(see Table 2).

We mainly followed this strategy for the additive bias cal-
ibration. We corrected the c-term per tomographic bin and per
patch using the same empirical approach mentioned above. We
also included the 2D c-term pattern in our models. But we aban-
doned the two nuisance parameters δc and Ac from our model, as
they do not have a significant impact on the fit.

5. Shear signal

The cosmic shear signal is encoded in the measured shapes of
source galaxies as small coherent distortions. Therefore, proper
statistical measures and models are required for a cosmic shear
study. We detail these processes in this section. We first built the
joint data vector for the two sub-samples with estimates of the
shear correlation functions in Sect. 5.1 and then modelled it tak-
ing various astrophysical and cosmological effects into account
in Sect. 5.2. The setup is based on the fiducial analysis of H20
but with slight adjustments to meet our test purpose.
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Fig. 4. Multiplicative biases for the two sub-samples and the whole sam-
ple in each tomographic bin. Errors shown were estimated from boot-
strapping. The hatched regions indicate the 0.02 error budget adopted
by H20.

5.1. Statistical measures

The shear signal is captured by two-point shear correlation func-
tions, which can be estimated from two tomographic bins i and
j as

ξ
i j
± (θ) =

∑
ab wawb

[
ε i

t (xa)ε j
t (yb) ± ε i

×(xa)ε j
×(yb)

]
(1 + mi)(1 + m j)

∑
ab wawb

, (2)

where εt,× are the tangential and cross ellipticities regarding the
vector xa−yb between a pair of galaxies (a, b), and w is the lensfit
weight. The summation runs over all galaxy pairs within an as-
signed spatial bin ∆θ for each θ = |θb − θa|. The multiplicative
biases mi were obtained in Sect. 4 for each tomographic bin i.

We calculated Eq. (2) for the two sub-samples, separately,
using the public TREECORR code5 (Jarvis et al. 2004). The
spatial binning is identical to that used in H20, that is, nine loga-
rithmically spaced bins within the interval [0.5′, 300′]. We used
the first seven bins for ξ+, and the last six bins for ξ−. These
criteria are chosen to mitigate baryon feedback on small scales
and the additive shear biases on large scales (see H20, for de-
tails). The joint data vector (ξblue

± , ξred
± ) we built through these

measurements contains (7 + 6) × 15 × 2 = 390 points.
We show our estimates of the data vector in Fig. 5 with

differences defined as ∆ξ± = ξblue
± − ξred

± . The errors shown
were adopted from the analytical covariance matrix detailed in
Sect. 6.1. Two series of data vectors correspond to the results
with and without the multiplicative shear calibration. The dif-
ference is minor as expected given the overall small m values
(see Table 1). Some non-zero trends are present in several bins,
which are in principle caused by the different redshift distribu-
tions of these two sub-samples, as shown in Fig. 2. We detail
how the redshift distributions can explain these measurements in
the following section.

5.2. Theoretical modelling

The measured correlation functions ξi j
± (θ) are related to the lens-

ing convergence power spectrum Pi j
κ (`) through (see e.g. Bartel-

5 https://github.com/rmjarvis/TreeCorr

mann & Schneider 2001)

ξ
i j
± (θ) =

1
2π

∫
d` `Pi j

κ (`)J0/4(`θ) , (3)

where ` is the angular wavenumber in the Fourier domain, and
J0/4(`θ) are Bessel functions of the first kind, with J0 denoting
the zeroth-order (for ξ+) and J4 the fourth-order (for ξ−). Using
the Kaiser-Limber approximation (Limber 1953; Kaiser 1992,
1998; Loverde & Afshordi 2008), Pi j

κ (`) is in turn related to the
physical matter power spectrum Pδ, via

Pi j
κ (`) =

∫ χH

0
dχ

qi(χ)q j(χ)[
fK(χ)

]2 Pδ

(
` + 1/2

fK(χ)
, χ

)
, (4)

where χ and fK(χ) are the comoving radial distance and the co-
moving angular distance, respectively. The upper limit of the
integral χH is the comoving horizon distance. The lensing effi-
ciency qi(χ) for tomographic bin i is defined as

qi(χ) =
3H2

0Ωm

2c2

fK(χ)
a(χ)

∫ χH

χ

dχ′ ni(χ′)
fK(χ′ − χ)

fK(χ′)
, (5)

which depends on the redshift distribution of galaxies ni(χ)dχ =
ni(z)dz along with other cosmological parameters. Therefore,
different redshift distributions will cause a difference in shear
signal between the two sub-samples.

We calculated the matter power spectrum using the
Boltzmann-code CLASS (Blas et al. 2011) with non-linear cor-
rections from HMCode (Mead et al. 2016). Following H20, we
assumed a ΛCDM model with five primary cosmological pa-
rameters and one parameter for baryonic feedback processes on
small scales. They are the densities of cold dark matter and
baryons (ΩCDM and Ωb), the amplitude and the index of the
scalar power spectrum (ln(1010As), ns), the scaled Hubble pa-
rameter (h), and the amplitude of the halo mass-concentration
relation (B).

For the purposes of consistency tests, it is unnecessary to
explore this whole cosmological parameter space, which is the
same for the two sub-samples. Therefore, we fixed aforemen-
tioned cosmological parameters to two different sets of best-fit
values from KV450 (Hildebrandt et al. 2020) and Planck (Planck
Collaboration et al. 2018) (see Table 2). In this way, we can sim-
plify our theoretical models while checking for potential cosmo-
logical dependence.

The last piece of information needed for modelling the ob-
served correlation functions is the intrinsic alignment (IA) of
galaxies (Troxel & Ishak 2015; Joachimi et al. 2015). A common
approach to make allowances for this effect is to add a “non-
linear linear” IA model into the measured shear signal (Hirata &
Seljak 2004; Bridle & King 2007):

ξ̂± = ξ± + ξII
± + ξGI

± , (6)

where ξ̂± and ξ± correspond to the measured shear signal and
the pure cosmic shear signal, respectively. The IA signals are
added as ξII

± (‘intrinsic-intrinsic’ term between the intrinsic ellip-
ticities of nearby galaxies) and ξGI

± (‘gravitational-intrinsic’ term
between the intrinsic ellipticity of a foreground galaxy and the
shear experienced by a background galaxy). These two IA terms
can be calculated using the same formula shown in Eq. (3) with
power spectra

Pi j
II(`) =

∫ χH

0
dχ F2(z)

ni(χ)n j(χ)[
fK(χ)

]2 Pδ

(
` + 1/2

fK(χ)
, χ

)
, (7)
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Fig. 5. Difference between two-point shear correlation functions from the two sub-samples (∆ξ± = ξblue
± − ξred

± ). The errors shown are defined as
σC =

√
Cb,D + Cr,D − 2Cbr,D, where the subscript ‘D’ means the diagonal of a matrix, and the three unique parts of the whole covariance matrix

are denoted as Cb for the blue sub-sample, Cr for the red sub-sample and Cbr for their cross-covariance. We found these errors are close to the
measurement errors reported by the TREECORR code (σmeasure/σC & 0.8), indicating that the diagonal elements of the covariance matrix are
dominated by measurement noise. The overall agreement between the two sets of data vectors with and without the shear calibration (orange
crosses vs. black dots) indicates the multiplicative bias has little effect in this study.

Pi j
GI(`) =

∫ χH

0
dχ F(z)

qi(χ)n j(χ) + q j(χ)ni(χ)[
fK(χ)

]2 Pδ

(
` + 1/2

fK(χ)
, χ

)
,

(8)

where

F(z) = −AIACρcrit,0
Ωm

D+(z)
. (9)

The normalisation constant is C = 5 × 10−14h−1M−1
� Mpc3, ρcrit,0

is the critical density today, and the linear growth factor D+(z) is
normalised to unity today. Following H20, we ignored the red-
shift and luminosity dependence of IA and leave one nuisance
parameter AIA for IA effects (but see Fortuna et al. 2020).

Now with all the information prepared, we can forward-
model the shear correlation functions. For demonstration, we
fixed all the model parameters and use the redshift distributions
estimated in Sect. 3 to predict the joint data vector of the two

sub-samples. The results are shown in Fig. 5. Two different pre-
dictions come from two different sets of cosmological parame-
ters: the red solid line from KV450 best-fit values and the black
dashed line from Planck best-fit values. All the other nuisance
parameters are set to the best-fit KV450 results as shown in Ta-
ble 2. Even with this simple setting, the predicted results gener-
ally follow the trends seen from the data, demonstrating that the
redshift difference is indeed the main cause for the different shear
correlation functions in the two sub-samples. The other feature
worth noting is the similarity between the two predictions from
the two different sets of cosmological parameters. This implies
that our test model is insensitive to the background cosmology.
To quantify the goodness of fit and test the robustness of the
pipelines, we need a more careful Bayesian analysis with proper
test models and take correlations between measurements into ac-
count.
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Table 2. Model parameters and their best-fit values from KV450 cos-
mic shear analysis (Hildebrandt et al. 2020) and Planck CMB analy-
sis (Planck Collaboration et al. 2018).

Parameter KV450 Planck Definition
ΩCDMh2 0.058 0.120 CDM density today
Ωbh2 0.022 0.022 Baryon density today
ln(1010As) 4.697 3.045 Scalar spectrum amplitude
ns 1.128 0.966 Scalar spectrum index
h 0.780 0.673 Hubble parameter
B 2.189 - Baryon feedback amplitude
AIA 0.494 - IA amplitude
δc × 105 2.576 - c-term offset
Ac 1.143 - 2D c-term amplitude
δz1 −0.006 - Bin 1 offset
δz2 0.001 - Bin 2 offset
δz3 0.026 - Bin 3 offset
δz4 −0.002 - Bin 4 offset
δz5 0.003 - Bin 5 offset

Notes. The first five parameters are the standard cosmological param-
eters. Other parameters are nuisance parameters introduced by Hilde-
brandt et al. (2020) to account for various effects associated with cos-
mic shear analysis. The KV450 best-fit values are extracted from the
primary Monte Carlo Markov Chain, which is publicly available at
http://kids.strw.leidenuniv.nl/cosmicshear2018.php. The
Planck best-fit values correspond to the TT,TE,EE+lowE+lensing re-
sults with the Plik likelihood (Table 1 of Planck Collaboration et al.
2018).

6. Consistency tests

Quantifying the internal consistency is not a trivial task given the
correlations between measurements and the difficulty in compar-
ing different models. On the one hand, neglecting intrinsic corre-
lations between measurements can lead to untrustworthy conclu-
sions. As demonstrated by Köhlinger et al. (2019), a lack of con-
sideration of correlations can confuse residual systematics with
the overall goodness of fit. On the other hand, null tests based
on global summary statistics, such as Bayesian evidence, are
practically difficult for high-dimensional models (see e.g. Trotta
2008). Moreover, different prior choices between hypotheses can
complicate the interpretation of the final results (Handley &
Lemos 2019b; Lemos et al. 2019).

We address these issues in this section. We first built an an-
alytical covariance matrix to account for all the correlations be-
tween measurements (Sect. 6.1). We then performed a Bayesian
analysis with dedicated test parameters to quantify the potential
discrepancy between measurements from the two sub-samples
(Sect. 6.2). The conclusion is based on the posterior distributions
of these test parameters. Through this approach, we can balance
accuracy and simplicity in our model.

The modelling pipeline detailed below is publicly available6.
It is a modified version of the MontePython package (Audren
et al. 2013; Brinckmann & Lesgourgues 2018) with the Py-
MultiNest algorithm (Buchner et al. 2014), which is a python
wrapper of the nested sampling algorithm MultiNest (Feroz
et al. 2009). The original MontePython package is adopted for
the KV450 cosmological analysis in H20 and the consistency
tests with a split of data vector (Köhlinger et al. 2019).

6 https://github.com/lshuns/montepython_KV450

6.1. Covariance matrix

We estimated the covariance matrix for the joint data vector built
in Sect. 5.1 using the analytical model developed in Hildebrandt
et al. (2017), H20 and Joachimi et al. (2020). The analytical ap-
proach is an improvement over the usual numerical or Jackknife
approach with advantages in dealing with effects from modelling
the noise and the finite survey areas. We here only briefly sum-
marise the main features of this analytical recipe and refer inter-
ested readers to Sect. 5 of Hildebrandt et al. (2017) and Joachimi
et al. (2020) for details.

The analytical model comprises three terms: a Gaussian
term associated with sample variance and shape noise, a non-
Gaussian term from in-survey modes, and a third term, which is
also non-Gaussian, from super-survey modes (known as super-
sample covariance; SSC). The first, Gaussian term is estimated
following Joachimi et al. (2008), with a transfer function from
Eisenstein & Hu (1998) and the non-linear corrections from
Takahashi et al. (2012). The source information used is listed
in Table 1; these are the effective galaxy number density (neff)
and the weighted ellipticity dispersion (σε,i). The second, non-
Gaussian term is calculated using the formalism from Takada
& Hu (2013) with the halo mass function and halo bias from
Tinker et al. (2010). The halo profile is described using a
Fourier-transform version (Scoccimarro et al. 2001) of the NFW
model (Navarro et al. 1996), with the concentration-mass rela-
tion from Duffy et al. (2008). The final, SSC term is again mod-
elled using the formalism from Takada & Hu (2013), and the
survey footprint is modelled with a HEALPix map (Górski et al.
2005).

The shear calibration presented in Sect. 4 also suffers from
uncertainties. We adopted a systematic uncertainty σm = 0.02
for the multiplicative biases as estimated by K19 and used in H20
and Wright et al. (2020b) and propagated it into the covariance
matrix through Ccal

i j = 4ξT
i ξ

T
j σ

2
m + Ci j, where ξT is the joint data

vector predicted using the KV450 best-fit values and the DIR
redshift distributions (see Sect. 3). We ignored the error of the
additive biases due to its negligible effect (see Appendix D4 of
Hildebrandt et al. 2017, for a detailed discussion).

We show the final correlation matrix for the joint data vec-
tor in Fig. 6. Non-negligible contributions from off-diagonal re-
gions are easily noticed, indicating the non-trivial correlations
between the measurements both within individual sub-samples
and across the two sub-samples. The importance of the poten-
tial correlations between (two) parts of a split was already high-
lighted in Köhlinger et al. (2019), but here we confirmed it more
directly. By including the full covariance matrix into our consis-
tency tests, we naturally took all the data correlations into ac-
count.

We inspected the relative contributions of the Gaussian and
non-Gaussian terms to the full covariance matrix. We found that
the Gaussian term generally dominates over the non-Gaussian
term in the diagonal parts, but the latter contributes more in
the off-diagonal regions. This general behaviour is more clearly
demonstrated in Joachimi et al. (2020). Since our test model
is most sensitive to the difference ∆ξ between the two sub-
samples, we constructed the covariance matrix of ∆ξ as C∆ =
Cblue + Cred − 2Ccross, and compared it to the covariance matrices
of the single data vectors (ξblue or ξred). We found that the non-
Gaussian contributions are significantly suppressed in C∆ with
an overall reduction of . 75% compared to Cblue. The Gaus-
sian contributions are also slightly suppressed, mainly in the off-
diagonal regions. The cancellation of sample variance can ex-
plain both suppressions in the covariance matrix C∆. Therefore,
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Fig. 6. Analytical correlation matrix for the joint data vector. The co-
variance Ci j is normalised using the diagonal

√
CiiC j j to show the cor-

relation matrix.

we verified that our test model is robust against uncertainties in
the sample variance and changes in the cosmological parameters.

6.2. Test setup

With the covariance matrix prepared, we can now explore the
parameter space with a Bayesian analysis. Our primary objec-
tive is to check if a common set of nuisance parameters is suffi-
cient to capture residual systematics in the two sub-samples. For
this purpose, we fixed all the cosmological parameters, which
in principle share the same values in the two sub-samples. We
verified this cosmology insensitivity assumption by running an
additional chain with free cosmological parameters. The results
are consistent with the fixed-cosmology settings, and we hardly
observe any degeneracy between cosmological parameters and
test parameters. In what follows, we therefore fixed the cosmol-
ogy parameters to simplify the likelihood function and avoid un-
necessary exploration of the high-dimensional parameter space.
To account for any potential residual effects from an ‘incorrect’
choice of cosmological parameters, we ran two setups with cos-
mological parameters from the KV450 cosmic shear results and
from the Planck CMB results (see Table 2).

We built our test modelH1 by introducing six test parameters
besides the nuisance parameters used in H20: a shift in IA am-
plitude AIA,s and shifts in redshift offsets δzi,s. We implemented
them in the two sub-samples as

Xblue/red = X ± Xs , (10)

where X represents the AIA or δzi parameters, whereas Xs denotes
corresponding test parameters. The plus sign is applied to the
blue sub-sample, and the minus sign is for the red sub-samples.
While a difference in the IA signal is expected, the differences in
redshift offsets should vanish if the calibration pipeline is robust
against sample-related systematics. Any non-vanishing values of
δzi,s imply residual systematics that cannot be adequately cap-
tured by the common nuisance parameters. We therefore based
our result mainly on the posterior distributions of these test pa-
rameters. In addition, we set up a base model H0 for a control
purpose, where we adopted the same set of nuisance parameters
as in H20 to model the joint data vector built from our two sub-
samples. It includes six free nuisance parameters: the amplitude

of the IA signal AIA (see Sect. 5.2) and the redshift offset δzi for
each tomographic bin i (see Sect. 3). This is a stronger assump-
tion than what is required by the data consistency, since the IA
signal, which depends on the galaxy population, is not expected
to be the same for the two sub-samples.

Prior distributions for all the free parameters are listed in Ta-
ble 3. The common nuisance parameters adopt priors from H20,
where AIA has a wide flat prior, whereas δzi have Gaussian priors
with variance determined from a spatial bootstrapping approach
during the redshift calibration (see Sect. 3.2 of H20). The six new
test parameters in the test modelH1 use wide and uninformative
priors. As will be shown in Sect. 7, these prior choices incorpo-
rate prior knowledge of redshift uncertainties into the common
nuisance parameters and meanwhile allow for a thorough explo-
ration of the test parameters. We stress that the main goal of our
test is to evaluate the sufficiency of the KV450 nuisance param-
eters in capturing residual systematics.

Since we do not rely on the Bayesian evidence to diagnose
tensions, our test method is free from the “suspiciousness” prob-
lem linked to common model-selection methods (Lemos et al.
2019); in this respect, our test approach is analogous to the sec-
ond tier of the Bayesian consistency tests proposed by Köhlinger
et al. (2019). However, instead of duplicating the cosmological
parameters and drawing conclusions based on the posterior dis-
tributions of cosmological parameter differences, we focus on
the nuisance parameters, especially those linked to the redshift
calibration. The other essential difference is that we performed
a colour-based split of the source galaxies and re-did measure-
ments and calibrations for the sub-samples, whereas Köhlinger
et al. (2019) based their comparison on a split of the measured
correlation functions. Therefore, our method is more sensitive
to possible inconsistencies within the source samples, whereas
their approach is a more global test of residual systematics and
the impact on the final cosmological results. In this sense, our
test serves as a complementary check of the pipeline robustness
to theirs.

7. Results

The main results from our consistency tests are shown in Fig. 7.
These are the marginal posterior constraints of the five test pa-
rameters δzi,s introduced in Sect. 6.2. The five sections in the plot
correspond to the five tomographic bins. The two sets of values
are from the two sets of cosmological parameters we employed:
the KV450 best-fit cosmology (red lines) and the Planck best-
fit cosmology (black lines). Both sets of results agree with each
other, further confirming that our test model is insensitive to the
choice of cosmological parameters. As can be seen, all values are
consistent with zero within ∼ 1.5σ, indicating that the KV450
calibration pipelines are correcting these sample-related system-
atics, and introducing more nuisance parameters is unnecessary
for the current analysis.

The two tomographic bins with slight non-vanishing differ-
ences are the second bin (∼ 1.2σ) and the third bin (∼ 1.3σ).
Interpreting this level of difference is complex, given the sta-
tistical power of the current data. We reiterate that the δzi,s pa-
rameters we constrained here refer to the shifts of the redshift
offsets in the two sub-samples. These are expected to be larger
than the mean redshift offsets (δzi ), given the substantial redshift
differences between the two sub-samples and the width of the
DIR redshift distributions (see Fig. 2). As seen from Table 3, all
δzi,s values are smaller than the width of the underlying redshift
distributions and are close to zero within the uncertainties. This
reflects the overall accuracy of the DIR redshift distributions.
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Fig. 7. Constraints on δzi ,s per tomographic bin for the H1 model. Er-
rors shown correspond to the 68% credible intervals from the MCMC
run. For comparison, the vertical blue lines show the half of the mean
differences between the reconstructed DIR redshift distributions of the
two sub-samples (see Fig. 2).

Table 3 lists the posterior results for all free parameters and
the best-fit χ2-values for all models. We do not base our con-
clusion on the χ2-test, because the dimensionality is not di-
rectly specified by the number of free parameters in a complex
Bayesian model (see e.g Handley & Lemos 2019a). Neverthe-
less, a simple comparison of the best-fit χ2 values with the num-
ber of free parameters taken into account suggests that the test
model H1 is indistinguishable from the control model H0. This
lends some more credit to our previous conclusion on the ad-
equacy of current nuisance parameters in dealing with residual
systematics.

Figure 8 presents the contour plot for the test model. An in-
teresting feature we note is the high degeneracy between AIA,s
and δzi,s in the low redshift bins (see Fig. 8). This incurs most
of the ambiguities in the test parameters. The entanglement be-
tween the IA signal and the redshift uncertainties is also noticed
in Wright et al. (2020b), where a revised redshift calibration of
the KV450 data results in a vanishing IA amplitude. Our find-
ing affirms the difficulty in interpreting the apparent IA signal.
We conducted an extreme test where we fixed δzi,s = 0 in the
test model H1. It led to a large positive AIA,s value, suggesting
AIA,blue > AIA,red. This is inconsistent with dedicated IA studies
(see Joachimi et al. 2015, for a review), implying that IA parame-
ters can disguise problems with the redshift estimates. Therefore,
we should be careful to interpret the IA parameters. To check the
impact of the IA parameters in our test model, we ran one more
test T1, in which AIA,s was fixed to zero. This maximises the
shifts of the redshift offsets by ignoring the IA difference in the
two sub-samples. Even in this conservative estimate, the shifts
are . 2.1σ for all redshift bins, with the highest values again
seen in the third bin (see Table. 3).

8. Summary and discussion

We presented an internal-consistency test to the KV450 cosmic
shear analysis with a colour-based split of source galaxies, re-
sulting in two statistically comparable sub-samples containing
noticeably different galaxy populations (see Figs. 1, 2 and 3). We
performed the same measurements and calibrations to these two

sub-samples and assessed changes in the two-point correlation
functions because of known differences in the redshift distribu-
tions and the multiplicative biases (see Fig. 5). By fixing cos-
mological parameters, we examined the internal consistency of
the observational nuisance parameters, specifically those for the
redshift distributions, using a Bayesian analysis with dedicated
test parameters. We observed a degeneracy between the redshift
uncertainties and the inferred IA amplitude for low redshift bins,
but we found no evidence of internal inconsistency in the KV450
data, verifying that the current strategy of linearly shifting red-
shift distributions with a common set of nuisance parameters is
adequate for capturing residual systematics in the redshift cali-
bration.

The internal-consistency test we proposed is robust against
the uncertainties of the background cosmology and cosmic vari-
ance. It can be implemented in future cosmic shear surveys
before any cosmological inference is made. This weak sensi-
tivity to cosmology is shared with the existing “shear-ratio”
test (Jain & Taylor 2003; Schneider 2016; Unruh et al. 2019),
which has already been applied to check the accuracy of redshift
distributions in current cosmic shear surveys (Heymans et al.
2012b; H20; Giblin et al. 2020). The “shear-ratio” test is a cross-
correlation approach based on the galaxy-galaxy lensing signals
of two or more source samples at different redshift bins. There-
fore, the two tests are sensitive to different systematics, making
them complementary.

Although our discussion concentrated on the redshift cali-
bration, we found that the test also relies on our assumptions
regarding the IA signals (see Fig. 8). Without a thorough explo-
ration of IA models, our test can already pick up the degeneracy
between the IA signals and the redshift uncertainties, which has
been implied in previous studies (see Sect. 6.6 of Hildebrandt
et al. 2017). Recently, Samuroff et al. (2019) performed an anal-
ogous split-based analysis to the DES data. They focus on the
IA signal and cosmological parameters and marginalise over ob-
servational nuisance parameters. This is different from what we
explored here, but connected to our test through the IA signals,
which were examined in both tests. They provided better con-
straints on the IA signals in sub-samples using a variety of IA
models. We can perform analogous improvements to our test
model to learn more about the IA signals and their correlation
to other nuisance parameters in future cosmic shear data.
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Table 3. Priors and posterior results for all models.

Parameter Prior KV450 Planck

H0 H1 T1 H0 H1 T1

AIA [−6, 6] 1.442+0.826
−0.898 1.049+0.818

−0.871 0.976+0.776
−0.804 1.741+0.507

−0.533 1.358+0.463
−0.495 1.340+0.466

−0.476

δz1 0.000 ± 0.039 −0.012+0.037
−0.037 −0.000+0.035

−0.038 0.001+0.035
−0.037 −0.037+0.028

−0.036 −0.008+0.036
−0.040 −0.005+0.038

−0.039

δz2 0.000 ± 0.023 −0.006+0.019
−0.023 −0.001+0.022

−0.021 −0.000+0.021
−0.022 −0.011+0.019

−0.019 −0.003+0.020
−0.022 −0.002+0.021

−0.019

δz3 0.000 ± 0.026 0.009+0.023
−0.022 0.006+0.022

−0.023 0.006+0.022
−0.026 0.020+0.020

−0.018 0.019+0.020
−0.021 0.021+0.020

−0.020

δz4 0.000 ± 0.012 −0.002+0.012
−0.011 −0.001+0.012

−0.011 −0.002+0.012
−0.012 0.003+0.011

−0.012 0.003+0.012
−0.012 0.003+0.012

−0.013

δz5 0.000 ± 0.011 0.002+0.011
−0.011 0.003+0.012

−0.010 0.002+0.011
−0.011 0.006+0.012

−0.011 0.005+0.011
−0.010 0.006+0.011

−0.011

AIA,s [−6, 6] - 0.571+1.178
−1.337 - - 0.536+0.793

−0.967 -

δz1,s [−0.3, 0.3] - 0.032+0.142
−0.085 0.079+0.076

−0.069 - 0.004+0.122
−0.098 0.072+0.057

−0.066

δz2,s [−0.3, 0.3] - 0.080+0.087
−0.068 0.116+0.048

−0.055 - 0.039+0.059
−0.053 0.069+0.032

−0.033

δz3,s [−0.3, 0.3] - 0.066+0.057
−0.051 0.087+0.037

−0.041 - 0.040+0.042
−0.039 0.060+0.027

−0.030

δz4,s [−0.3, 0.3] - 0.002+0.048
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−0.046

Ndata - 390 390 390 390 390 390

Npara - 6 12 11 6 12 11

χ2 - 366.8 356.4 356.1 357.5 364.5 364.4

Notes. The first six parameters are common nuisance parameters to account for overall IA amplitude and redshift offsets. The following are six test
parameters introduced to account for potential differences of aforementioned parameters between the two sub-samples (see Eq. 10). Priors shown
in brackets are top-hat ranges whereas values with errors indicate Gaussian distributions. Results are the mean values of the posterior whereas the
χ2 corresponds to the maximum likelihood. Two sets of results were derived, fixing cosmological parameters to either the KV450 or the Planck
values (see Table. 2). The test model H1 contains 12 free parameters. The ‘control model’ H0 ignores parameter differences between the two
sub-samples and only includes 6 common parameters. The test setting T1 ignores the difference of IA signals in the two sub-samples.
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Fig. 8. Contour plots of the 68% and 95% credible regions for all the free parameters in H1 model. Plotting ranges are the same as the prior
ranges. Dashed lines indicate zero values in the ideal case. Two different colours correspond to the two sets of results from KV450 and Planck
cosmological values. The slight degeneracy between δzi ,s in the low redshift bins is an effect from the high degeneracy between AIA,s and δzi ,s. It
vanishes in the test setting T1, where AIA,s is fixed to zero.
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