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A B S T R A C T 

We use mock images of z = 0.1 galaxies in the 100 Mpc EAGLE simulation to establish the differences between the sizes and 

morphologies inferred from the stellar mass distributions and the optical light distributions. The optical, r -band images used 

were constructed with a radiative transfer method to account for the effects of dust, and we measure galaxy structural parameters 
by fitting S ́ersic models to the images with GALFIT . We find that the derived half-light radii differ systematically from the stellar 
half-mass radii, as the r -band sizes are typically 0.1 dex larger, and can deviate by as much as ≈0 . 5 dex, depending on the 
dust attenuation and star formation activity, as well as the measurement method used. Consequently, we demonstrate that the 
r -band sizes significantly impro v e the agreement between the simulated and observed stellar mass–size relation: star-forming and 

quiescent galaxies in EAGLE are typically only slightly larger than observed (by 0.1 dex), and the slope and scatter of the local 
relation are reproduced well for both populations. Finally, we compare the obtained morphologies with measurements from the 
GAMA surv e y, finding that too few EAGLE galaxies have bulge-like light profiles (S ́ersic indices of n ∼ 4). Despite the presence 
of a significant population of triaxial systems among the simulated galaxies, the surface brightness and stellar mass density 

profiles tend to be closer to exponential discs ( n ∼ 1–2). Our results highlight the need to measure the sizes and morphologies 
of simulated galaxies using common observational methods in order to perform a meaningful comparison with observations. 

K ey words: galaxies: e volution – galaxies: fundamental parameters – galaxies: stellar content – galaxies: structure. 
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 I N T RO D U C T I O N  

he sizes and morphologies of galaxies are some of their most basic
bservable properties, and provide crucial insight into the formation
f galaxies and the build-up of their stellar mass. Cosmological
ydrodynamical simulations that aim to model a realistic universe
re therefore expected to reproduce such fundamental characteristics.
o we ver, to determine the success of a given model requires a

air comparison between simulations and observations, as the latter
an come with significant biases due to the systematic differences
etween the distribution of the light and the stellar mass. 

Observationally, galaxy morphologies are highly diverse, but are
sually grouped into two classes, of early-type (spheroidal or bulge-
ike) and late-type (more disc-like) systems. Importantly, these

orphological types have been found to correlate with other prop-
rties: early-type galaxies are typically more massive than late-type
alaxies, have significantly redder colours and lower star formation
ates (SFRs; e.g. Blanton et al. 2003 ; Kauffmann et al. 2003 ; Driver
t al. 2006 ), and are often found to lie in denser environments (e.g.
ressler 1980 ; G ́omez et al. 2003 ). Early-type galaxies thus appear

o have followed very different evolutionary paths from late-type
alaxies, although the precise mechanisms behind the quenching of
 E-mail: graaf f@strw.leidenuni v.nl 
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tar formation in galaxies and the possible link to a morphological
ransformation still represents an active area of research. 

Furthermore, the stellar masses and sizes of both populations
f galaxies have been shown to be correlated at low redshift (e.g.
hen et al. 2003 ; Lange et al. 2015 ), and this relation has been
bserved to exist at least up to z ∼ 3 (e.g. Trujillo et al. 2006 ;
an der Wel et al. 2014a ; Mowla et al. 2019 ). The sizes of late-
ype galaxies can be linked back to the dependence of the halo
ngular momentum on halo mass (Mo, Mao & White 1998 ). To
eroth order, the galaxy size reflects the size of the halo, but it
urther depends on the details of more complex processes, such as
tellar feedback (e.g. Sales et al. 2010 ; Brook et al. 2011 ; DeFelippis
t al. 2017 ), or the formation of a central bulge component through
ergers or gravitational instabilities (e.g. Hernquist 1989 ; Dekel
 Burkert 2014 ; Zolotov et al. 2015 ). For early-type galaxies, the
ass–size relation is much steeper and evolves faster than is the

ase for the late-type population, suggesting a different formation
istory. Dry mergers are thought to play a significant role (Bezanson
t al. 2009 ; Naab, Johansson & Ostriker 2009 ), and Shen et al. ( 2003 )
emonstrated that a simple model in which galaxies undergo repeated
inor mergers can describe both the slope and scatter of the observed
ass–size relation of quiescent galaxies at z ∼ 0 well. 
As the stellar mass–size relation reflects fundamental processes in

he formation and evolution of galaxies, it provides a key measure of
uccess for theoretical models and cosmological hydrodynamical
© 2021 The Author(s) 
lished by Oxford University Press on behalf of Royal Astronomical Society 
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imulations in particular. The latest generation of cosmological 
imulations all approximately reproduce the observed mass–size 
elations, e.g. the EAGLE simulations (Schaye et al. 2015 ; Furlong 
t al. 2017 ), Illustris-TNG (Genel et al. 2018 ), or SIMBA (Dav ́e et al.
019 ). Moreo v er, these simulations are able to form a diverse set of
orphologies, as both star-forming discs and quiescent spheroids are 

ormed (e.g. Snyder et al. 2015 ; Correa et al. 2017 ; Thob et al. 2019 ).
Ho we v er, man y of these studies are based on a comparison

etween the stellar mass distributions of simulated galaxies, and the 
ptical light observed in photometric galaxy surv e ys. Additionally, 
here are often differences in the measurement techniques used: 
alaxy sizes in simulations are typically measured using a curve of
rowth method, whereas observational studies tend to fit parametric 
odels to estimate galaxy sizes. 
To mitigate possible biases introduced in these comparison studies, 
uch effort has gone into the post-processing of simulations to 

roduce realistic mock observations. At the core, these mock data 
ll consist of optical images, which are created by modelling 
he spectral energy distributions (SEDs) of the stellar particles 
o estimate the total light emitted within a specified wavelength 
ange. Further possible layers of complexity are the addition of a 
ky background and photon noise, and modelling of the effects of
ust. Even without the inclusion of dust attenuation, these mock 
mages have demonstrated the importance of colour gradients: sizes 

easured from simulated, optical images are generally larger than the 
orresponding stellar mass sizes (van de Sande et al. 2019 ), which is
n line with observational findings (e.g. Szomoru et al. 2013 ; Mosleh
t al. 2017 ; Suess et al. 2019 ). The mass–size relation is therefore
lso changed, and simulated galaxies are found to be larger than 
bserv ed (Sn yder et al. 2015 ; Bottrell et al. 2017b ; van de Sande
t al. 2019 ), although the galaxy populations in Illustris-TNG show 

elatively good correspondence with observations (Genel et al. 2018 ; 
in et al. 2021 ). 
Most of the aforementioned studies, ho we ver, do not measure 

alaxy size in the same manner as observational studies, or do not
odel the effects of dust in their mock images. More progress

n the latter front has been made in studies that measure galaxy
orphologies from mock images created with radiative transfer 

odes, which model the dust absorption and scattering of light 
etween the point of emission and an observer (e.g. SUNRISE , SKIRT ,
r POWDERDAY Jonsson 2006 ; Baes et al. 2011 ; Camps & Baes 2015 ;
arayanan et al. 2021 ). With these more realistic images, Rodriguez- 
omez et al. ( 2019 ) (Illustris-TNG) and Bignone et al. ( 2020 )

EAGLE) found that galaxy morphologies at z ∼ 0, as quantified 
y non-parametric methods (for a re vie w, see Conselice 2014 ), agree
ell between simulations and observations. 
To also make the measurement of galaxy sizes consistent with ob- 

ervations, requires fitting the mock surface brightness profiles with 
 ́ersic models (Sersic 1968 ). These models are highly instructive, 
s they simultaneously measure the overall scale (size, luminosity) 
nd morphology of a galaxy (quantified by the S ́ersic index and the
rojected axial ratio). On the other hand, the modelling of S ́ersic
rofiles is strongly dependent on the estimation and treatment of the 
ky background and noise within an image, and dedicated software 
or the robust extraction of structural parameters has therefore been 
eveloped (e.g. GALFIT , GIM2D ; Peng et al. 2002 ; Simard et al.
002 ). Using such software, Price et al. ( 2017 ) demonstrated the
mportance of the measurement method used on the inferred size, as
he sizes of high-redshift galaxies in the MassiveFIRE simulations 
iffer significantly between measurements with GALFIT and aperture- 
ased methods. With a custom-fitting method, Rodriguez-Gomez 
t al. ( 2019 ) found that the z ∼ 0 mass–size relation in Illustris-TNG
epends only weakly on the method used to measure the half-light
adius, but the S ́ersic profile sizes of the simulated galaxies appear
o be systematically larger than equi v alent measurements from the
an-STARRS 3 π Steradian Survey. 
Clearly, there are many factors at play when comparing simula- 

ions and observations: the physics implemented in the simulation 
and the limited fidelity thereof), the level of ‘realism’ of the forwards
odelled mock data, and consistency in the analysis methods used. 

n this work, we aim to perform a consistent comparison between
he structural properties of galaxies in the EAGLE simulation and 
alaxies from the Galaxy And Mass Assembly (GAMA) surv e y
Driver et al. 2011 ; Liske et al. 2015 ; Baldry et al. 2018 ). We
easure the structural parameters of the simulated galaxies using 

ear-identical methods to large galaxy surv e ys, and do so for the
rojected stellar mass distributions, as well as optical images that 
nclude dust attenuation (from Trayford et al. 2017 ). This allows
s to not only perform a robust comparison with observations from
AMA but also to distinguish between the effects of colour gradients

nd differences in the measurement methods used. 
We first describe the EAGLE simulations and the construction 

f the optical images used in Section 2. Section 3 discusses the
ubsequent creation of realistic mock images that include instrumen- 
al effects and noise, as well as the S ́ersic profile modelling and
ssociated quality control. We compare different measures of galaxy 
ize in Section 4, and demonstrate how both the adopted measurement
ethod and colour gradients (due to stellar population gradients 

nd dust) within galaxies affect the o v erall mass–size relation. The
orphological properties obtained with the S ́ersic profile modelling 

re presented in Section 5 and compared with observations from 

AMA. Finally, we discuss the implications of our findings in 
ection 6, and summarize our key results in Section 7. 

 DATA  

.1 EAGLE simulations 

he EAGLE simulations consist of a suite of smoothed particle 
ydrodynamics (SPH) simulations for a range of different volumes, 
esolutions, and subgrid models (Crain et al. 2015 ; Schaye et al.
015 ). Here, we use the reference model run for the largest available
omoving volume of 100 3 Mpc 3 (L100N1504), which assumes a flat 
 CDM cosmology with cosmological parameters obtained from 

lanck Collaboration XVI ( 2014 ): �m 

= 0.307, �b = 0.0482, and
 0 = 67 . 77 km s −1 Mpc −1 . This simulation has a mass resolution of
 . 7 × 10 6 M � for the dark matter particles, and 1 . 81 × 10 6 M � for
he initial mass of the gas particles. As a result, galaxies of stellar

ass M ∗ � 10 10 M � are typically resolved by � 10 4 stellar particles
t z ∼ 0. The Plummer-equi v alent gravitational softening scale is
= 0.70 proper kpc at z < 2.8, and the gravitational force starts

o get softened on scales smaller than 2 . 8 ε ≈ 2 kpc. From hereon,
e will use proper lengths for all quoted distances and sizes, unless

tated otherwise. 
Haloes are identified in EAGLE using the friends-of-friends 

lgorithm, and self-bound substructures within haloes are identified 
sing the SUBFIND algorithm (Springel et al. 2001 ; Dolag et al. 2009 ).
e follow the convention of Schaye et al. ( 2015 ) and define galaxies

s the collection of particles that belong to a single substructure,
ith the galaxy stellar mass defined as the sum of the stellar particles

nclosed within a spherical aperture with radius 30 kpc centred on
he potential minimum. We focus our analysis on galaxies at z =
.1 (snapshot 27), for which mock optical imaging created with 
KIRT is available, as described in Section 2.2. Given the limited
MNRAS 511, 2544–2564 (2022) 
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patial resolution in the simulation, we impose a lower limit on the
tellar mass of M ∗ = 10 10 M � , as Ludlow et al. ( 2019 ) showed that
alaxies below this stellar mass tend to have sizes smaller than the
onvergence radius of the dark matter, leading to the spurious transfer
f energy from dark matter to stars via 2-body scattering. Selecting all
alaxies of stellar mass M ∗ ≥ 10 10 M � from the public EAGLE data
ase (McAlpine et al. 2016 ), we obtain a sample of 3624 galaxies. 

.2 Galaxy images 

ptical images, presented in Trayford et al. ( 2017 ), were generated
y post-processing the EAGLE data with SKIRT (Baes et al. 2003 ,
011 ; Camps & Baes 2015 ). The principle of the radiative transfer
ode SKIRT is to trace monochromatic ‘photon packages’ from a
ource to a specified detector using a Monte Carlo method. In this
 ay, unlik e with the commonly adopted method of applying a dust

creen, representative 3D absorption and scattering of light due to
ust are accounted for, thus creating a realistic image. We provide
 brief summary of these data below, and refer the reader to Camps
t al. ( 2016 ) and Trayford et al. ( 2017 ) for a detailed description of
he procedures involved. 

The stellar particles in the snapshot, provided they lie within a
0 kpc radius around the centre of the galaxy, form the source of
he photon packages. As described in Trayford et al. ( 2015 ), each
article older than > 100 Myr is treated as a single stellar population,
nd assigned a SED with GALAXEV (Bruzual & Charlot 2003 ),
sing the initial mass, metallicity, and stellar age from the simulation
napshot and assuming a Chabrier ( 2003 ) initial mass function. The
patial distribution of the light emitted by the particle is described by
 truncated Gaussian distribution, with a smoothing length dependent
n the distance to the 64th nearest neighbour. 
For younger stars, the additional absorption by dust in the birth

louds needs to be taken into account. Given the limited mass
esolution, ho we ver, this first requires a resampling of the recent star
ormation of the stellar particles with young ages ( < 100 Myr), which
s done in a similar fashion to Trayford et al. ( 2015 ). Subparticles
lder than 10 Myr are treated as described abo v e, whereas younger
opulations are instead assigned SEDs using the MAPPINGS-III code
Gro v es et al. 2008 ), which models the emission and dust absorption
ithin H II regions. The smoothing length for these young popula-

ions is taken to be dependent on their mass and the local gas density,
lthough the net kernel (i.e. including the position) is equi v alent
o that of the other stellar particles. We note that the choice of the
moothing lengths sets the level of granularity in the final images, and
ignone et al. ( 2020 ) showed that this likely affects some of the non-
arametric morphological measurements. Ho we ver, in Appendix A
e demonstrate that the smoothing has a negligible effect on the
arametric morphologies measured in this work. 
Dust in the diffuse interstellar medium (ISM) is modelled based

n the properties and spatial distribution of the gas particles in the
alaxy. Gas particles are smoothed using the SPH smoothing lengths,
nd the ISM is then discretized o v er an adaptive grid with a minimum
rid cell size of 0.11 kpc. The dust mass within the grid cells is
alculated from the star-forming as well as the cold ( T < 8000 K) gas
ass, by assuming a constant dust-to-metal mass ratio (Camps et al.

016 ). Dust mass in the H II regions, already implemented through
he MAPPINGS-III SEDs, is also accounted for. The composition of the
ust grains is taken as the model by Zubko, Dwek & Arendt ( 2004 ),
 multicomponent interstellar dust model that provides a good fit to
he observed extinction curve of the Milky Way, as well as the diffuse
nfrared emission and abundance constraints. 
NRAS 511, 2544–2564 (2022) 
With the source of emission and distribution of the dust defined, the
KIRT calculations are performed on a finely sampled wavelength grid
333 wavelengths in the range 0 . 28 –2 . 5 μm ), resulting in an integral
eld data cube. Broad-band imaging is constructed by convolving

he cube with an instrument response function and integrating along
he wavelength direction. This is done for both the observed ( z =
.1) and rest frame for three different projections: face-on, edge-
n, and random (the projection along the z-axis of the simulation
ox). Images have a field of view of 60 × 60 kpc 2 with a pixel
cale of 0 . 234 kpc pix −1 , which at z = 0.1 corresponds to an angular
esolution of 0 . 123 arcsec pix −1 . 

 M E T H O D S  

.1 Sloan Digital Sky Sur v ey mock images 

he images generated with SKIRT provide a realistic view of the
ptical emission of the simulated galaxies. Ho we ver, unlike real
bservations of galaxies, these images do not include any instru-
ental effects or background noise. We therefore use the randomly

rientated SKIRT images as a starting point to construct mock
bservations, specifically, to mimic typical image data from the
loan Digital Sky Survey (SDSS). We choose to focus on only the
 -band images (in the observed frame; Doi et al. 2010 ), as this is the
avelength range commonly used in observational studies. 
In addition to creating mock SDSS images of the optical light,

e construct mock ‘images’ of the stellar mass distributions directly
rom the simulation snapshot. These stellar mass maps are designed
o have similar noise properties and resolution as the optical imaging,
o allow for a robust comparison between the distributions of the
ptical emission and stellar mass. 

.1.1 Optical ima g es 

he initial images are 60 kpc on a side, which in most cases is
ignificantly larger than the half-mass radius of the galaxy. Ho we ver,
ore massive galaxies can have large half-mass radii ( > 10 kpc), or

ontain extended star-forming discs. Although a 30 kpc aperture may
apture all the galaxy mass, at least for systems of M ∗ < 10 11 M �
Schaye et al. 2015 ), a large spatial extent can still be problematic in
he S ́ersic modelling, as the extended emission may get mistaken for
ackground flux. We therefore add empty background pixels on to
he sides of the images, such that they become 60 arcsec × 60 arcsec
n area (114 2 kpc 2 ). 

Next, we add a uniform background and convolve the image with
 Gaussian point spread function (PSF) to match the sky background
nd seeing in the SDSS imaging. We calculate the median value of
he r -band ‘sky’ and ‘psfWidth’ from the photometric field catalogue
f the ninth data release of the SDSS (DR9; Ahn et al. 2012 ), to
et the sky background level ( μsky = 20 . 9 mag arcsec −2 ) and the
ull width at half maximum (FWHM = 1 . 39 arcsec ) of the PSF,
espectively. We note that the real PSF in the SDSS image data
as a far more complex shape than the single Gaussian profile
ssumed here. Ho we ver, in Appendix B we sho w that a simple
SF model is sufficient for measuring parametric morphologies.
fter the convolution, we resample the image from a pixel scale
f 0 . 123 arcsec pix −1 to 0 . 396 arcsec pix −1 to match the SDSS pixel
esolution. 

From the same SDSS DR9 catalogue, we obtain typical values for
he r -band detector gain ( G = 4 . 73 e − ADU 

−1 ), the conversion factor
rom counts to fluxes (nMgyPerCount = 0 . 0051 nmgy ADU 

−1 ), and
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Figure 1. Examples of the r -band images constructed with SKIRT of galaxies 
at z = 0.1 (left; Trayford et al. 2017 ), and the corresponding mock SDSS 
images that include realistic instrumental and sky effects (right). 
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Figure 2. Examples of the stellar mass maps of galaxies at z = 0.1 created 
by projecting the stellar particles along the z-axis of the simulation box (left), 
and the corresponding mock SDSS ‘stellar mass images’ that include realistic 
instrumental and sky effects (right). 
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he ‘dark variance’ (the combination of detector read-out noise and 
he dark current; σ 2 

dark = 1 . 32 ADU 

2 ). The dark variance is added to
he image to mimic detector effects, under the assumption that these 
lectrons follow a Poisson distribution (i.e. μ = σ 2 ), although this 
ource of noise is insignificant in comparison to the sky background 
evel (a factor ≈20 lower). Lastly, we convert the image to units of
 

− pix −1 . 
The image now closely resembles the collection of photoelectrons 

y a detector, and these photoelectrons obey Poisson statistics. We 
an therefore create an image with a realistic noise level: for each
ix el, we dra w a random sample from the Poisson distribution with
ean value equal to the number of electrons in that pixel ( μ =
 e,pix ). We also obtain a ‘sigma image’, an image with the same
imensions as the galaxy image that stores G 

−1 × √ 

N e , pix , which 
ill be used as statistical weights in the two-dimensional S ́ersic
odelling (Section 3.2). We note that the image construction with 

KIRT (Section 2.2) also introduces Poisson noise, ho we ver, this
oise is well below the typical noise level in the SDSS (Trayford
t al. 2017 ), therefore justifying the seemingly duplicate addition of
hoton noise. 
As a final step, we divide the image by the gain and subtract

he (previously added) sky background and dark variance from the 
oisy image, delivering the final mock SDSS image. Fig. 1 shows
n example of an initial r -band image created with SKIRT , and the
orresponding mock SDSS image (converted to physical flux units) 
hat includes realistic noise and PSF smoothing. 

Unlike the real SDSS data, these mock images do not contain 
n y fore ground or background sources, as only light from within
 30 kpc aperture is included. We have chosen to not implement
his additional complexity, as Bottrell et al. ( 2017a ) showed that the
f fect of cro wding on the measurement of structural parameters is
enerally small, with the exception of very low surface brightness 
ystems that are few in number. 

.1.2 Stellar mass ima g es 

o construct images of the stellar mass distribution that match the 
oise and image resolution properties of the r -band images, we 
ollow a similar methodology to the previous section, with few 

odifications. Rather than starting from the SKIRT data, we begin 
rom the EAGLE particle data and select a box of size 114 3 kpc 3 

entred around the potential minimum of the galaxy. Within this 
ox, we select only the stellar particles that are identified as being
art of the galaxy by the SUBFIND algorithm. In this way, analogous to
he SKIRT images, neighbour galaxies are not included in the images.
he current stellar mass of these particles is then projected in the
 −y plane of the simulation box to obtain an image of 512 × 512
ixels, which is the same orientation and of similar spatial resolution
s the SKIRT data. 

To be able to add realistic noise as described in Section 3.1.1,
n ef fecti ve mass-to-light ratio ( ϒ eff ) is required that describes the
ypical scaling between the r -band and stellar mass imaging. To
btain ϒ eff , we first compute the ratio ( ϒ) between the stellar mass
f the galaxy (within the spherical aperture of radius 30 kpc), and the
bserved flux within a circular aperture of 30 kpc in the noise-free
ptical images. We then use the median of this distribution, ϒ eff =
0 11 M � mJy −1 , to convert the stellar mass images to an ef fecti ve
ux and hence to a number of photoelectrons. We use a fixed value
f ϒ eff for all galaxies, as the variation in ϒ is relatively small: the
tandard deviation of 0 . 13 dex in ϒ corresponds to variations in the
mage noise level of ∼15 per cent , which we have found the S ́ersic
rofile fitting procedure (Section 3.2.2) to not be sensitive to. 
As in Section 3.1.1, we add a uniform sky background level and

mooth the image with a Gaussian PSF, using the same μsky and PSF
WHM as before. The image is then resampled to a pixel scale of
 . ′′ 396 pix −1 , and the dark variance is added. We apply a Poisson noise
odel, and subtract the total (sky + dark variance) background to

roduce our final mock SDSS image of the stellar mass distribution.
ig. 2 shows an example of the initial x −y projection of the stellar
articles, and the mock SDSS image. 

.2 S ́ersic modelling 

e model the light and stellar mass profiles of the simulated galaxies
y fitting a two-dimensional, parametric model to the mock imaging. 
MNRAS 511, 2544–2564 (2022) 
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his model, a single S ́ersic profile (Sersic 1968 ), is described by five
arameters: the total AB magnitude ( m ) or stellar mass ( M ∗, S ́e rsic ), the
 ́ersic index ( n ), the half-light or half-mass semimajor axis ( r e,maj ),

he ratio of the semimajor and semiminor axes ( q ), and the position
ngle ( φ). 

We describe our fitting procedure in detail in the following
ections. In summary, we use a combination of SEXTRACTOR (Bertin
 Arnouts 1996 ) and GALFIT (Peng et al. 2010 ) to estimate the

nitial values of the S ́ersic parameters and to find the best-fitting
arameter v alues, respecti vely. Both softwares are commonly used in
bservational studies that measure structural parameters of galaxies
e.g. Barden et al. 2012 ; Kelvin et al. 2012 ; van der Wel et al. 2012 ;

eert, Vikram & Bernardi 2015 ), which enables us to perform a
onsistent comparison between simulated and observational results. 

.2.1 Initial parameter estimation 

s the S ́ersic model is described by five parameters, increased to
even free parameters by the addition of the galaxy centroid position,
here is a vast parameter space to be explored to find their optimal
alues. It is therefore crucial to provide reasonable initial estimates
f the S ́ersic parameters to reduce the computational cost, and a v oid
he fit to converge to a local, rather than global, minimum. 

We use SEXTRACTOR (Bertin & Arnouts 1996 ) to detect the
ource(s) present in each image and extract their photometric
roperties. Unlike real observations, the mock images include only
ass and light from the vicinity of the galaxy potential minimum,

nd, in the majority of cases, there is thus only one source to
e found by SEXTRACTOR . Ho we ver, merging systems or small
atellites of larger satellite galaxies may have been identified as a
ingle galaxy by the SUBFIND algorithm, but show two (or more)
patially distinct components in the imaging. We therefore run
EXTRACTOR with a set-up akin to the ‘cold mode’ employed by

he GALAPAGOS code (for details, see Rix et al. 2004 ; Barden et al.
012 ), which was optimized to detect and deblend flux from bright
ources. Specifically, we use a relatively high detection threshold,
equiring 3 σ detections o v er 15 adjacent pixels after smoothing with
he default convolution kernel. To deblend the detected object(s), we
se a number of 64 subthresholds (the levels between the detection
hreshold and maximum count value; DEBLEND NTHRESH = 64)
nd a minimum contrast of DEBLEND MINCONT = 0 . 0001. For
ach image, the corresponding sigma image (Section 3.1.1) is used to
rovide the algorithm with the root mean square (RMS) noise level,
nd the background is set to a fixed value of zero. We note that this
rocedure is vastly simplified in comparison with observational data,
ue to the fact that our images contain just one or few bright objects,
nd we have a perfect background subtraction and noise model. Our
EXTRACTOR results are therefore only weakly sensitive to changes

n the parameters in the configuration file. 
The output catalogue of SEXTRACTOR contains the centroid

osition (‘X IMAGE’, ‘Y IMAGE’), total flux (‘FLUX AUTO’),
alf-light radius (‘FLUX RADIUS’), ellipticity ( e ≡ 1 − q ; ‘ELON-
ATION’) and position angle ( θ ≡ φ + 90 ◦; ‘THETA IMAGE’) of

ach extracted source. We use these to set the initial values for the
osition, m or M ∗,Sersic , q , and φ of the S ́ersic model, respectively.
or the initial value of r e,maj , we follow the approach by Kelvin et al.
 2012 ) and correct the circularized radius from SEXTRACTOR to a
ajor axis size, and account for the PSF convolution: 

 e , maj = 

√ 

r 2 e , circ 

q 
− 0 . 32 � 

2 , (1) 
NRAS 511, 2544–2564 (2022) 
here � is the FWHM of the PSF. This leaves just one parameter,
he S ́ersic index, which we set to an initial value of n = 4. 

.2.2 S ́ersic profile fitting 

e perform the S ́ersic modelling with GALFIT (Peng et al. 2010 ),
hich uses the Levenberg–Marquardt algorithm to find the parameter
alues for which the total χ2 value of the image is minimized.
o do so, the mock image, sigma (RMS) image, and PSF (from
ections 3.1.1 and 3.1.2) are provided as an input. We allow for
ultiple S ́ersic profiles in the configuration file, such that satellite

alaxies (if present) are fit simultaneously with the primary galaxy,
nd initial parameters for each profile are set as described in the
revious section. The sky background is fixed to a value of zero,
lthough we investigate the effect of allowing for a variable sky
omponent in the Section 3.2.5. 

As a first pass, we do not place any constraints on the parameter
alues, to let the algorithm freely explore the parameter space. For
ost galaxies, this procedure leads to convergence with reasonable

izes and S ́ersic indices. Occasionally ho we v er, the S ́ersic inde x
eaches implausible values (e.g. n < 0.2), and we therefore rerun
he fits for these objects with an additional constraint of 0.2 < n <
.0 for the primary component only, which can lead to convergence
ithin this range. In Fig. 3 , we demonstrate the S ́ersic modelling for

he galaxies in shown in Figs 1 and 2 . 

.2.3 Flags 

e assess the quality of the fits by three criteria, which translate into a
ingle combined flag: any fit that has converged at the boundary of the
llowed range in n is assigned a flag value of 1; a value of 2 is added to
ndicate images in which multiple components are fit simultaneously;
 value of 4 is added to objects with bad fits, and is assigned on the
asis of a visual inspection of the fits and residual images. This latter
ategory consists of a mixture of objects, such as ongoing mergers
hat are simply not well described by S ́ersic profiles, brightest cluster
alaxies that have highly complex morphologies, or simply failed
ts that are unrealistically large in size. In few cases (27), we find

hat the SEXTRACTOR -detected sources are o v erdeblended, due to
trong dust lanes or star-forming clumps in the disc being detected
s separate objects. This only affects the optical images, and for these
ew galaxies we redo the GALFIT fitting with a single component. 

We provide the final catalogues of the best-fitting S ́ersic model
arameters and flag values in Tables 1 and 2 . For the results presented
n the following sections, we filter out all galaxies that contain a flag
alue of 1 (18 r -band fits, 33 stellar mass fits), as these measurements
f the S ́ersic index and size are not robust. Galaxies with bad fits are
lso remo v ed from the sample. Clearly, the definition of a ‘bad’ fit
s subjecti ve, ho we ver, < 1 per cent of galaxies fall in this category
25 r -band fits, 10 stellar mass fits), and the population statistics are
herefore likely unaf fected (e ven at M ∗ � 10 11 . 2 M � , < 20 per cent
f galaxies are excluded). With these quality criteria applied, 3560
alaxies remain with good fits in both the r -band and stellar mass
maging. 

.2.4 Measurement uncertainties 

lthough GALFIT provides an estimated uncertainty on the measured
tructural parameters (limited to two decimal places), these tend to
nderestimate the true uncertainties (for discussion, see van der Wel
t al. 2012 ). To obtain an estimate of the typical uncertainty on the
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Figure 3. Results of the S ́ersic profile modelling with GALFIT for the galaxies presented in Figs 1 and 2 . The top ro w sho ws the r -band image (left), best-fitting 
S ́ersic model (middle), and residual (right) of the two galaxies, respectively. The bottom row shows the corresponding results for the stellar mass images. 

Table 1. Best-fitting r -band structural parameters and uncertainties from GALFIT . This table is available in its 
entirety online. 

GalaxyID m r e n q φ flag 
mag kpc deg 

2 17.24 ± 0.00 2.77 ± 0.02 1.02 ± 0.02 0.44 ± 0.00 33.68 ± 0.35 0 
13632 17.13 ± 0.01 3.02 ± 0.05 2.45 ± 0.07 0.74 ± 0.01 − 39.91 ± 1.20 0 
21794 17.69 ± 0.01 4.10 ± 0.06 1.26 ± 0.03 0.50 ± 0.01 10.58 ± 0.65 0 
23302 17.47 ± 0.01 1.47 ± 0.02 3.50 ± 0.18 0.58 ± 0.01 55.00 ± 1.03 0 
24478 18.19 ± 0.01 4.78 ± 0.10 1.01 ± 0.04 0.43 ± 0.01 62.11 ± 0.75 0 

Table 2. Best-fitting stellar mass structural parameters and uncertainties from GALFIT . This table is available in 
its entirety online. 

GalaxyID log ( M ∗/M �) r e n q φ flag 
kpc deg 

2 10.837 ± 0.000 2.61 ± 0.02 0.88 ± 0.02 0.42 ± 0.00 34.02 ± 0.24 0 
13632 10.848 ± 0.004 2.63 ± 0.02 2.60 ± 0.06 0.77 ± 0.01 − 40.93 ± 1.07 0 
21794 10.592 ± 0.004 3.96 ± 0.05 1.22 ± 0.03 0.49 ± 0.00 9.91 ± 0.49 0 
23302 10.647 ± 0.000 1.33 ± 0.02 2.72 ± 0.12 0.58 ± 0.01 52.99 ± 0.84 0 
24478 10.383 ± 0.004 4.72 ± 0.07 0.92 ± 0.03 0.41 ± 0.01 63.50 ± 0.54 0 
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ifferent parameters, we create a second random noise realization of 
he mock images, and repeat the S ́ersic profile fitting for this set of
mages. By comparing the differences in the structural parameters 
etween the two runs, we find that the scatter in r e,maj corresponds
o a typical uncertainty of δ log ( r e , maj ) = 0 . 03 dex. Similarly, for
he total magnitude and stellar mass δ log ( m S ́e rsic ) = 0 . 05 mag and
log ( M ∗, S ́e rsic ) = 0 . 02 de x, respectiv ely, and the S ́ersic index is the
ardest to constrain precisely, with δ log ( n ) = 0 . 04 dex. These values
re broadly consistent with the uncertainties found by van der Wel 
t al. ( 2014a ), given that the typical signal-to-noise ratio of our images
 / N ≈ 100 (where the S/N is calculated using the pixels belonging

o the galaxy as identified by SEXTRACTOR ). Galaxies for which the
ALFIT estimates of the uncertainties are smaller than these values, 
re assigned the abo v e typical values where needed. 

.2.5 Sky background estimation 

s noted in Section 3.2.1, our images have perfect background 
ubtraction by construction, which enables us to set the background 
o a fixed value of zero. However, obtaining an accurate background 
v
s often a challenge in observational studies, and commonly used 
ools such as SEXTRACTOR have been found to o v erestimate the sk y
ackground (H ̈aussler et al. 2007 ). 
The source extraction, and in particular the S ́ersic modelling, is

ighly sensitive to the estimation of the background. To test whether
he comparison we wish to make between our S ́ersic fits and those
rom observational data is affected by sky background uncertainties, 
e rerun both SEXTRACTOR and GALFIT on the mock imaging with a
ariable sky component. We note that this test does not capture all the
omplexities faced in observational studies, where the background 
sually varies spatially across the image, but serves as a test for any
ystematic effects from including a nuisance parameter in the S ́ersic
rofile modelling. 
From SEXTRACTOR , we obtain an initial estimate of the sky

ackground in the image. We then create a sky component in
he configuration file for GALFIT , to be fitted simultaneously with
he S ́ersic profile(s). An accurate fit of the background by GALFIT

equires a sufficiently large area of background pixels in comparison 
ith the area spanned by the galaxy itself. With an image size of
0 arcsec on a side, this is the case for the majority of the sample. For
ery large galaxies this area is insufficient, causing the background 
MNRAS 511, 2544–2564 (2022) 

art/stab3510_f3.eps


2550 A. de Graaff et al. 

t  

a
 

b  

p  

0  

o  

o  

t  

t  

i  

a  

M  

s  

c  

i  

i  

t  

δ

4

I  

m  

l  

p  

d  

i  

o  

s  

a

4

H  

b  

s  

s  

a  

e  

d  

f  

t  

S
 

a  

t  

e  

(  

m  

p  

t  

t  

t
 

8  

h  

m  

a  

m  

a  

b  

Figure 4. Distribution of the best-fitting sky background level from GALFIT . 
The median of the distribution (dashed line) is close to zero for both the r 
band (orange) and stellar mass (grey) images with little scatter (0.2 ADU; 
where the unit ADU is related to the number of photoelectrons as described 
in Section 3.1.1), which is negligible in comparison to the typical galaxy 
flux per pixel of order ∼10 –10 2 ADU. We therefore also find no systematic 
differences between the best-fitting S ́ersic models from the fits with a variable 
and fixed sky background. 
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o be o v erestimated due to confusion between the sky background
nd low surface brightness emission from the object itself. 

Fig. 4 shows the distribution of the sky background as determined
y GALFIT , for both the r band and stellar mass fits. Both distributions
eak at a value of zero and show small scatter: the median of
.01 ADU ( r band) or 0.03 ADU (stellar mass) and standard deviation
f 0.2 ADU are well below the typical galaxy flux per pixel of
rder ∼10 2 ADU. For the stellar mass images, the asymmetric tail
o wards positi ve v alues of the sk y background can be e xplained by
he aforementioned effect of fitting the background in relatively small
mages. This effect is not present in the r -band images, as these im-
ges consist largely of empty background pixels (see Section 3.1.1).
ost importantly, we find no systematic difference in the derived

tructural parameters between the fits with and without a variable sky
omponent. The additional uncertainties on the structural parameters
ntroduced by the variable sky component are also insignificant
n comparison with the random uncertainties described in Sec-
ion 3.2.4: δ log ( r e , maj ) = 0 . 006 dex, δ log ( m S ́e rsic ) = 0 . 013 mag or
log ( M ∗, S ́e rsic ) = 0 . 005 dex, and δ log ( n ) = 0 . 009 dex. 

 G A L A X Y  SIZES  

n this section, we present the sizes measured with the S ́ersic
odelling and e v aluate ho w the estimated half-mass and half-

ight radii differ from commonly used measures of size from the
ublic EAGLE catalogues (McAlpine et al. 2016 ). In addition to the
ifferent measurement methods, we examine the effects of gradients
n the stellar population properties and dust attenuation on the
bserved size. We then assess the impact of different size (and
tellar mass) estimates on the obtained stellar mass–size relation,
nd compare with the observed mass–size relation at z ∼ 0. 

.1 Do simulated galaxies follow S ́ersic profiles? 

o we ver, before we make these different comparisons, we begin
y asking whether the S ́ersic profile provides a good model for the
urface brightness and density profiles of simulated galaxies. The
imulation has finite resolution, set by both the mass of the particles
nd the gravitational softening scale of ≈2 kpc. Although Schaller
t al. ( 2015 ) showed that the (3D) density profiles of the stellar and
ark matter mass are on average well converged on scales � 2 kpc,
or most galaxies the inner few kpc of the density profile will drive
he fit of the S ́ersic profile, as this is where the majority of the high
/N flux is concentrated in the image. 
To gauge whether the finite resolution leads to systematic devi-

tions from the S ́ersic model, we compare the S ́ersic profiles with
he azimuthally averaged profiles from the mock images. We first
xtract the surface brightness ( μr ) and stellar mass surface density
 � ∗) profiles from the mock images and the best-fitting models, by
easuring the flux in elliptical apertures with the axial ratio and

osition angle from the best-fitting S ́ersic model. As we may expect
he resolution to have a dif ferent ef fect on the profiles depending on
he galaxy size itself, the sample is divided in three bins according
o the half-light or half-mass radius. 

In the upper panels of Fig. 5 , we show the median, 16th and
4th percentiles of the observed μr profiles as a function of the
alf-light radius. For each size bin, the profiles are normalized to the
edian magnitude within the bin, and the scatter therefore represents
 difference in the profile shape only. Underneath, we show the
edian, 16th and 84th percentiles of the residual profiles, which

re calculated as the difference between the normalized profiles and
est-fitting models. For the largest size bin, the profiles are cut off at
NRAS 511, 2544–2564 (2022) 
0 kpc, because of the limited spatial extent of the SKIRT images (see
ection 3.1.1). Similarly, the lower set of panels show the � ∗ profiles
s a function of the half-mass radius, normalized to the median stellar
ass in each bin, as well as the residual profiles. 
The simulated galaxies are generally well described by the S ́ersic
odels, as there are only some minor systematic features visible: in

he left-hand panels (i.e. the smallest sizes), there is positive residual
ux at r ≈ 2 kpc ( r ≈ 0 . 6 r e , maj ), whereas the region around r ≈
 kpc ( r ≈ 1 . 7 r e , maj ) is o v ersubtracted. At large radii, low surface
rightness emission is also not fully captured by the single S ́ersic
rofile. In the larger size bins, similar residual features appear around
he same absolute radii (and thus at a smaller number of ef fecti ve
adii), suggesting that the limited resolution of the simulations has a
mall, systematic effect on the profiles. 

Furthermore, we find that the S ́ersic models perform well when
omparing the integrated luminosity and stellar mass with the input
ata. Fig. 6 shows the difference between the total r -band magnitude
 m S ́e rsic ) and the magnitude measured within 30 kpc in the SKIRT

mage (i.e. not including noise or instrumental effects). Similarly,
he right-hand panel shows the difference in the total stellar mass
 M ∗, S ́e rsic ) and the stellar mass within a 30 kpc aperture ( M ∗,30 ) as a
unction of M ∗,30 . Typically, 98 per cent of the luminosity or stellar
ass is reco v ered in the S ́ersic fit. At high mass and high luminosity,

here is an increasingly stronger deviation, demonstrating that the
0 kpc aperture does not capture the full extent of the galaxy (as
oted previously by Schaye et al. 2015 ). In Appendix C, we also
resent the difference between M ∗, S ́e rsic and the stellar mass obtained
or other aperture sizes (50, 70, 100 kpc, and the entire subhalo mass),
nding that M ∗, S ́e rsic is approximately equi v alent to the stellar mass
nclosed within a spherical aperture of radius 70 kpc for very massive
alaxies. 

We therefore conclude that the S ́ersic model provides a good
escription of both the stellar mass surface density profiles and the
urface brightness profiles of EAGLE galaxies, and defer a further
iscussion of the minor systematic residuals to Section 6.2. 

art/stab3510_f4.eps


Structur al par ameters of EAGLE galaxies 2551 

Figure 5. Surface brightness (orange) and stellar mass surface density (grey) profiles of EAGLE galaxies. The sample is divided into three bins of increasing 
half-light or half-mass radius, and the profiles are normalized to the median magnitude or stellar mass within each bin. Coloured lines and shaded areas in the 
first and third ro ws sho w the 16th, 50th, and 84th percentiles of the normalized profiles measured from the mock imaging, and dashed lines indicate the median 
of the normalized, best-fitting S ́ersic models in each panel. Surface brightness profiles are cut off at r = 30 kpc, corresponding to the size of the SKIRT images. 
The median, 16th and 84th percentiles of the residuals, calculated as the difference between the normalized profiles and models, are shown in the second and 
fourth rows (in linear scale, as opposed to the logarithmic scale used for the profiles). The surface brightness and density profiles closely follow S ́ersic profiles, 
with only minor systematic features in the residuals. 

4

S  

c  

2
t  

a
o
M  

a  

w  

t  

t
a  

c
t  

W  

t  

t

 

t  

f  

n  

i  

p
i  

w  

I  

c
 

d  

b  

F  

a  

a
(

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/511/2/2544/6448999 by Jacob H
eeren user on 11 M

ay 2022
.2 Comparing different measures of size 

ize estimates in the EAGLE data release are based on a growth-
urve method and come in two variations (see also Furlong et al.
017 ). The first method computes the total stellar mass belonging 
o a single subhalo within a spherical aperture of radius R centred
round the minimum of the potential, after which spherical apertures 
f increasing radius are constructed to find the radius that encloses 
 ∗( < R )/2. From hereon, we will refer to this half-mass radius

s the 3D r e,R . The second method also uses the total stellar mass
ithin a spherical aperture of radius R as starting point, ho we ver,

he half-mass radius is now measured from a 2D projection of
he stellar mass distribution: circular apertures of increasing radius 
re constructed to find the radius that encloses M ∗( < R )/2. This
omputation is done for projections in three orthogonal planes, and 
he average of the three measurements then gives the 2D R e,R .

ith two different aperture sizes, R = 30 kpc and R = 100 kpc,
here are four different estimates of the half-mass radius in to-
al. 
t  
The difference between the 3D and 2D sizes is significant, with
he former being on average a factor of 4/3 larger, as is to be expected
or spheroidal systems. More importantly, we find that this factor is
ot dependent on the galaxy mass or the sSFR. This is also apparent
n Fig. 12 (discussed in Section 5.2), which shows that the median
rojected axial ratio is approximately constant across the six bins 
n stellar mass and sSFR. To compare with the S ́ersic profile sizes,
e can thus focus on just one of the two methods described abo v e.

n what follows, the results then translate to the other measure by a
onstant factor. 

As the 2D R e,R is by definition a circularized quantity, which
iffers systematically from the semimajor axis of the S ́ersic profile
y a factor 

√ 

q , we choose to use the 3D r e,R for our comparison.
ig. 7 shows the stellar half-mass radius from the GALFIT modelling
s a function of the 3D r e,30 (left) and r e,100 (right). The bottom panels
dditionally show the difference between the two size estimates 
log ( r e,maj / r e,R )), together with the running median (dashed lines). 

There are small, but significant, systematic differences between 
he 3D and S ́ersic sizes. For small galaxies ( r e � 4 kpc), the major
MNRAS 511, 2544–2564 (2022) 
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Figure 6. Reco v ered stellar mass and light with the S ́ersic modelling. The left-hand panel sho ws the dif ference between the total magnitude of the S ́ersic profile 
and the magnitude within a circular aperture of 30 kpc measured from the noise-free optical images, as a function of magnitude. The colour scale corresponds to 
the number density of data points, and individual galaxies are shown for sparsely populated regions (created using DENSITYPLOT ; Krawczyk & Peters 2014 ); the 
dashed line shows the running median. Similarly, the right-hand panel shows the deviation between the total stellar mass of the S ́ersic model and the conventional 
stellar mass of EAGLE galaxies (i.e. the total stellar particle mass within a spherical aperture of radius 30 kpc). On average, the models recover 98 per cent of 
the mass and light within 30 kpc. This increases towards higher masses and luminosities, where the 30 kpc aperture does not capture the full extent of the galaxy. 

Figure 7. Comparison between different measures of the stellar half-mass radius. The upper panels show the semimajor axis of the best-fitting S ́ersic model 
to the stellar mass imaging versus the 3D half-mass radius within a spherical aperture of radius 30 kpc (left) and 100 kpc (right). The lower panels show the 
difference between the sizes as a function of radius, together with the running median (dashed lines). There is a systematic discrepancy between the different 
measures of size, which depends on the radius itself: at small radii, the S ́ersic sizes are smaller by ≈ − 0 . 05 dex (left) or ≈ − 0 . 06 dex (right); this discrepancy 
decreases slightly towards larger radii in the right-hand panel, to a difference of ≈ − 0 . 05 dex. The effect is significantly stronger in the left-hand panel, where 
the difference even changes sign, reflecting the fact that for massive galaxies the 30 kpc aperture underestimates the full extent of the galaxy. 
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xis sizes of the S ́ersic fits are smaller by a constant factor of
pproximately 0 . 89 r e , 30 and 0 . 86 r e , 100 (or equi v alently, a mean
ifference of −0 . 053 and −0 . 066 de x, respectiv ely). Howev er, there
s a dependence on radius, particularly in the left-hand panel, where
NRAS 511, 2544–2564 (2022) 
t large radii the S ́ersic-derived half-mass radii are systematically
arger. As also discussed in Section 4.1, for v ery massiv e galaxies
he spherical aperture of 30 kpc is simply too small to encompass
he full extent of the galaxy, and the 3D half-mass radii are therefore
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Figure 8. Comparison between the sizes obtained from the S ́ersic profile 
fitting to the r -band and stellar mass image data. The dashed line shows the 
running median of the logarithmic difference between the two size estimates. 
Both quantities were estimated with the same methodology and using image 
data with similar noise and equal spatial resolution, and discrepancies can 
therefore be attributed entirely to radial variations in the mass-to-light ratio 
within galaxies. The half-light radii are systematically larger than the half- 
mass radii (typically, 25 per cent larger), and this discrepancy increases 
slightly towards larger radii, albeit with large scatter. 
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nderestimated. For the larger aperture of 100 kpc this effect is
reatly reduced, although there is still a slight increase in � log ( r e )
ith increasing radius, with a mean difference of −0 . 053 dex for
alaxies with r e , 100 > 4 kpc. The size discrepancies found here 
ppear to be slightly larger than the predictions by van de Ven & van
er Wel ( 2021 ) (of � log ( r e ) ≈ 0 . 02 de x), who deriv ed an analytical
rescription for the conversion from S ́ersic profile sizes to 3D sizes.
n the other hand, the two results are likely to be consistent when

aking into account the fact that the axial ratio distributions differ
ystematically between EAGLE and local observations (as oblate 
ystems in EAGLE are not sufficiently flattened, see Section 5.2). 

Thus far, ho we v er, we hav e only compared stellar half-mass
adii, which give insight into the effect of different methodologies. 
his does not account for the effects of dust and stellar population
radients that affect the shapes of the light profiles, and hence also
he inferred sizes. In Fig. 8 , we show how the r -band half-light radii
ompare with the stellar half-mass radii. Here, the methodology is 
he same for both axes, and discrepancies are therefore entirely due 
o radial variations in the mass-to-light ratio ( M ∗/ L r ). 

The half-light radii are systematically larger than the half-mass 
adii, with an offset that depends weakly on radius. The two are
omparable only for small galaxies ( r e , maj � 2 kpc), which are mainly
ompact quiescent galaxies that may be expected to have only 
eak M ∗/ L r gradients, although we caution that these galaxies are
maller than the PSF FWHM (2 . 6 kpc). The bottom panel shows
he size difference as a function of the half-mass radius, together
ith the running median (dashed line): on average, the r -band radii

re 40 per cent larger (0 . 14 dex), with a median of 25 per cent
0 . 10 dex). Ho we ver, there is also significant scatter (of 0 . 13 dex),
hich is asymmetric with excesses of up to ∼0 . 5 dex: gradients in
 ∗/ L r can thus have a great effect on the inferred size for individual

alaxies. 
Fig. 9 examines the origins of the size differences, by showing
 log ( r e ) as a function of different galaxy properties. In addition to

he stellar mass and specific star formation rate (sSFR) measured 
ithin a spherical aperture of radius 30 kpc, we extract the mean
ass-weighted age and metallicity of the stellar particles within the 

ame aperture. We note that, for visualization purposes only, we 
ave added a value of 0 . 01 M � yr −1 to the instantaneous SFR before
alculating the sSFR. Moreo v er, we estimate the dust attenuation
n the r -band ( A r ) by calculating the difference between the rest-
rame absolute magnitudes with and without dust from Trayford 
t al. ( 2015 , 2017 ), although we note that the attenuated magnitudes
re only available for galaxies with a minimum of 250 dust particles
2590 galaxies). 

The size discrepancy is independent of the stellar mass below 

 ∗ ∼ 10 11 M �, but at the high-mass end the half-light radii become
omparable to the half-mass radii. This may reflect minimal dust 
ttenuation or colour gradients at these high masses, although this 
ay also be partially due to the limited spatial extent of the original

KIRT images (60 kpc versus 114 kpc in the stellar mass images). 
On the other hand, there is a strong correlation with the sSFR, and a

imilar trend is visible for the stellar age, with the youngest galaxies
aving much higher values of � log ( r e ) (by ≈0 . 15 dex) than the
ery oldest systems. Interestingly, we find no such correlation with 
he stellar metallicity. 

Furthermore, edge-on galaxies (low projected axis ratios), which 
end to have higher optical depths due to dust, hav e relativ ely large
alf-light radii. Observ ationally, this ef fect may be e ven stronger,
s edge-on EAGLE galaxies are thicker than observed in the local
niverse and thus also have significantly lower dust optical depths 

see Trayford et al. 2017 ). The effects of dust are also visible in the
ower right-hand panel, which shows a weak, positive correlation 
etween � log ( r e ) and the r -band dust attenuation. If we select only
he highly star-forming galaxies (sSFR > 10 −10 . 4 yr −1 ), the effects of
ust become even more pronounced: although the correlation with A r 

ecomes negligible, the anticorrelation with the axial ratio becomes 
lightly stronger (Spearman rank coefficient ρ = −0.32), which 
uggests that the dust geometry is an important factor. The increased
patial extent in the r -band imaging with respect to the stellar mass
maging can therefore be attributed to the presence of bright star-
orming regions in the outskirts of galaxies and/or significant dust 
ttenuation in the centre. 

.3 Stellar mass–size relation 

s described in Crain et al. ( 2015 ), for the EAGLE simulations the
tellar mass–size relation of late-type galaxies at z ∼ 0 was used
n the calibration of the subgrid model parameters. Specifically, of 
he four subgrid models considered, three were rejected due to the
imulations producing unrealistic size distributions for the massive 
alaxy population ( > 0 . 2 dex below the mass–size relation from Shen
t al. 2003 ), and mass–size relations that decline with mass, rather
han increase. Although the subgrid model was not fine-tuned to 
eproduce the observed mass–size relation, the low-redshift mass–
ize relation in EAGLE can also not be considered to be a true
MNRAS 511, 2544–2564 (2022) 
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Figure 9. Difference between the r -band half-light radii and stellar half-mass radii ( � log ( r e )) as a function of stellar population and dust properties. Dashed 
lines show the running median in each panel, and the value of the Spearman rank correlation coefficient ( ρ) is indicated in each panel. The size difference 
is largely independent of the stellar mass and mass-weighted stellar metallicity, but depends strongly on the star formation activity, reflected by the positive 
correlation with the sSFR and ne gativ e correlation with the mass-weighted stellar age. Dust also has a significant effect, as edge-on galaxies show a stronger 
size discrepancy, and the r -band dust attenuation ( A r ) correlates weakly with � log ( r e ). Star formation in the outskirts of galaxies, as well as dust attenuation in 
the central regions therefore likely drive the discrepancies between light and mass-weighted sizes. 
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rediction of the simulation (Schaye et al. 2015 ). Ho we ver, this
alibration was done using stellar half-mass radii that were measured
y fitting S ́ersic profiles to the projected, azimuthally averaged stellar
ass density profiles, and used only the subset of EAGLE galaxies
ith S ́ersic index n < 2.5. We showed previously that there are

ignificant, systematic differences between different measures of
ize, which may therefore affect the inferred mass–size relation,
nd potentially also the calibration of a subgrid model. 

We explore the effects of different size estimates on the mass-size
elation in Fig. 10 . The left-hand panel shows results that are similar
o the work by Furlong et al. ( 2017 ), who presented the redshift
volution of the mass–size relation in the EAGLE simulations. They
efined the galaxy stellar mass as the mass enclosed within a spherical
perture of radius 30 kpc, and the stellar half-mass radius as the 3D
 e,100 (see also Section 4.2). Observations indicate different evolution
or late- and early-type galaxies, which holds true regardless of the
ethod used to define ‘late’ versus ‘early’ (by colour, morphology,

r SFR; see, e.g. Shen et al. 2003 ). We therefore divide our sample
y the instantaneous sSFR within the 30 kpc spherical aperture, and
efine the late-type or star-forming population as having sSFR >

0 −11 yr −1 ; the star-forming and quiescent galaxies in Fig. 10 are
ndicated in blue and red, respectively. 

Perhaps unsurprisingly, considering the subgrid model calibration,
he star-forming EAGLE galaxies closely follow the observed mass–
ize relation at z ∼ 0 measured by Lange et al. ( 2015 ) using r -
NRAS 511, 2544–2564 (2022) 
and S ́ersic models of GAMA galaxies. The grey solid and dashed
ines show the single power-law fits ( r e = a ( M ∗/ M �) b ) to the star-
orming and quiescent subsamples, respectively, where quiescence
or GAMA galaxies is defined using the rest-frame u − r colour that is
orrected for dust attenuation within the galaxy. If we fix the exponent
o the local relation ( b = 0.25 ± 0.02), and perform a least-squares
t in logarithmic space to determine the normalization a , we find
xcellent agreement between EAGLE (log ( a ) = −1.870 ± 0.003;
here the error bar is obtained via bootstrap resampling) and GAMA

log ( a ) = −1.87 ± 0.05). If we instead fit both a and b simultaneously
coloured lines), we find an exponent b = 0.287 ± 0.009 that is
lightly steeper than observed, ho we ver, in good agreement with
bservations when considering the stellar mass limit imposed here
 M ∗ > 10 10 M � versus M ∗ � 10 9 M � for GAMA) and the fact that
he mass-size relation has been shown to steepen towards high stellar

ass (Shen et al. 2003 ). 
The quiescent population, on the other hand, deviates strongly

rom the observed relation (dashed lines). Although the best-fit
xponent of b = 0.406 ± 0.017 is close to the observed value of b =
.44 ± 0.02, the normalization is significantly higher: at fixed b =
.44, the EAGLE galaxies are 0.14 ± 0.03 dex larger than observed
log ( a ) = −3.994 ± 0.005 versus log ( a ) = −4.14 ± 0.03). 

Ho we ver, the relations from Lange et al. ( 2015 ) are based on
emimajor axis sizes from S ́ersic models. The middle panel of Fig. 10
hows the result of using the half-mass radii obtained with the S ́ersic
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Figure 10. Stellar mass–size relation of quiescent (red) and star-forming (blue) EAGLE galaxies for three different measures of galaxy size and stellar mass. 
The left-hand panel shows the stellar masses and half-mass radii from the public EAGLE catalogues, which are measurements within spherical apertures of 
fixed radius. The middle panel shows the half-mass radius and total mass of the best-fitting S ́ersic profiles to the stellar mass imaging. On the right, the results 
from the r -band S ́ersic fits are presented, with stellar masses corrected to the total luminosity of the best-fitting profile. Coloured lines show the best-fitting 
power-law relations in each panel. Grey lines indicate the best-fitting r -band mass–size relations from Lange et al. ( 2015 ), for star-forming (solid) and quiescent 
(dashed) galaxies at z ∼ 0 in the GAMA surv e y (where quiescence is defined by the dust-corrected, rest-frame u − r colour). Only in the right-hand panel, with 
the fully forward-modelled sizes, is there a clear separation between the star-forming and quiescent populations, and are both the slope and scatter about the 
relation comparable with observations (see the main text). The zero-point offsets are slightly higher than in GAMA, however, indicating that both quiescent and 
star-forming galaxies in EAGLE are systematically larger (by ≈0 . 1 dex) than observed in the local Universe. 
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rofile fits for the stellar mass images. We emphasize that not only
he size changes with respect to the left-hand panel but also the stellar

ass is replaced with the total mass of the best-fitting S ́ersic profile.
To take into account measurement uncertainties and the intrinsic 

catter about the relation, we follow the maximum likelihood fitting 
ethod described by van der Wel et al. ( 2014a ) to estimate the best-
tting parameters of the power-law model. This method assumes 

here is intrinsic scatter (i.e. not due to measurement uncertainties) 
bout the mass–size relation that follows a Gaussian distribution and 
ts the intrinsic scatter as an additional variable to the zero-point 
 a ) and slope ( b ). Moreo v er, uncertainties in M ∗ are treated as an
dditional uncertainty in log ( r e ). 

We find that the slope of the relation for the S ́ersic model sizes
s changed minimally with respect to the aperture-based sizes, with 
 = 0.287 ± 0.010 and b = 0.379 ± 0.016 for the star-forming
nd quiescent samples, respectively. There is a significant change 
n the intercept, ho we ver, as this deviates by −0 . 060 ± 0 . 004 and

0 . 077 ± 0 . 008 de x, respectiv ely, for the star-forming and quiescent
opulations. These values are in line with the systematic offsets found 
n Fig. 7 , and slightly enhanced by the fact that the stellar masses
re also marginally smaller than the aperture-derived masses for the 
ajority of the sample (Fig. 6 ). The result of moving from 3D half-
ass sizes to major axis sizes from the stellar mass S ́ersic models is

hus that the star-forming population appears systematically smaller 
han the observed mass–size relation by 0.06 dex. On the other hand,
he agreement with observations is significantly impro v ed for the 
uiescent population, although these galaxies are still systematically 
arger than observed by 0.06 dex. 

Lastly, we take into account the effects of stellar population 
radients and dust, by using the S ́ersic fits to the r -band imaging
ather than the stellar mass fits. Again, it is not only the parameter on
he vertical axis that changes, but we also adjust the stellar mass: we
orrect the aperture-based mass ( M ∗,30 ) by multiplying with the ratio
f the total flux of the S ́ersic profile and the flux measured within a
ircular aperture of 30 kpc. 

The resulting mass–size relation in the right-hand panel differs 
rom the other two panels by not just the zero points offsets but
lso the scatter. The first effect is mainly in the relative difference
etween the star-forming and quiescent populations. Whereas the 
wo populations o v erlap quite significantly when considering the 
alf-mass radii, there is a larger separation when using the half-light
adii. Interestingly, it is the star-forming population that changes 
ith respect to the middle panel: the quiescent population is mo v ed
nly slightly, as these sizes are larger than the observed relation by
.10 ± 0.03 dex (at fixed b = 0.44, log ( a ) = −4.040 ± 0.005).
f we also fit the exponent, we find b = 0.386 ± 0.015, which is
lightly shallower than the observed value (by 2.2 σ ), although this
easurement may be affected by the limited spatial extent of the

 -band images (as discussed in Section 4.2). On the other hand,
he star-forming population mo v es towards much larger r e at fixed
tellar mass, and is 0 . 11 ± 0 . 05 dex larger than the observed relation
log ( a ) = −1.760 ± 0.003 at fixed b = 0.25). The best-fitting
xponent, b = 0.297 ± 0.012, is slightly steeper than observed (by
.9 σ ), but likely in good agreement with observations when taking
nto account the difference in the mass range used for the fitting. 

Both populations are thus ≈0 . 1 dex larger at fixed stellar mass
han observed, but the separation between the quiescent and star- 
orming populations matches that of the observed relations almost 
xactly. We can therefore conclude that colour gradients strongly 
ffect the mass-size relation of the star-forming sample, and have 
nly a moderate effect on the quiescent population. 
The second difference with respect to the other panels is in the

catter in log ( r e ) about the relation. For the star-forming population,
he scatter in the half-light radii appears to be much closer to the
bserved scatter: using the normalized median absolute deviation 
NMAD), we find σ ( log r e ) = 0 . 19 dex for the half-light radii, versus
( log r e ) = 0 . 14 dex and σ ( log r e ) = 0 . 15 dex for the 3D and S ́ersic
alf-mass radii, respectively. On the other hand, the scatter for the
uiescent population is approximately equal for all three measures 
f size (from left to right, σ ( log r e ) = 0 . 16 , σ ( log r e ) = 0 . 15 ,
nd σ ( log r e ) = 0 . 15 dex). Although these measurements are not
ro vided e xplicitly by Lange et al. ( 2015 ), we obtain σ ( log r e ) =
 . 20 (star-forming) and σ ( log r e ) = 0 . 18 (quiescent) for a z ∼
.1 comparison sample selected from GAMA (sample selection 
escribed in Section 5.1). We note that the uncertainties on the size
easurements in GAMA are expected to be larger than is the case
MNRAS 511, 2544–2564 (2022) 
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Figure 11. S ́ersic index distributions of EAGLE galaxies at z = 0.1, in bins of increasing stellar mass. Results of the fits to the stellar mass and r -band images 
are shown in grey and orange, respectively, with dashed lines indicating the medians in each panel. In black, we show the selected comparison sample from the 
GAMA surv e y with S ́ersic profile fits in the r -band by Kelvin et al. ( 2012 ). All distributions are normalized such that their integral is equal to 1. The light and 
stellar mass profiles of the EAGLE galaxies are skewed towards low S ́ersic indices, with only a slight increase in the median value of n towards higher stellar 
mass. In comparison with the GAMA data, EAGLE is deficient in bulge-like ( n ∼ 4) systems. The discrepancy between the distributions becomes stronger at 
higher stellar masses, and suggests a fundamental difference in the stellar mass density profiles of simulated and observed galaxies. 
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or the EAGLE galaxies (e.g. due to additional uncertainties from
he sky background). Therefore, whereas the observed scatter about
he mass-size relation of star-forming galaxies agrees well between
AGLE and GAMA, the intrinsic scatter may be slightly too large

or the EAGLE galaxies. 

 G A L A X Y  M O R P H O L O G I E S  

e now turn to the morphological properties of the EAGLE galaxies
s quantified by the S ́ersic index and projected axial ratio. We
ompare our results with a low-redshift sample of galaxies selected
rom the GAMA surv e y, which is approximately volume limited
bo v e our stellar mass limit at z ∼ 0.1. The optical imaging and
erived data products of GAMA are largely based on SDSS imaging,
nd are therefore of similar quality to our constructed mock images
nd model fits. 

.1 S ́ersic indices 

he S ́ersic index characterizes the shape of the surface brightness
rofile: a value of n ∼ 1 describes an exponential profile, often found
n late-type galaxies, whereas local early-type galaxies tend to be
ell approximated by profiles with a value of n ∼ 4 (de Vaucouleurs
rofile). In Fig. 11 , we show the probability distributions of the S ́ersic
ndices measured from the r -band (orange) and stellar mass (grey)
mages. Observationally, the shape of the surface brightness profile
as been shown to correlate with different physical properties, such
s the mass (or luminosity), colour and spectral age indicators (e.g.
lanton et al. 2003 ; Kauffmann et al. 2003 ). The sample is therefore

plit into three bins in stellar mass ( M ∗,30 ), with dashed lines showing
he median values in each panel. 

All mass bins show distributions that are ske wed to wards lo w
alues of n , indicating that the majority of galaxies are best described
y profiles that closely resemble exponential discs. Ho we ver, there
s also an extended tail towards higher n , representing bulge-like
rofiles, which becomes more prominent at higher masses. This mass
ependence is also apparent in the evolution of the median, as this
NRAS 511, 2544–2564 (2022) 
ncreases from n ≈ 1.5 ( n ≈ 1.8) in the lowest mass bin to n ≈ 2.0
 n ≈ 2.8) in the highest mass bin for the r -band (stellar mass) fits. 

Interestingly, the r -band imaging shows systematically different
 ́ersic indices from the stellar mass imaging. The stellar mass profiles

end to be more concentrated in the centre, particularly at high stellar
ass, with profiles that are closer to a classical de Vaucouleurs

rofile. In Appendix A, we demonstrate that this is not due to the
moothing lengths used to create the r -band images, as we find
dentical results for a smoothed version of the stellar mass images.
ather, colour gradients appear to have a strong effect on the shape of

he light profile, as was also noted by Kelvin et al. ( 2012 ), who found
ystematic differences between their measurements of n in the r -band
nd at near-infrared wavelengths (e.g. the K -band). Younger stellar
opulations at larger radii have low M ∗/ L , particularly at shorter
avelengths, which may drive the S ́ersic fit to lower observed values
f n than expected from the underlying stellar mass profile. This is
n line with the findings by Trayford et al. ( 2019 ), who showed that,
ased on the orbital properties of the stellar particles, younger stellar
opulations within EAGLE galaxies tend to reside in discs. Similarly,
he effects of dust attenuation in the centre of the galaxy likely result
n lower S ́ersic indices at rest-frame optical wavelengths. 

To compare more directly with observational data, we use the
atalogue of single S ́ersic profile fits to reprocessed SDSS r -band
maging from Kelvin et al. ( 2012 ). We select all galaxies within
.06 < z < 0.12 and match this morphological catalogue with the
tellar masses from Driver et al. ( 2016 ), which were estimated using

AGPHYS (da Cunha, Charlot & Elbaz 2008 ). The stellar masses
re then scaled to the total flux of the best-fitting S ́ersic profiles, and
e select only galaxies with log ( M ∗/M �) ≥ 10. We exclude galaxies
ith S ́ersic indices outside of 0.2 < n < 8 for fair comparison
ith our own sample. Moreo v er, to filter out poor fits, we require

hat the reduced chi-squared value of the primary galaxy is within
 . 5 < χ2 

ν, pri < 2. These criteria result in a final catalogue of 6554
AMA galaxies with a median redshift of z ≈ 0.1. 
The GAMA surv e y is highly complete for the selected mass

nd redshift range, and can therefore readily be compared with
he EAGLE sample, which is by construction volume limited. The
istributions of the S ́ersic indices of the GAMA galaxies are shown
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Figure 12. Projected axial ratio distributions of the EAGLE and GAMA comparison galaxies in bins of increasing stellar mass, further separated into quiescent 
(top panels) and star-forming (bottom panels) subsamples. Symbols indicate the same as in Fig. 11 . Unlike in Fig. 11 , the stellar mass and r -band fits show good 
agreement in all mass bins, and for both star-forming and quiescent galaxies. In line with observations, the quiescent subsamples show more strongly peaked 
distributions than the star-forming subsamples, which is consistent with a higher proportion of disc-like intrinsic shapes among the star-forming population. The 
main difference between the simulated and GAMA data is at low axis ratios, as there are no highly flattened systems in EAGLE, likely due to the imposed gas 
pressure floor and the limited resolution of the simulation. In the highest mass bin, the quiescent GAMA sample is ske wed to wards higher axis ratios, which 
implies that the GAMA galaxies are intrinsically rounder in shape than the EAGLE galaxies. 
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n black in Fig. 11 . For the lowest masses ( M ∗ ∼ 10 10 . 2 M �), there
s reasonable agreement between the observed and simulated r - 
and data, as both distributions peak around n ∼ 1.5. Ho we ver, the
AMA data show a less strongly peaked distribution at low n , and a
ore significant tail towards n ∼ 4. This large number of bulge-like 

alaxy profiles is simply missing in EAGLE, and this discrepancy 
ecomes even stronger at higher masses, where GAMA consists 
redominantly of high n systems. The fact that these discrepancies 
emain when comparing the stellar mass values of n with the GAMA
ata, suggests that it is the intrinsic mass distribution that differs from
bservations, rather than potential issues in the forwards modelling 
e.g. uncertainties in the dust properties and geometry). We further 
iscuss the discrepant mass distribution of simulated galaxies in 
ection 6.2. 

.2 Axis ratios 

he second morphological parameter is the ratio between the semi- 
ajor and semiminor axes, which provides insight into the intrinsic 

hape of a system. Ho we ver, due to projection effects, this cannot
e done on an object-by-object basis. Rather, it is the distribution of
xis ratios that is often used to infer the distribution of the intrinsic
hapes for a sample of galaxies (see e.g. Holden et al. 2012 ; Chang
t al. 2013 ; van der Wel et al. 2014b ). 
As this is typically done separately for star-forming and quiescent 
alaxy populations, we divide our sample by the sSFR, as in
ection 4.3. For GAMA, we use the sSFR averaged over the last
00 Myr from the MAGPHYS SED modelling. The projected axial 
atio distributions for these two populations are shown in Fig. 12
n bins of stellar mass. The orange and grey histograms show the
 -band and stellar mass results for EAGLE, respectively, and black
orresponds to the GAMA results; dashed lines indicate median 
alues. 

Using a Kolmogoro v–Smirno v (KS) test, we find that both the r -
and and stellar mass distributions agree very well. In contrast with
he S ́ersic index distributions (Fig. 11 ), which show that the stellar

ass and light density profiles differ significantly, the stellar mass and 
ight do trace the o v erall (3D) shapes of galaxies in the same manner.

oreo v er, we find that the star-forming and quiescent EAGLE
alaxies indeed follow significantly ( > 3 σ ) different distributions, 
part from the highest mass bin, where the number of galaxies is
lso substantially smaller ( ∼200 versus ∼700 at lower masses). The
istribution of quiescent EAGLE galaxies shows a peak around q ≈
.65 in each panel, whereas the star-forming galaxies show a more
niform spread, which may be explained by a larger proportion of
isc-like (oblate) systems within the star-forming population. 
On the other hand, the median values of the distributions do not

iffer strongly between the two populations, nor show a dependence 
n the stellar mass, both of which are clear features in the GAMA
MNRAS 511, 2544–2564 (2022) 
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ata. The most significant difference between the observed and
imulated data is at low axis ratios: a large number of GAMA galaxies
re highly flattened (with q ≈ 0.2), yet, these galaxies do not exist in
he EAGLE simulations. As discussed by Trayford et al. ( 2017 ) and
an de Sande et al. ( 2019 ), galaxies in EAGLE tend to be thicker than
s observed, possibly as the result of the pressure floor that is imposed
ithin the simulation. Moreo v er, the limited mass resolution of the
ark matter particles in the simulation has been shown to lead to a
eating of the baryonic particles via two-body scattering (Ludlow
t al. 2019 , 2021 ). 

Furthermore, there is a discrepancy between the GAMA and
AGLE data at high q for the quiescent galaxies. Whereas the
AGLE data show very little dependence on mass, the axial ratio
istribution in GAMA is increasingly skewed towards high q at
igher masses. This difference is most apparent in the highest mass
in, which peaks at q ≈ 0.8 for the GAMA galaxies. Chang et al.
 2013 ) showed that low-redshift galaxies in this mass range are
ainly triaxial systems ( ≈80 per cent of the sample) with a mean

ntrinsic major-to-minor axial ratio of C / A ≈ 0.6 and mean triaxiality
arameter T ≈ 0.6. For EAGLE, the highest mass bin may still
ontain a significant number of triaxial systems, but with more
attening along the intermediate or minor axes. Indeed, based on

he 3D stellar mass distribution, Thob et al. ( 2019 ) showed that there
s a significant population of triaxial systems and prolate systems
n EAGLE, with C / A ∼ 0.4 among galaxies in the red sequence.
ontrary to the intermediate-mass galaxies (log ( M ∗/M �) � 10.8)

hat are not flattened enough, at the highest masses the simulation
hus struggles to reproduce galaxies that are sufficiently round. 

 DISCUSSION  

.1 The importance of apples-to-apples comparisons 

he differences and similarities found between the structural prop-
rties of simulated and observed galaxies, only truly become ap-
arent when using mock observations and the same measurement
echniques as in large galaxy surv e ys. This can also lead to different
onclusions: Correa et al. ( 2017 ) showed, using the stellar kinematics
o identify spheroids and discs, that kinematic morphologies in
AGLE are tightly correlated with the u − r colour, with central
alaxies along the red sequence being dominated by spheroidal
orphologies. Although we find some dependence of q and n on

tellar mass and sSFR, the lack of n ∼ 4 systems would lead to a
ifferent picture of the red sequence. 
Perhaps more important, ho we v er, is the remarkable impro v ement

n the stellar mass–size relation when M ∗/ L gradients are modelled,
nd the definition of galaxy size is made consistent with observations.
he mass–size relation is often used as a key measure of success for
osmological simulations, and in the case of EAGLE also plays a
ole in the calibration of the subgrid model. 

Yet, we have found that the 3D curve of growth methods commonly
sed to measure half-mass or half-light radii differ systematically
rom the semimajor axis sizes obtained with 2D S ́ersic modelling.
t is therefore difficult to directly compare the resulting mass-
ize relation with observations. Comparison with circularized sizes
 r e , circ ≡ √ 

q r e , maj ), as done by, e.g. Genel et al. ( 2018 ) or van
e Sande et al. ( 2019 ) using 2D growth-curve sizes, is possibly
ven more complex, as there is an additional dependence on the
istribution of the projected axis ratios. Rather, the semimajor axis
s the preferred measure of size here, as it is largely independent of
nclination and intrinsic axial ratio for oblate systems, which is the

ost commonly found shape of z ∼ 0 galaxies (Chang et al. 2013 ;
NRAS 511, 2544–2564 (2022) 
an der Wel et al. 2014b , although the effects of dust complicate
his slightly, as demonstrated in Fig. 9 ). When comparing with
bserv ations, this therefore allo ws to distinguish between a possible
ystematic offset in the sizes and a mismatch in the distribution of
he intrinsic shapes. 

By making a consistent comparison using the semimajor axis sizes,
e have shown that the half-mass radii turn out systematically smaller

han measurements in the r -band from GAMA (Lange et al. 2015 ),
hereas there is significantly better agreement with observations for

he quiescent population. The excellent agreement found previously
etween the 3D half-mass radii and observed r -band sizes of star-
orming galaxies (Furlong et al. 2017 ) is therefore partially the result
f the model calibration, and to some extent simply coincidence. 
Ho we ver, accounting for gradients in M ∗/ L with the use of the
ock r -band imaging brings the star-forming population in good

greement again with the observed relation, and with a scatter
hat is closer to that observed. As also shown by van de Sande
t al. ( 2019 ), the effect of using luminosity-weighted sizes rather
han mass-weighted sizes is significant, and is further enhanced
y the implementation of realistic dust attenuation in this work
see also Gadotti, Baes & F alon y 2010 , for the effects of dust
n the measurement of structural parameters). On the other hand,
he location of the quiescent population is changed only minimally
ithin the mass–size plane, consistent with the expectation that these
alaxies have less variation in M ∗/ L . 

Remaining discrepancies, the sizes of both star-forming and
uiescent EAGLE galaxies are approximately 0.1 dex larger at fixed
ass, can be caused by a large number of factors within the

imulation itself. Additionally, uncertainties in the radiative transfer
odelling (e.g. the treatment of molecular clouds in the ISM) may

ntroduce a systematic uncertainty on the M ∗/ L gradients, and hence
he size measurements. The deviating shapes and morphologies of
he simulated galaxies will also affect the simulated M ∗/ L gradients,
s the results of the radiative transfer calculations are dependent
n the geometry of both the stellar particles and dust (e.g. for the
ifference in the dust attenuation between thin and thick discs, see
rayford et al. 2017 ). Finally, it is also important to bear in mind

hat the stellar masses inferred with SED modelling carry large
ncertainties ( ≈0 . 3 dex at z ∼ 0; Conroy, Gunn & White 2009 ),
hich can introduce a systematic uncertainty of similar magnitude

n the observed mass-size relation (see Genel et al. 2018 ). 

.2 Mismatched density profiles and intrinsic shapes 

e have demonstrated that the morphologies of EAGLE galaxies, as
uantified by the S ́ersic index, differ significantly from observations:
t all stellar masses (log ( M ∗/M �) > 10), there are too few galaxies
ith bulge-like ( n ∼ 4) light profiles. The fact that this discrepancy
olds true also for the stellar mass surface density profiles, shows
hat the mass is distributed differently in simulated galaxies, and that
bserv ational ef fects (measuring light versus stellar mass, effects of
ust attenuation) are of secondary importance. 
We highlight this finding in Fig. 13 , where we show the fraction

f stellar mass enclosed within a fixed aperture of radius 2 kpc as
 function of the total stellar mass of the best-fitting model. Both
he mass fractions and total masses are inferred from the best-
tting S ́ersic models, therefore demonstrating the physical difference
etween the S ́ersic index distributions in EAGLE and GAMA: the
tellar mass fractions in EAGLE are a factor of ≈2 below the observed
ass fractions in GAMA, irrespective of the stellar mass. 
A deficiency in bulge-like systems was also found by Bottrell et al.

 2017a , b ), who constructed mock SDSS observations of galaxies in
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Figure 13. The stellar mass fraction within an aperture of radius 2 kpc 
measured from the best-fitting S ́ersic model, as a function of the total stellar 
mass inferred from the same model. Solid lines show the running median of 
the EAGLE (orange) and GAMA (grey) data, and shaded regions mark the 
16th to 84th percentile range. In comparison with observations, the inferred 
stellar mass density profiles of EAGLE galaxies are deficient in mass at small 
scales. 
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he Illustris simulations (Vogelsberger et al. 2014 ) and performed a 
wo component (bulge + disc) S ́ersic profile fitting to determine the
ulge fractions. As also noted by Bottrell et al. ( 2017b ), contrary
o issues with early hydrodynamical simulations producing galaxies 
hat were too bulge-like (e.g. Katz & Gunn 1991 ), it therefore appears
hat some of the more recent models struggle to form enough bulges.
odriguez-Gomez et al. ( 2019 ) showed, using single S ́ersic profile
ts to mock Pan-STARRS imaging, that this is also the case for
imulated galaxies in Illustris-TNG: although the galaxy sizes are in 
ignificantly better agreement with observations than was the case for 
llustris, the morphologies are still too disc-like, as galaxies below 

 mass of log ( M ∗/M �) ≈ 10.7 follow profiles with n ≈ 1.5. Only
or the most massive galaxies (log ( M ∗/M �) � 11) is there good
greement between the simulated and observed S ́ersic indices. 

Interestingly, non-parametric methods of quantifying morphology 
aint a slightly different picture. Based on the same optical imaging 
sed in this work, but with slightly different noise and instrument 
esolution applied, Bignone et al. ( 2020 ) find that the distributions
f nearly all commonly used non-parametric measures (e.g. Gini 
oefficient, Concentration parameter; Lotz, Primack & Madau 2004 ) 
atch well with observations from the GAMA surv e y. The non-

arametric morphologies of galaxies in Illustris-TNG (Rodriguez- 
omez et al. 2019 ) are approximately equally successful in re-
roducing observations, demonstrating a substantial impro v ement 
ith respect to previous measurements from the Illustris simulations 

Snyder et al. 2015 ). 
Based on the discrepant S ́ersic indices alone, it may be tempting

o conclude that there are impro v ements to be made in the physics
mplemented in the simulations, such as the feedback prescriptions. 
et, the non-parametric morphologies do not show a strong indication 

or this, particularly in EAGLE, where the non-parametric measures 
dditionally correlate with the stellar mass and sSFR in the same 
ay as in observations. 
Reconciling the different outcomes of these two strategies of mea- 
uring galaxy morphologies is not immediately obvious, ho we ver, the 
esidual surface brightness and density profiles may provide some 
nsight. As shown in Fig. 5 , there are minor, systematic features in the
esidual flux (i.e. the difference between the mock image and best-
tting S ́ersic model). Although the excess low surface brightness 
mission at large radii ( � 3 r e ) could simply reflect the fact that
 two-component model (bulge + disc decomposition) would be a 
etter description for the galaxy profiles, the features at smaller radii
re not as easily ‘fixed’. 

The undersubtraction at r < r e ( ≈2 kpc) followed by o v ersub-
raction at r ≈ 1 − 2 r e ( ≈5 kpc) suggests that the surface brightness
rofile declines more steeply than a n ∼ 2 model describes. Similarly,
he excess flux at r � 3 r e indicates that the profile is shallower than
 n ∼ 2 profile at large radii. A steep decline at small radii followed
y a gradual decline at large radii is characteristic of a high S ́ersic
ndex profile ( n � 4). Ho we ver, likely due to the high S/N in the
entral pixels, the fit is driven to low S ́ersic indices. It therefore
ppears that the simulated galaxies are simply deficient in mass and
ight at the very centre in comparison to the rest of the galaxy,
hich may be the effect of the resolution limit in the simulation

see also Schaller et al. 2015 ) and the associated two-body scattering
f dark matter and baryonic particles (Ludlow et al. 2019 , 2021 ).
he pressure floor within the simulation may also play a role here,
s the associated spatial scale of ∼1 kpc likely affects the inner
ensity mass density profiles, and therefore the measured S ́ersic 
ndices. These effects may also explain the similarities between the 
izes and morphologies in the EAGLE and Illustris-TNG simulations 
Genel et al. 2018 ; Rodriguez-Gomez et al. 2019 ), as, although
he two simulations employ different physical models (e.g. the 
eedback prescriptions), both use a similar resolution and pressure 
oor. 
A bulge + disc decomposition then also does not offer substantial

mpro v ement, because the profile shape in the centre deviates too
trongly from a S ́ersic profile. On the other hand, within the apertures
sed to calculate non-parametric morphological measures, these 
eatures in the light profiles may be washed out, and thus provide an
xplanation for their better consistency with observations. Restricting 
he S ́ersic profile fitting to r > 2 kpc may then be an appropriate

ethod to minimize the effects of the unrealistic profile shapes in
he centres. 

This breakdown in the density profiles at small scales would also
elp to reconcile the discrepant results found between the S ́ersic
ndex distributions and the projected axis ratios, as we may expect
alaxies with n ∼ 1 −2 profiles to have disc-like (oblate) intrinsic
hapes. Whereas this is likely the case for the star-forming population
Fig. 12 ), which only differ from observations by the lack of highly
attened galaxies, the quiescent galaxies show projected axis ratios 

hat more plausibly reflect a large population of triaxial and prolate
ystems, as also shown to be present in EAGLE by Thob et al. ( 2019 )
nd Trayford et al. ( 2019 ). 

Although the quiescent galaxies are not as round as seen in
bservations, particularly at high stellar mass, the projected axis 
atios show a picture that is closer to reality than would be concluded
rom the S ́ersic indices alone, and is more consistent with the variety
f bulges and discs found in studies that use kinematic morphologies
s a proxy for the observed morphology (e.g. Correa et al. 2017 ;
lauwens et al. 2018 ). This then raises the question of whether
 ́ersic indices have any predicti ve po wer for the intrinsic shapes of
imulated galaxies. 

In Fig. 14 , we show the projected axis ratios as a function of
he S ́ersic index for the r -band S ́ersic models, with different panels
MNRAS 511, 2544–2564 (2022) 
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Figure 14. The r -band projected axial ratio versus S ́ersic index, for star- 
forming (blue) and quiescent (red) EAGLE galaxies in two different stellar 
mass ranges (intermediate masses in top panels; high masses in bottom 

panels). Open circles show the median axis ratios of the EAGLE galaxies 
in logarithmic bins in S ́ersic index, with error bars indicating the 16th and 
84th percentiles. Grey lines show the 16th, 50th and 84th percentiles for 
the GAMA surv e y. The axial ratio generally increases towards higher S ́ersic 
index, consistent with the picture of n ∼ 4 galaxies being rounder in shape, 
although the scatter is large. Whereas Fig. 12 showed that massive quiescent 
galaxies in GAMA are intrinsically more round than is the case in EAGLE, 
this is partly due to the difference in the S ́ersic index distributions: the shapes 
of the few bulge-like quiescent galaxies in EAGLE are in good agreement 
with observations. 
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eparating the star-forming (left) and quiescent (right) populations, as
ell as massive and less-massive galaxies (top versus bottom panels,

he boundary used being M ∗ = 10 10 . 8 M �). In addition to showing
he individual EAGLE galaxies, the open circles show the median
xis ratios in bins of S ́ersic index (with error bars showing the 16th
nd 84th percentiles). For comparison, we also show the running
edian for the comparison sample from GAMA (solid lines), with

ashed lines indicating the 16th and 84th percentiles. 
For the star-forming galaxies, the EAGLE data show a positive

orrelation between axial ratio and S ́ersic index, albeit with large
catter. This is similar to the correlation and scatter present in the
AMA data, except for an of fset to wards slightly higher axial ratio

t fixed S ́ersic index, which is likely explained by the lack of thin
iscs in EAGLE (as also discussed in Section 5.2). 
The quiescent galaxies of M ∗ < 10 10 . 8 M � (top right panel) do not

how such a clear correlation, and thereby diverge from the trend
een in GAMA. On the other hand, the massive quiescent galaxies
bottom right panel) do show a slight increase in the median axial ratio
owards higher S ́ersic indices, and follow the observed correlation
lmost exactly, although the number of EAGLE galaxies (199) in
his panel is relatively small. 

The EAGLE simulations thus do appear to produce galaxies that
esemble the classical picture of spheroidal galaxies with n ∼ 4 light
rofiles, only not in sufficient number. As suggested previously, the
esolution or the pressure floor may play a role at the small scales
robed with these density profiles. Other, more physical effects could
e in the implementation of the central black hole and stellar feedback
n the simulations: the orbital structure of both the dark matter and
tellar particles depend on the feedback mechanisms employed, with
trong (black hole) feedback resulting in a higher fraction of box
NRAS 511, 2544–2564 (2022) 
rbits and thus more strongly triaxial systems (Bryan et al. 2012 ). The
bserved axial ratio distribution may therefore offer an interesting
onstraint on the subgrid model, being an observable that is not as
odel-dependent as the light profile shape or definition of size. 

 C O N C L U S I O N S  

tarting from the optical images of z = 0.1 EAGLE galaxies
onstructed with SKIRT by Trayford et al. ( 2017 ), we have created
ock r -band images that have similar noise properties and resolution

s photometric data from the SDSS. Following methods that are com-
only used in observational studies, we have fitted S ́ersic profiles to

hese mock observations using a combination of SEXTRACTOR and
ALFIT , thus enabling an apples-to-apples comparison between the
tructural parameters of galaxies in EAGLE and local observations. 

To be able to distinguish between the effects of different mea-
urement techniques and the effects of variations in M ∗/ L (due to,
.g., recent star formation or dust attenuation), we have constructed
 second set of images from the projection of the stellar mass
articles. These stellar mass images are created such that the noise
nd resolution match the mock optical images. 

Our findings can be summarized as follows: 

(i) Galaxy sizes depend on the measure of size used, as there are
ystematic differences between the half-mass radii estimated with
 curve-of-growth method (common in theoretical work) and the
emimajor axes obtained with S ́ersic profile modelling (common
n observational studies). The magnitude of this discrepancy is on
v erage ≈0 . 06 de x, but is itself dependent on the galaxy size. 

(ii) Gradients in M ∗/ L due to radial variations in the star formation,
tellar age, and dust attenuation can have a large effect on the
bserved size: half-light radii are typically 25 per cent larger than
alf-mass radii, but with large scatter and outliers that deviate by
s much as a factor ≈3. For quiescent galaxies, on the other hand,
he light-weighted structural properties provide a good proxy of the

ass-weighted properties. 
(iii) The measured stellar mass–size relation thus also depends

trongly on the method used to determine the size (and corresponding
tellar mass). Only for the r -band half-light radii estimated with
he S ́ersic modelling, is the mass-size relation in EAGLE in good
greement with observations for both star-forming and quiescent
alaxies, albeit with a systematic offset of 0.1 dex. 

(iv) The S ́ersic indices of EAGLE galaxies tend be lower than
bserved due to a deficiency in bulge-like ( n ∼ 4) systems. A closer
ook at the surface brightness and mass density profiles shows that
here is likely a deficiency in stellar mass (and hence light) at the
ery centres of the simulated galaxies. 

(v) There is a lack of highly flattened objects among both the
uiescent and star-forming population, likely due to the gas pressure
oor and the limited resolution of the simulation. On the other hand,
assive quiescent galaxies in EAGLE are not sufficiently round in

hape, and appear to be more strongly triaxial than quiescent galaxies
n GAMA. 

Our work demonstrates that, for a fair comparison between the
tructural parameters of simulated and observed galaxies, it is crucial
o account for the effects of M ∗/ L gradients within galaxies, as well as
he systematic differences between various analysis techniques. This
an be achieved by either deriving mass-weighted measurements
rom observations or, as shown here, by constructing realistic mock
bservations from simulations. Although computationally e xpensiv e,
 realistic treatment of simulated data can truly provide a different
icture of the simulated galaxy population. 
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PPENDIX  A :  I M PAC T  O F  PA RTICLE  

M O OT H I N G  

s described in Section 2.2, the images created with SKIRT assume
 truncated Gaussian profile for the spatial distribution of the stellar
articles. The width of this distribution, the smoothing length, is set
qual to the distance to the 64th nearest neighbour particle. On the
ther hand, to create the stellar mass images (Section 3.1.2), the
tellar particles were treated as point sources. 

If the effect of smoothing is large, we may expect to find less
entrally concentrated light profiles, and thus lower S ́ersic indices.
s the size and total luminosity covary with the S ́ersic index, this
ay also affect the obtained mass–size relation. 
Given the computational cost of creating mock r -band images, we

 v aluate the effect of different smoothing lengths on the stellar mass
igure A1. Differences between the structural parameters measured from stellar m
re indicated with dashed lines. There is no systematic offset in the inferred stellar
he uncertainties discussed in Section 3.2.4. The differences between the r -band an
nlikely to be caused by a difference in the smoothing of the stellar particles. 

NRAS 511, 2544–2564 (2022) 
mages instead. We use the PY-SPHVIEWER code (Benitez-Llambay
015 ) to construct stellar mass maps that include nearest neighbour
moothing. These images are created from the exact same particles
sed before, and thus have identical dimensions and orientation. The
ode then uses the 3D particle distribution to compute the distance to
he 64th nearest neighbour for all particles, and provides a smoothed,
rojected image of 512 × 512 pixels. Finally, we process this image
n the same fashion as described in Section 3.1.2 to apply PSF
moothing, degrade the pixel resolution, and add realistic noise. 

We perform the S ́ersic profile modelling for this set of smoothed
mages, and compare the resulting structural parameters to the fits
ithout smoothing. Fig. A1 shows the distributions of the differences

n the obtained stellar masses, half-mass radii, and S ́ersic indices. All
hree distributions are centred around zero (median values indicated
ith dashed lines), and the scatter is consistent with the typical
ncertainties discussed in Section 3.2.4. We can therefore conclude
hat the differences found in the structural parameters measured from
he r -band and stellar mass images are not due to a difference in the
pplied smoothing. 

PPENDI X  B:  F U N C T I O NA L  F O R M  O F  T H E  

SF  

o create realistic mock observations, we convolved the images
ith a PSF that takes the form of a circular Gaussian distribution

Section 3.1): 

SF ( r ) = PSF ( r) = 

1 

2 πσ 2 
exp 

(−r 2 

2 σ 2 

)
, (B1) 

here the variance σ 2 is related to the width of the distribution by
WHM = 2 

√ 

2 ln 2 × σ . 
Ho we ver, the shape of the PSF is generally more complex than

 single Gaussian distribution describes, as, in addition to a core
omponent, there are typically extended wings. In the SDSS, the PSF
as been modelled with various decompositions (see Stoughton et al.
002 ), the simplest being a double Gaussian model, which was also
sed to perform surface brightness profile fitting to postage-stamp
mages of galaxies (to obtain ‘model magnitudes’). This double
ass images with and without nearest neighbour smoothing. Median values 
 mass, half-mass radius, and S ́ersic index, and the scatter is consistent with 
d stellar mass sizes and morphologies presented in this paper are therefore 

eeren user on 11 M
ay 2022
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Figure B1. Radial profiles of the single Gaussian and double Gaussian 
models of the SDSS PSF. The two models are comparable at small scales, but 
deviate strongly in the outer wings. 
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aussian model is isotropic and takes three parameters: 

SF ( r ) = 

(1 − C) 

2 πσ 2 
1 

exp 

(−r 2 

2 σ 2 
1 

)
+ 

C 

2 πσ 2 
2 

exp 

(−r 2 

2 σ 2 
2 

)
, (B2) 

here σ 2 
1 and σ 2 

2 are the variances of the two components, and the 
onstant C is the ratio of the o v erall amplitudes. 

In Fig. B1 , we show the radial profiles of these two different PSF
hapes, using FWHM = 1 . 39 ′′ for the single Gaussian PSF (solid
lack line). For the double Gaussian model (blue dashed line), we 
btain typical parameters from the ‘Field’ catalogue described in 
ection 3.1.1: [ σ 1 , σ 2 , C ] ≈ [0.95 σ , 2.05 σ , 0.09]. There is good
greement between the two PSFs at small radii, with the FWHM of
he double Gaussian model being only slightly smaller (FWHM = 

 . 33 arcsec ). For r � 3 arcsec, the two models deviate increasingly
trongly, by multiple orders of magnitude. 
igure B2. The difference in the inferred r -band size (left) and S ́ersic index (righ
ouble Gaussian PSF. There is no systematic offset between the two sets of models
ith the random uncertainties discussed in Section 3.2.4. Only for very small galaxie

n the PSF, does there appear to be a slight offset in both the size and S ́ersic inde
dopting a simple (single Gaussian) PSF shape thus has minimal impact on the resu
We quantify the difference between these two profile shapes by 
alculating the second moment of the distributions (see also Franx, 
llingworth & Heckman 1989 ): 

 r 2 〉 = 

“
R 2 

r 2 PSF ( r ) d r 
“

R 2 
PSF ( r ) d r 

, (B3) 

hich for the normalized, isotropic PSFs considered here reduces to 

 r 2 〉 = 2 π
∫ ∞ 

0 
r 2 PSF ( r) r d r . (B4) 

or the single and double Gaussian models described previously, 
hese moments are 〈 r 2 〉 = 0 . 70 arcsec 2 and 〈 r 2 〉 = 0 . 84 arcsec 2 ,
espectively. 

Whereas the difference in the FWHM is only 5 per cent, the second
oments differ by 20 per cent, which may have a measurable effect

n the constructed images and inferred structural parameters. This 
ffect is expected to be largest for galaxies that have clumpy surface
rightness profiles, as these would appear more smooth with the 
ouble Gaussian PSF, as well as for highly compact galaxies that
ould appear more extended. 
We therefore use the optical images (Section 2.2) to e v aluate

hether the choice of the PSF model leads to systematic effects.
 second set of mock r -band images is constructed in the exact same
ay as described in Section 3.1.1, except for the use of the double
aussian model in the PSF smoothing instead of the single Gaussian
odel. We then run the S ́ersic modelling pipeline on these images

nd compute the difference in the obtained structural parameters. 
We focus on the size and S ́ersic index, as these are the parameters

hat are most likely to be affected by a change in the PSF. Fig. B2
hows the difference in the obtained half-light radius and S ́ersic
ndex, as a function of the half-light radius. Generally, the two sets of

easurements agree very well, as there is no systematic offset and lit-
le scatter (consistent with the expected measurement uncertainties). 
nly at very small radii ( r e � 2 kpc) is there are slight difference
etween the two PSF models, as the use of the double Gaussian PSF
t) between the images that are convolved with a single Gaussian PSF and a 
 (medians are indicated with a red, dashed line), and the scatter is consistent 
s ( r e � 2 kpc), where we may expect to see the largest impact of a difference 
x, of up to � log ( r e ) ∼ 0 . 05 dex and � log ( n ) ∼ −0 . 1 dex. The choice of 
lts presented in this work. 
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eads to slightly larger sizes (up to � log ( r e ) ∼ 0 . 05 dex) and slightly
ower S ́ersic indices (up to � log ( n ) ∼ −0 . 1 dex). 

Overall, we can therefore conclude that the shape of the PSF
as a minimal influence on the inferred structural parameters, and
hat a simple PSF model is sufficient for measuring parametric

orphologies. 

PPENDIX  C :  C O M PA R I N G  S  ́ERSIC  M O D E L  

TELLAR  MASSES  WITH  APERTURE  

EA SUREM ENTS  

n Fig. 6 , we found good agreement between the total stellar mass of
he S ́ersic models and the stellar mass measured within a spherical
perture of 30 kpc, except for the more massive ( M ∗ � 10 11 M �)
alaxies. For the comparison of the population statistics of simulated
alaxies with observations, e.g. the mass-size relation or the stellar
ass function, it may be of interest to e v aluate which aperture best

aptures the stellar mass at the high mass end. Here, ‘best’ is defined
igure C1. The difference between the total stellar mass of the best-fitting S ́ersic m
s a function of the aperture stellar mass. The top panels, as well as the bottom lef
00 kpc. Red dashed lines indicate the running median. For comparison, the botto
he subhalo. If the aperture is too small (radius of 30 kpc, Fig. 6 ), the S ́ersic mode
onversely, the single S ́ersic profile cannot capture all the stellar mass within the s
etween the two different measures of stellar mass, with an approximately constan

his paper has been typeset from a T E 

X/L 

A T E 

X file prepared by the author. 

NRAS 511, 2544–2564 (2022) 
s being as close to what is typically observed, which does not
ecessarily correspond to the true stellar mass of a galaxy. 
To this end, we compare the total stellar mass of the best-fitting

 ́ersic model (from fits to the mock stellar mass images) with
ifferent definitions of stellar mass available in the public EAGLE
atalogues. Fig. C1 shows this comparison for stellar masses that are
alculated as the sum of the stellar particle masses within spherical
pertures of increasing radius (50 , 70, 100 kpc). The bottom right-
and panel compares the S ́ersic model mass with the total stellar
ass of the subhalo. Dashed lines show the running median in each

anel. 
Contrary to Fig. 6 , where M ∗, S ́e rsic > M ∗, 30 towards high stellar
ass, we find that if the aperture is too large (radius of 100 kpc, or

he full subhalo), the S ́ersic model significantly underestimates the
otal stellar mass at the high-mass end. The M ∗, 70 mass is in best
greement with M ∗, S ́e rsic at both lower and high stellar mass (with
 ∗,70 being 0 . 02 dex greater on average), suggesting that a spherical

perture of radius ∼70 kpc will provide a measure that is most
onsistent with observations. 
odel and the mass of the stellar particles enclosed within a specified aperture, 
t-hand panel, show the results for a spherical aperture of radius 50, 70, and 
m right-hand panel shows the total mass of all stellar particles belonging to 
l mass deviates strongly from the aperture mass at the at the high-mass end. 
ubhalo. An aperture of radius of ∼70 kpc appears to give the best agreement 
t offset of −0 . 02 dex across the entire range in stellar mass. 
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