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Abstract
Objective To correct for image distortions produced by standard Fourier reconstruction techniques on low field permanent 
magnet MRI systems with strong B

0
 inhomogeneity and gradient field nonlinearities.

Materials and methods Conventional image distortion correction algorithms require accurate ΔB
0
 maps which are not 

possible to acquire directly when the B
0
 inhomogeneities also produce significant image distortions. Here we use a readout 

gradient time-shift in a TSE sequence to encode the B
0
 field inhomogeneities in the k-space signals. Using a non-shifted 

and a shifted acquisition as input, ΔB
0
 maps and images were reconstructed in an iterative manner. In each iteration, ΔB

0
 

maps were reconstructed from the phase difference using Tikhonov regularization, while images were reconstructed using 
either conjugate phase reconstruction (CPR) or model-based (MB) image reconstruction, taking the reconstructed field map 
into account. MB reconstructions were, furthermore, combined with compressed sensing (CS) to show the flexibility of 
this approach towards undersampling. These methods were compared to the standard fast Fourier transform (FFT) image 
reconstruction approach in simulations and measurements. Distortions due to gradient nonlinearities were corrected in CPR 
and MB using simulated gradient maps.
Results Simulation results show that for moderate field inhomogeneities and gradient nonlinearities, ΔB

0
 maps and images 

reconstructed using iterative CPR result in comparable quality to that for iterative MB reconstructions. However, for stronger 
inhomogeneities, iterative MB reconstruction outperforms iterative CPR in terms of signal intensity correction. Combining 
MB with CS, similar image and ΔB

0
 map quality can be obtained without a scan time penalty. These findings were confirmed 

by experimental results.
Discussion In case of B

0
 inhomogeneities in the order of kHz, iterative MB reconstructions can help to improve both image 

quality and ΔB
0
 map estimation.

Keywords Distortion correction · B0 mapping · Conjugate phase reconstruction · Model-based reconstruction · Low field 
MRI

Introduction

Low field permanent magnet MRI systems based on cylin-
drical Halbach arrays typically have relatively large B0 inho-
mogeneities (hundreds to thousands of parts per million 
(ppm)) due to the finite diameter-to-length ratio. Additional 
inhomogeneities are introduced by small variations in the 
properties of the discrete elements of magnetic material used 
in these systems as well as by manufacturing tolerances in 
the construction of the system as a whole [1–6]. Such inho-
mogeneities lead to image distortions when using fast Fou-
rier transform (FFT)-based reconstructions. A large num-
ber of different methods have been proposed to correct for 
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these type of distortions, which are typically most prevalent 
at clinical field strengths when using echo-planar imaging 
(EPI) readouts [7–12]. All these methods either require long 
scanning times when applied to spin-echo type acquisitions, 
needed at low field for their comparatively low sensitivity to 
field inhomogeneities, or rely on having an accurate B0 map. 
At low field, model-based (MB) image reconstructions have 
also been proposed to take into account nonlinear encod-
ing fields in the reconstruction process, although in a basic 
framework which again requires accurate field map informa-
tion [4, 13]. Standard B0 mapping techniques assume that 
the phase in a pixel of the image is given by the phase of 
the sampled signal at the echo-top. This allows the estima-
tion of ΔB0 from the phase difference map corresponding 
to two images acquired with different echo times in a gradi-
ent echo sequence [14]. While fat complicates B0 mapping 
at high field, at low field the water-fat shift and hence the 
phase accumulation for the fat signal compared to the water 
signal is negligible. However, for very strong inhomogenei-
ties, the assumption that the phase in a pixel is given by 
the signal phase at the echo top no longer holds and leads 
to inaccurate ΔB0 maps. Therefore, for the case of strongly 
inhomogeneous B0 fields, there is a need for a modified B0 
mapping approach that first performs a phase correction 
for the individual source images, taking into account the 
strong inhomogeneities in the B0 field. For low field MRI, 
this approach must also be applicable to measurements with 
relatively low SNR.

This work presents a joint image reconstruction and B0 
mapping scheme in which B0-induced phase changes during 
sampling are corrected for by two types of image reconstruc-
tion: conjugate phase reconstruction [15, 16] (CPR) and MB 
reconstruction [4, 17]. This is done in an iterative framework 
such that the algorithm does not require an estimate of the 
B0 field as input. In systems with severe B0 inhomogeneities 
which produce spectral linewidths on the order of hundreds 
of Hz, conventional gradient-echo imaging is not feasible 
due to rapid dephasing of the MR signal. Therefore, B0 
encoding was obtained by using a time-shifted turbo spin 
echo (TSE) sequence. The proposed reconstruction tech-
niques are compared to the standard fast Fourier transform, 
which is typically used to reconstruct the source images for 
a ΔB0 map estimation. Since B0 mapping requires two acqui-
sitions with the TSE sequence, one without the time-shift 
and one with, the total imaging time is doubled compared 
with a single image acquisition. Therefore, we furthermore 
investigated the combination of MB reconstructions with 
compressed sensing (CS) using an undersampling factor of 
2, to demonstrate that the B0 information can be encoded 
in this single-coil setup without penalties on the total scan 
time. Correction for image distortion due to spatial gradient 
nonlinearity patterns was finally integrated in both CPR and 
MB approaches. The accuracy of the images and the ΔB0 

maps is quantified in a simulation study, and the feasibility 
of these techniques is demonstrated for phantom and in vivo 
measurement data.

Materials and methods

Experimental setup

The low field system is a k = 1 Halbach magnet, constructed 
as described in [18], producing an 0.05 T (2.15 MHz) mag-
netic field at the center of the bore. The main magnetic field 
was measured in a 225 × 225 × 300  mm3 field of view (FOV) 
at 5 × 5 × 5  mm3 resolution using a gaussmeter (Lake Shore 
Cryotronics, Westerville, OH) connected to a 3D positioning 
robot [19]. The center frequency was subtracted from the 
field map, which was subsequently converted to Hz and fit-
ted to a basis of spherical harmonics up to 15th order 
( ‖B0,fitted−B0,measured‖2

‖B0,measured‖2
 =  10–5) to remove measurement noise. This 

map was used as the input for the simulations. A single RF 
solenoid was used for signal transmission and reception: an 
elliptical spiral solenoid [20] (inner diameter 1/inner diam-
eter 2/length = 234/194/150 mm) was used for brain scans 
and a  cyl indr ica l  so lenoid  ( inner  d iameter /
length = 150/150 mm) was used for phantom scans. The 
magnet and the measured main field, converted to Hz, are 
shown in Fig. 1a, b, respectively. B0 and ΔB0maps are given 
in Hz throughout the paper.

MR data simulation

To compare the performance of different reconstruction 
approaches, 2D k-space data was simulated for a 2D MAT-
LAB Shepp–Logan phantom using the signal model

where m is the spin density, ΔB0 is the measured field 
deviation converted to Hz, tshift is the time-shift in the read-
out gradient in seconds, y is the time domain signal for 
k-space location � at time t. Any spatial nonlinearities in the 
frequency and phase encoding gradients were ignored in this 
process if not mentioned otherwise. Simulations were per-
formed with a readout bandwidth (BW) of 20 kHz, a FOV 
of 225 × 225  mm2 and a time-shift for the readout gradient 
( tshift ) of 100 µs, which is short enough to prevent phase 
wrapping. Time-domain signals were always generated on 
a four times larger grid than the reconstruction grid to simu-
late multiple frequencies within each voxel. Note that for 
reconstruction the number of voxels in the ΔB0 map was set 
to match the number of voxels in the reconstructed image, 
128 × 128, resulting in a resolution of 1.75 × 1.75  mm2 and 

(1)y(�(t)) = ∫ m(�)e−2�ΔB0(�)i(t+tshift)e−�(t)⋅�id�,
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a pixel BW of 156 Hz/pixel. The number of phase and fre-
quency encoding steps was set to 128. These settings corre-
spond to a water-fat shift of 1/20 pixel. White Gaussian noise 
was added to the simulated complex time-domain signals 
such that the resulting SNR was approximately 20. These 
simulations were repeated for two different transverse slices: 
in the center and 7.5 cm off-center in the foot-head direction.

MR data acquisition

MR data were acquired in one healthy volunteer in vivo 
and for two different phantoms. For each case, two 3D TSE 
k-space data sets with an unshifted and shifted readout gradi-
ent were acquired using a center-out phase-encoding direc-
tion. The following acquisition parameters were used:

In vivo brain: FOV = 224 × 224 × 200  mm3, TE = 20 ms, 
TR = 500 ms, ETL = 4, pixel BW = 156 Hz/pixel, resolu-
tion = 1.75 × 1.75 × 4.0  mm3, RF pulse length = 100 µs, tshift 
= 150 µs, scan time: 10 min per acquisition (one with the 
time-shift and one without). The 20% of k-space outside a 
cylindrical mask was not acquired to reduce scan time.

45 Equally spaced tubes filled with sunf lower 
oi l :  FOV = 192 × 192 × 60  mm3,  TE = 20  ms, 
TR = 500 ms, ETL = 2, pixel BW = 156 Hz/pixel, resolu-
tion = 1.5 × 1.5 × 5.0  mm3, RF pulse length = 100 µs, tshift = 
50 µs, scan time: 6:24 min per acquisition (one with the 
time-shift and one without).

The phantom data was used to investigate how well 
the algorithms perform when the main magnetic field was 
deliberately deshimmed by having a constant current run-
ning through one of the gradient coils. In a similar vein, the 
in vivo brain scan was furthermore acquired a second time 
using an external magnet attached to the Faraday cage, to 
increase the B0 inhomogeneities in such a way that the field 

in the center slice resembled that of the 7.5 cm off-center 
slice used for simulations. In each of the experiments, the 
time-shift of the readout gradient was set according to the 
level of expected field inhomogeneity in the imaging FOV, 
such that phase wraps did not occur.

To test B0 correction combined with gradient nonlinearity 
correction, the following data set was acquired in coronal 
orientation, in which the gradient nonlinearity pattern is 
strong compared to that in transverse orientations.

63 Equally spaced tubes filled with sunf lower 
oil :  FOV = 256 × 256 × 100  mm3, TE = 18  ms, 
TR = 500 ms, ETL = 2, pixel BW = 156 Hz/pixel, resolu-
tion = 2.0 × 2.0 × 5.0  mm3, RF pulse length = 100 µs, tshift = 
150 µs, scan time: 10:40 min per acquisition (one with the 
time-shift and one without).

Image reconstruction

Reconstruction of the images was performed in MATLAB 
(Mathworks Inc, Natick, MA) and run on a Windows 64-bit 
machine with Intel Xeon CPU E5-1620 v3 @3.5 GHz and 
32 GB internal memory. All data sets were pre-processed 
by applying a 3D sine-bell squared filter in the time domain 
before reconstruction. All reconstructions were performed 
for a single slice in 2D. To support this, a 3D FFT was first 
applied to the 3D filtered k-space data to select a slice from 
the 3D acquisition. To prevent phase wrapping in case of 
strong static phase shifts ( C ), a phase correction was applied 
to both images, such that the phase range in the second 
image is centered around zero. After this, the selected slice 
was transformed back to the time domain.

From the two 2D k-space data sets, ΔB0 maps were recon-
structed using three different approaches.

a b c

Fig. 1  Magnet setup. a The Halbach magnet, producing an 0.05  T 
magnetic field at the center. b The B

0
 field was measured on a 

225 × 225 × 300  mm3 with a gaussmeter connected to a robot. After 
subtraction of the center frequency and conversion to Hz it was fitted 
to a basis of second-order spherical harmonics. The field in the center 
transversal slice of the magnet shows inhomogeneities up to approxi-
mately ± 1200 Hz. The dashed lines indicate the position of the inner 

diameter of the magnet. c Schematic overview of the reconstruction 
algorithm for iterative CPR and iterative MB. In each iteration, two 
images are reconstructed from the unshifted and shifted acquisitions. 
The phase of the resulting images is used to map the ΔB

0
 field. The 

ΔB
0
 map is used as input in the CPR and MB reconstruction in the 

next iteration
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1) Image reconstruction using FFT and regularized B0 
mapping based on the phase difference map.
2) Set ΔB0(�) = 0 as the initial guess. Iterate: Image 
reconstruction using FFT and conjugate phase recon-
struction (CPR) to correct for B0-induced phase changes 
during the readout process [15, 16], B0 mapping as in 1).
3) Set ΔB0(�) = 0 as the initial guess. Iterate: MB image 
reconstruction taking into account the B0 field in the 
encoding matrix [21], B0 mapping as in 1).

Figure 1c shows a schematic overview of approaches 2 
and 3. Reconstructions for approaches 2 and 3 were per-
formed using 3 iterations if not mentioned otherwise.

Conjugate phase reconstruction

For CPR, the inverse of signal Eq. (1) was approximated as

and implemented via multi-frequency interpolation as 
described in [15], such that fast computation times can be 
achieved using FFTs. The frequency range was set from 
−4000 to 4000 Hz and discretized with a step size of 3 Hz 
for simplicity.

Model‑based reconstruction

For model-based image reconstruction, signal Eq. (1) was 
discretized and written into the linear system E� = � . In this 
equation, E ∈ ℂ

N2
×M is the total encoding matrix in which 

the encoding matrices for each phase encoding step were 
stacked, � ∈ ℂ

M×1 is the vectorized unknown image and 
� ∈ ℂ

N2
×1 is a vector containing the time domain signals of 

length N for all N phase encoding steps. M is the number of 
voxels in the reconstructed image and is determined by the 
number of voxels in the initial ΔB0 map. In theory, M and 
N2 can be different, but in this work, they were set the same 
to match the resolution of the reconstructed images from the 
MB approach with those from the FFT and CPR approaches. 
The corresponding minimization problem was written as

Note that the problem is regularized by enforcing 
sparsity of the image in the total variation domain, using 
∇x,∇y ∈ ℝ

M×M as first-order backward differential opera-
tors. This formulation was solved using the non-linear 
minimization scheme Split Bregman (SB) [22, 23]. The 
implementation used 2 outer iterations, 1 inner itera-
tion and a conjugate gradient (CG) tolerance of  10–2. The 
regularization parameters were tuned empirically and set 

(2)m(�) ≈ ∫ y(�(t))e2�ΔB0(�)i(t+tshift)e�(t)⋅�idt

(3)�̂ = min
�

{𝜇

2
||E� − �||2

2
+

𝜆

2

(
||∇x�||1 + ||∇y�||1

)}

to � = 1 and � = 1 × 10–10 for simulations, � = 1 and � =

5 × 10–9 for measured phantom data and � = 1 and � = 
8 × 10–11 for measured in vivo data. In the tuning process, 
the ratio between � and � was first determined by analysing 
the smoothness of the reconstructed images. Second, � and 
� were simultaneously scaled to minimize the amount of 
residual undersampling artifacts.

Model‑based reconstruction with compressed sensing

To reduce the total imaging time and to investigate the com-
bination of MB with CS, the k-space data for the brain scan 
were retrospectively undersampled using a variable density 
Cartesian undersampling pattern with an undersampling 
factor of 2 and reconstructed using CS. For this, a diagonal 
sampling matrix R ∈ ℝ

N2
×N2 was added to the signal model, 

resulting in the minimization problem

For this reconstruction the number of outer SB iterations 
was set to 3, � = 2 × 10–10 and � = 2 × 10–25 for simula-
tions, � = 2 × 10–4 and � = 2 × 10–12 for phantom measure-
ments and � = 2.5 × 10–4 and � = 2.5 × 10–13 for in vivo 
measurements.

B0 mapping

In each iteration, the phase components of the B0 corrected 
images were used to map the field according to the signal 
equation

with C ∈ ℝ
N×N a map that accounts for receive phase off-

sets that are the same for different time shifts tshift . Tikhonov 
regularization was added to obtain smooth ΔB0 maps in case 
of low SNR measurements. This resulted in the final mini-
mization problem

In this formulation, � ∈ ℝ
M×1 and �̂ ∈ ℝ

M×1 are vector-

ized ΔB0 maps, � =
[
�

�

]
 and � ∈ ℝ

M×1 is the vectorized C 

map. Furthermore, A ∈ ℝ
2M×2M is the system matrix derived 

from Eq. (5), � =

[
�1

�2

]
 with �i ∈ ℝ

M×1 is the vectorized 

phase map of image number i. The regularization parameter 
was tuned empirically and set to �=2 × 10–10 for simulations, 
�=2 × 10–8 for phantom measurements and �=4 × 10–8 for 
in vivo measurements. Note that setting this parameter too 

(4)

�̂ = min
�

{𝜇

2
||RE� − �||2

2
+

𝜆

2

(
||∇x�||1 + ||∇y�||1

)}
.

(5)�(�) = −2�tshiftΔB0(�) + C(�),

(6)�̂ = min
�

{
||A� −�||2

2
+

𝛾

2

(
||∇x�||22 + ||∇y�||22

)}
.



635Magnetic Resonance Materials in Physics, Biology and Medicine (2021) 34:631–642 

1 3

large hinders accurate field mapping. The resulting linear 
system was solved using the conjugate gradient (CG) 
method.

At the end of each iteration, the mapped ΔB0 field was 
fitted to a basis of up to second-order spherical harmonics 
before using it as input in the image reconstruction step. This 
was done to obtain an estimate of the field outside the object.

Gradient nonlinearity correction

Gradient nonlinearity correction was furthermore combined 
with B0 correction in iterative CPR and iterative MB using 
the gradient maps obtained from Biot–Savart simulations 
of the gradient fields in the commercial simulation package 
CST studio suite (Dassault Systèmes, Vélizy-Villacoublay, 
France). For CPR this was done in two steps. The first step 
corrects for nonlinearities of the readout gradient Gx(�) . 
Note that for each phase encoding step (modeled through 
different duration τ for a constant phase encoding gradient 
Gy(�) ) Eq. (1) can be written as

T h e  r e a d o u t  g r a d i e n t  wa s  w r i t t e n  a s 
Gx(�) = Gx,nonlinear(�) + Gx,linear(�) such that Eq.  (7) turns 
into

Since the spatially nonlinear part of a readout gradient 
Gx,nonlinear presents itself in the same way as an inhomogene-
ous ΔB0 field in a spin-echo sequence, its effect on the recon-
structed image was also corrected simultaneously with the 
ΔB0 field using the effective off-resonance map 
�eff(�) = ΔB0(�) + Gx,nonlinear(�) as input in CPR. Second, 
the nonlinearity of the phase encoding gradient was cor-
rected in a similar way: the gradient was written as 
Gy(�) = G

y,nonlinear
(�) + Gy,linear(�) and the image m in

was approximated as

and efficiently calculated using a time map that is rotated 
by 90 degrees relative to the time map for the readout gradi-
ent. For MB, the gradient maps were directly incorporated 
into the system matrix E.

(7)y�(t) = ∫ m(�)e−2�ΔB0(�)ite−2�Gx(�)ite−2�Gy(�)i�d�.

(8)

y� (t) = ∫ m(�)e−2�(ΔB0(�)+Gx,nonlinear(�))ite−2�Gx,linear(�)ite−2�Gy(�)i�d�.

(9)

y�(t) = ∫ m(�)e−2�Gy,nonlinear(�)i�e−2�Gx,linear(�)ite−2�Gy,linear(�)i�d�

(10)

m(�) = ∫ y�(t)e
2�Gy,nonlinear(�)i�e2�Gx,linear(�)ite2�Gy,linear(�)i�d�,

Results

Simulation experiments

Figure 2a shows a comparison between the different B0 map-
ping and image reconstruction approaches for the simulated 
Shepp–Logan phantom in a slice in the center of the magnet. 
The ΔB0 map estimated using the FFT results in errors of 
80 Hz compared with the ΔB0 map that was used to gener-
ate the simulated data and a slight image stretch is visible 
along the readout direction (left-to-right). Iterative CPR 
and iterative MB (5 iterations) both result in accurate ΔB0 
maps (errors below 9 Hz) and reconstructed images with 
reduced distortion. Figure 2b shows the same comparison 
for a slice 7.5 cm away from the center of the magnet, where 
the main field inhomogeneities are much stronger. The ΔB0 
map estimated using the FFT results in errors of 500 Hz. 
The estimated ΔB0 map for iterative CPR and iterative MB 
are both close to the true field map with maximum errors of 
22 Hz. The reconstructed image using CPR, however, still 
shows left-to-right shading, while the MB approach results 
in a much more uniform signal intensity across the image. 
The MB CS reconstruction for an undersampling factor of 2 
furthermore shows very similar errors in the ΔB0 map com-
pared to that of the MB approach. The reconstructed images 
show some minor residual undersampling artifacts, which 
appear as ringing. In Online Resource 1 these simulations 
were repeated for a more complicated digital phantom [24], 
showing that MB CS can also recover fine image structures.

The computation times for one iteration of iterative CPR 
and one iteration of iterative MB reconstruction for a matrix 
size of 128 × 128 were 6.2 s and 21.6 s, respectively.

Phantom and in vivo measurements

Figure 3a shows a comparison of the three approaches for 
the in vivo brain scan in the center slice. The FFT recon-
struction results in a stretch of the brain along the readout 
direction (left-to-right), similar to that produced in the simu-
lations. For these mild B0 inhomogeneities (~ 600 Hz), the 
iterative CPR and MB approach result in very similar image 
quality, which is in agreement with simulation results. The 
estimated ΔB0 maps and the differences with respect to that 
of the FFT approach, show an improvement in the accuracy 
of the field map estimation of approximately 200 Hz when 
using the iterative CPR and MB approaches. It is worth 
noting that the estimated field corresponds well with the 
measured field in Fig. 1c, which was measured for a slightly 
smaller FOV. The MB CS reconstruction with an undersam-
pling factor of 2 furthermore shows very similar quality to 
that of the MB approach, demonstrating the flexibility of 
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Fig. 2  Comparison of FFT, iterative MB and iterative CPR 
approaches for simulation data in the center slice and in an off-center 
slice. a Center slice. (Top row) The FFT reconstruction results in a 
slight stretch of the Shepp–Logan phantom along the readout direc-
tion (left-to-right). (Middle row) The standard B

0
 mapping technique 

(FFT) leads to inaccuracies in regions where the B
0
 inhomogeneities 

are strongest (~ 600 Hz). The iterative CPR and MB approaches cor-
rect for this stretch using the estimated field map in each iteration and 
result in very similar image quality and ΔB

0
 maps. (Bottom row) This 

is confirmed by the low errors in the estimated ΔB
0
 maps. The MB 

CS reconstruction for an undersampling factor of 2 shows very simi-
lar errors to that of the MB approach. b Off-center slice. The stronger 
inhomogeneities in this slice (~ 1500 Hz) result in even larger errors 
using the standard B

0
 mapping technique (FFT). Iteratively applying 

CPR and MB reduces the errors. For iterative MB image reconstruc-
tion, the uniformity of the image is closer to that of the true object 
compared to iterative CPR
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the MB approach towards undersampling. Figure 3b shows 
that while the accuracy of the field maps are comparable for 
CPR and MB (within 75 Hz) for stronger B0 inhomogenei-
ties (~ 1500 Hz), the iterative MB approach results in a more 
homogeneous signal intensity compared to the iterative CPR 
approach, which is in agreement with the simulation results 
in Fig. 2b.

To further test the robustness to large B0 inhomogenei-
ties, Fig. 4 shows B0 mapping and reconstruction results for 
the phantom containing 45 equally spaced tubes filled with 
sunflower oil. Both CPR and MB result in corrections of 
approximately 150 Hz on the final ΔB0 map. The structure 
of the phantom in the reconstructed images using MB and 
CPR is close to that of the true object, of which a photograph 
is shown as a reference.

Figure 5 shows simulation and measurement data in a 
coronal orientation for which the gradient nonlinearity pat-
tern is strong compared to that in the transverse orientations 
studied in Figs. 1, 2, 3, 4. When simulated gradient maps are 
taken into account in the reconstruction process, both itera-
tive CPR and iterative MB show reduced image distortions 
compared to the FFT reconstruction and compared to the 
B0 corrected images. Iterative MB shows a more uniform 
signal intensity compared to iterative CPR. Measurement 
data show some residual image distortions that could be 
explained by small differences between simulated gradient 
maps and actual gradient fields, which could arise when one 
of the gradient coils is slightly rotated with respect to its 
orthogonal position. Note that the inhomogeneities in the 
B0 field now result in distortions in the opposite direction 
compared to in Figs. 2, 3, 4 due to the use of a reversed 
gradient direction.

Discussion

The results in this paper showed that B0 inhomogeneities 
present at the low field can be encoded into the measured 
k-space data using a TSE sequence with a time-shifted read-
out gradient and that their adverse effects on image quality 
can the mitigated by appropriate image reconstruction tech-
niques. Standard Fourier transform-based B0 mapping leads 
to inaccurate ΔB0 maps in the case of strong main field inho-
mogeneities. Iteratively applying CPR corrects for the image 
distortions and reduces the errors in the ΔB0 map, but in 
regions where the inhomogeneities are large compared to the 
gradient strength the images still suffer from reduced signal 
uniformity. Iteratively applying MB reconstruction results 
in higher image quality and in a similar ΔB0 error compared 
to iterative CPR. Combination of the MB approach with 
CS resulted in very similar image and ΔB0 map quality for 
an undersampling factor of 2 compared to the fully sam-
pled iterative MB approach. This framework enables us to 

reconstruct B0 artifact-free images without penalties on the 
total scanning time. This is particularly relevant for low field 
permanent magnet MRI systems, where main field inhomo-
geneities are often severe and may change in time, but could 
also be of interest in high field applications.

The experiments in this paper have shown that if gradi-
ent nonlinearities are known, either via simulation or via 
external measurement, they can easily be integrated into 
the forward model of MB or in CPR, and hence support 
B0 inhomogeneity and spatial gradient nonlinearity correc-
tion simultaneously. This can be done as long as the gradi-
ents produce a unique gradient encoding for each location. 
In future work, the MB model could be extended to larger 
ΔB0 inhomogeneities by incorporating a frequency range 
within each voxel in the encoding matrix instead of a single 
frequency [25, 26]. Furthermore, incorporating local field 
changes within each voxel via Taylor series expansion of 
the ΔB0 map, as done in [27], can improve the accuracy of 
the signal model further.

In this work, we used the �1-norm TV operator acting 
on the image as regularization in the image reconstruction 
step. Its sparsifying effect becomes especially important 
when MB reconstruction is combined with CS. There are 
other regularization operators that could be used instead, 
potentially creating sparser representations than TV, hence 
allowing larger undersampling factors. A different type of 
regularization was needed for the field map estimation step 
since neither the field itself nor its derivative is sparse. We 
enforced the inherent smooth structure of the field by mini-
mizing jumps in the field via the �2-norm TV operator act-
ing on the field map. As an alternative approach one could 
also think about enforcing sparsity of the coefficients of the 
spherical harmonics decomposition of the field. However, 
enforcing smoothness of the field through �2-norm minimi-
zation is more straightforward and much less computation-
ally expensive compared to �1-norm minimization.

Field drift due to temperature changes is in general a 
well-known problem in low field permanent magnet MRI 
systems [4]. In our experiments, we have not observed large 
field drifts. However, if temperature changes are tracked dur-
ing acquisition, field drifts can be modelled and considered 
in the forward model of the MB reconstruction. Part of this 
problem can also be mitigated by shortening the scan times 
using k-space undersampling and CS, for which the current 
MB reconstruction framework was shown to be particularly 
suitable as it already incorporates a total variation transform 
for regularization. Reconstructed ΔB0 maps could also be 
used to correct other ΔB0 distorted images from the same 
scan session.

Another class of approaches estimates a ΔB0 map from 
k-space data before it is used in an MB image reconstruction 
step [17, 21]. The advantage of such approaches is that the 
field map is encoded along the entire readout duration of 



638 Magnetic Resonance Materials in Physics, Biology and Medicine (2021) 34:631–642

1 3

Image

difference

FFT CPR MB

0

A.u.

-150

-75

0

75

150
-1500

-1000

-500

0

500

1000

1500
Hz

Hz

MB CSa 

Image

difference

FFT CPR MB

0

A.u.

-150

-75

0

75

150
-1500

-1000

-500

0

500

1000

1500
Hz

Hz

MB CSb 



639Magnetic Resonance Materials in Physics, Biology and Medicine (2021) 34:631–642 

1 3

each time-domain signal, whereas for image-based B0 map-
ping the field map is encoded in the phase for each pixel 
separately. This means that, while image-based B0 mapping 
needs at least two acquisitions, time-domain approaches 
potentially need one acquisition [21], hence can lead to a 
shorter acquisition time. A downside, however, is that time-
domain approaches require longer reconstruction times 
compared to image-domain approaches due to the need to 
construct and use a large dense matrix for the field map 

error estimation step [17, 21]. Furthermore, while accurate 
at clinical field strengths [17], the linearization step that is 
needed to derive a linear system for the error estimation 
step will become inaccurate for the strong inhomogeneities 
that we are dealing with at low field ( ΔB0 ≈ 3000 Hz) [21]. 
For these reasons, we expect that such approaches will fail 
to fully correct for all B0-induced image distortions for our 
current magnet. Further research is needed to compare the 
accuracy of image-based B0 mapping and time-domain field 
map estimation and their effects on the MB reconstructed 
images.

Although iterative MB reconstruction is able to produce a 
more accurate image intensity for stronger inhomogeneities 
than iterative CPR, it also has a longer computation time 
than iterative CPR. This is explained by the fact that CPR 
can be efficiently implemented using FFTs. In case of mod-
erate inhomogeneities for which CPR provides sufficient 
accuracy, iterative CPR would therefore offer a more practi-
cable solution than iterative MB reconstruction. Also hybrid 
approaches, in which CPR and MB are combined, could 
be useful for these cases. It should be noted, however, that 
reconstruction codes used for the comparisons performed 
in this paper have not been fully optimized for speed. Code 
optimization will be necessary to obtain clinically acceptable 

Fig. 3  Comparison of FFT, iterative MB and iterative CPR approach 
for an in vivo brain scan. a Mild B

0
 inhomogeneities (~ 600 Hz). (Top 

row) The FFT reconstruction results in a stretch of the brain along 
the readout direction (left-to-right). Both iterative CPR and iterative 
MB image reconstruction result in low errors in the estimated field 
map, and correct for the corresponding image deformations. The 
estimated ΔB

0
 maps (middle row) and the differences with respect to 

that of the FFT approach (bottom row) show a similar improvement 
in the accuracy of the field map estimation when using the iterative 
CPR and MB approaches. The MB CS reconstruction for an under-
sampling factor of 2 shows the flexibility of the MB approach towards 
undersampling. b For strong B

0
 inhomogeneities (~ 1500  Hz), here 

obtained by attaching an external magnet to the Faraday cage, the 
iterative MB approach still results in a uniform signal intensity, while 
the iterative CPR approach shows more signal shading in the lower-
left corner of the brain
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Fig. 4  Comparison of FFT, iterative MB and iterative CPR 
approaches for strong (~ 1200 Hz) B

0
 inhomogeneities in a grid phan-

tom: 45 Equally spaced tubes filled with sunflower oil on a rectangu-
lar grid. Both MB and CPR result in images of which the structure 

is close to that of the true object. A photograph of the grid phantom 
is shown as a reference. Strong B

0
 inhomogeneities were obtained by 

running a constant current through one of the gradient coils
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reconstruction times for 3D or multi-slice reconstructions. 
Currently, the two most expensive steps in each iteration of 
the proposed approach are updating the SB system matrix 
and reconstructing the two images. These steps can be sped 
up considerably with the help of parallelization. Further 
reduction in computation time can be achieved by using pre-
conditioning techniques [13, 28, 29], although this would 

only have a significant impact for extremely strong inhomo-
geneity cases, where the structure of the system matrix is 
very different from that of the Fourier transform.

In conclusion, both iterative CPR and iterative MB can 
help to reduce B0 distortions in reconstructed images and 
improve the accuracy of B0 mapping for a strongly inhomo-
geneous main field, although iterative MB generally results 

Fig. 5  Combined gradient 
nonlinearity and B

0
 correction 

for simulation and measurement 
data. a Gradient nonlineari-
ties produce additional image 
distortions on top of B

0
-induced 

image distortions for a simu-
lated Shepp–Logan phantom 
when reconstructed with an 
FFT. Iterative CPR and iterative 
MB are able to correct for both 
type of distortions simultane-
ously, but iterative MB shows 
a more uniform signal intensity 
compared to iterative CPR. b 
Measurement data of a rectan-
gular grid phantom, contain-
ing 63 equally spaced tubes 
filled with sunflower oil, show 
reduced B

0
 and gradient distor-

tions when reconstructed with 
iterative MB and CPR. Residual 
image distortions in measure-
ment data are potentially caused 
by small differences between 
simulated gradient maps and 
actual gradient fields, which 
could, for example, arise when 
one of the gradient coils is 
slightly rotated with respect 
to its orthogonal position. A 
photograph of the phantom is 
shown in the lower-left corner. 
c The B

0
 map was estimated 

from the measured data in 
(b), and subsequently used to 
simulate image distortions in 
(a). Maps of the frequency and 
phase encoding gradients were 
simulated in coronal orientation 
using Biot–Savart’s law
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in a higher signal uniformity across the imaging object than 
CPR.
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