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Summary
While cyberspace has become central to all vital processes in the global economy and people’s 
social lives, it also carries a wide variety of risks. Framing these risks is no easy feat: Some 
lead to harm in cyberspace itself, while others lead to harm in the offline world as well. 
Moreover, sometimes harm is brought about intentionally, while at other times it may be the 
result of accidents. The “cyber harm model” brings these challenges together and provides an 
opportunity to get a comprehensive overview of the different types of incidents related to 
cyberspace.

It also reveals where the biggest challenges for cyber crisis management lie, and it provides a 
typology of different types of cyber crises that may arise. Cyber-induced crises have 
characteristics that make them hard to grapple with, for instance the fact that they can be 
induced remotely and instantaneously at multiple locations. Moreover, cyber crises are not 
always easily traceable, and sometimes it is difficult to see that the cause of a particular crisis 
in the offline world is an act in cyberspace. Finally, the borderless nature of cyberspace leads 
to potential large-scale geographical spread for cyber crises.

Cyber crises also lead to a number of specific challenges for leadership, especially with 
respect to sense-making, meaning making, decision making, termination, and learning.

Keywords: cybersecurity, vulnerabilities, cyberspace, intentional harm, accidental harm, crisis 

management, harm in cyberspace, harm via cyberspace, cyber harm model, crisis analysis
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The Centrality of Cyberspace

Cyberspace has become an indispensable ecosystem for businesses, organizations, citizens, 
and governments alike (Fransman, 2010). In a mere four decades, it developed from a brand 
new, virtual space populated by a technical and academic elite (Naughton, 2016; Severance, 
2015) to a backbone for all vital processes in the global economy, as well as for people’s social 
lives (Kuehl, 2009; Susskind, 2018). Cyberspace is without a doubt the largest and most 
complex system mankind has ever made, and its rapid development and massive adoption has 
led to an interesting challenge: Most of the global population has quickly become “utterly 
dependent on a technological system that is both very disruptive and yet is poorly, if at all, 
understood” (Naughton, 2016, p. 5).
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Defining cyberspace, or capturing its “core” in a short description, appears to be quite a 
challenge, although many authors have tried (see Deibert & Rohozinski, 2010a; Dunn Cavelty, 
2013; Kuehl, 2009; Liaropoulos, 2011). Perhaps rather than coming up with a single, 
comprehensive definition, one ought to look at some of the key descriptors that collectively 
depict and delineate cyberspace as a phenomenon instead. The authors propose a total of six 
aspects, divided into two sets: descriptions of the physical infrastructure that make up 
cyberspace, or its physicality, and qualifications of the use one makes of cyberspace.1

While many people intuitively think of cyberspace as a virtual or intangible “space,” it is very 
much grounded in a hard, physical reality, without which it would not exist. Cyberspace 
depends on a physical, technical infrastructure consisting of many interconnected elements. 
Collectively, the physicality of cyberspace can be captured as follows: (a) Cyberspace is an 

ecosystem2 (b) that it is made up of digital technologies, which are (c) connected through 
networks. Since cyberspace consists of and connects a wide range of different subsystems, it 
is often called a “system of systems” (cf. Fransman, 2010).

At the same time, what cyberspace is, as well as how it is viewed, is shaped to a significant 
extent by its use, that is, by the activities one engages in using this ecosystem and the 
purposes one has with those activities. Capturing the key aspects of the use one makes of 
cyberspace, it can be stated that (d) cyberspace is an ecosystem in which a variety of different 
types of actors engage in a wealth of different behaviors (discussed more later); (e) most 
importantly involving the creation, storage, modification, sharing, and exploitation of 
information; and (f) in their use of cyberspace these actors treat this ecosystem as an 

operational space, that is, a space in which strategic activities take place toward certain ends. 
Figure 1 summarizes these six characteristics, which collectively make up what cyberspace is 
and what it is for.

1

2
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Figure 1. Six key characteristics of cyberspace.

As an ecosystem cyberspace is a highly complex environment, made up of countless 
subsystems, networks, and other infrastructural elements, which span the globe and 
interconnect in innumerable ways. Openness and flexibility were chosen as core design 
principles in the development of cyberspace to leave as much room as possible for innovation 
and facilitate maximum growth (cf. Leiner et al., 2009; Naughton, 2016). These enabling 
features have led to, and still lead to, the explosive expansion of the ecosystem, both in terms 
of the variety of uses it serves and the number of people populating this ecosystem.

Aside from the technical and infrastructural complexity of cyberspace’s infrastructure, 
cyberspace’s use is highly complex as well. For one, a wide variety of different actors populate 
cyberspace, ranging from individuals and consumers, to groups and collectives, to businesses 
and organizations, to nation-states and their proxies (Czosseck, 2013; Kuehl, 2009; Maurer, 
2018a). Increasingly, nonhuman actors, such as bots, play a role in cyberspace, for instance in 
algorithmic and economic trading in the financial sector (cf. Kim, 2007) or in spreading 
marketing or political messages on social media such as Twitter (Howard & Kollanyi, 2016). 
Bots are also used for harmful purposes, most importantly to collectively flood specific 
website domains so that these go offline (cf. Lafrance, 2017).
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Collectively, the actors in cyberspace engage in a wide variety of different activities in this 
ecosystem. Cyberspace is used to look up, share, or store information; to shop; to date or find 
friends; to pay; to connect or communicate; to read books or newspapers; to navigate; and so 
on and so forth. The list of activities that have gained the “cyber” prefix continues to grow. 
Think of cyber bullying (Bryce & Klang, 2009; Livingstone et al., 2011; Van der Hof et al., 2014), 
cyber terrorism (Brenner, 2007; Wade, 2003), cybercrime (Jewkes & Yar, 2010; Leukfeldt, 
2017; Wall, 2015, 2017), cyber warfare (Ben-Israel & Tabansky, 2011; Demchak & 
Dombrowski, 2011; Rid, 2012; Singer & Friedman, 2013; Taddeo, 2012), and cyberespionage 
(Buchan, 2015; Contreras et al., 2013; Landau, 2013; Walsh & Miller, 2015; Ziolkowski, 2013). 
New possibilities to share, connect, collaborate, but also distort, manipulate, and attack in or 
via cyberspace arise almost daily. This leads to significant challenges for researchers seeking 
to understand human behavior in cyberspace. With the changes in the ecosystem, new and 
unexpected behaviors constantly emerge and behavioral norms change.

From Cyberspace to Cybersecurity

Since cyberspace has become the single most important infrastructure in the world, both 
economically and socially, the security of this ecosystem has become a concern for 
governments, businesses, and citizens alike. After its inception, it soon turned out that while 
this massively interconnected, global system of systems had significant benefits, its use also 
led to the emergence of a wide variety of new risks. The software, hardware, and networks 
that collectively constitute cyberspace are full of vulnerabilities, that is, “errors in computer 
systems which can be exploited to breach security mechanisms” (Böhme, 2005, p. 1). When 
people exploit such vulnerabilities, this leads to so-called cyberattacks or cyber incidents. The 
latter are defined as “deliberate disruptions of routine and everyday cyber-security practices, 
designed to protect networks, computers, programs and data from attack, damage, or 
unauthorised access” (Balzacq & Dunn Cavelty, 2016, p. 180). When a vulnerability is 
exploited for the first time, it is called a “zero day”: “A cyber-attack exploiting a vulnerability 
that has not been disclosed publicly” (Bilge & Dumitras, 2012, p. 833). Because it is a 
previously unknown vulnerability, no protections exist against it yet. Since it takes time to 
create such protections and remedy the gap a vulnerability leaves, “zero day” refers to the 
day at which the exploit becomes known, and hence a process of defense or patching can be 
instigated.

Due to the complexity and interconnectedness of cyberspace, the number of vulnerabilities 
that may be exploited by perpetrators is almost limitless. This is why, in cybersecurity lingo, 
researchers tend to speak of the ever-increasing “attack surface” of systems and networks (cf. 
Onyeji et al., 2014; Soule et al., 2015). This term refers to the totality of all the possible ways 
attackers can exploit weaknesses of systems and networks (also see Meeuwisse, 2017, p. 181). 
By (inter)connecting ever more systems and networks, the attack surface will only increase in 
the upcoming years. Trends such as the rise of smart cities (Elmaghraby & Losavio, 2014) and 
the emergence of the internet of things (Schneier, 2018) are likely to exacerbate this hazard.
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For researchers, governments, and businesses, when it comes to cybersecurity, three themes 
dominate the agenda at the beginning of the 2020s: cybercrime, cyberespionage, and the 
protection of critical infrastructures. This article discusses these three in turn to delve a little 
deeper into the particular vulnerabilities and issues at stake surrounding each theme.

Cybercrime

Cybercrime was among the first (sets of) risk that was identified after the emergence of 
cyberspace. Already in its early days, governments, law enforcement, and the academic 
community realized that individuals and groups were not just using cyberspace for benign 
purposes, they quickly discovered that many forms of offline crime now found penchants and 
guises in the online world and that cyberspace facilitated a variety of crime types hitherto 
unknown or nonexistent.

Cybercrime can be divided into three different categories (Wall, 2015, 2017). First, there is 

computer-assisted crime. This refers to criminal acts whereby digital technologies are used 
but are not essential to the activity, that is, these same activities could have occurred without 
the use of said technologies. Computer-assisted crime thus refers to all forms of “old” crime 
known before the advent of cyberspace, which are instead conducted in or via cyberspace. An 
example of computer-assisted crime is committing fraud or conducting money-laundering.

Second, there is the notion of computer-enabled crime. The emergence of digital networked 
technologies and cyberspace has facilitated a host of qualitatively different opportunities for 
already existing criminal activities. For instance, the rise of social media has facilitated novel 
forms of bullying or harassment. In contrast to old offline crime, these kinds of crime are 
different in their scale, reach, and impact. Using digital technologies, one can reach far more 
individuals, as well as harm them more frequently, anonymously and easily than in the days 
before cyberspace. Bullying and harassment, therefore, are not only facilitated by cyberspace 
but also transformed to some degree.

A third and final category is computer-dependent crime. In contrast to computer-assisted and 
computer-enabled crime, which both had offline forerunners, computer-dependent crime does 
not. It refers to all forms crime that depend on networked, digital technologies and 
cyberspace, that is, it could not be conducted without them. The most obvious example of 
computer-dependent crime is hacking; it is only because of the existence of digital networked 
technologies that hacking as an activity can exist.

Cyberespionage

A second set of security concerns relating to cyberspace has been the emergence of 
cyberespionage. Intelligence gathering has always been a part of statecraft (Chesterman, 
2006), and in that sense, it is unsurprising that state actors employ cyberspace for purposes 
of espionage. Similarly, throughout history businesses have also sought to increase their 
competitive advantage by gathering intelligence on their competitors’ practices and plans. 
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Here, too, therefore, a move to cyberspace was expected. The term cyberespionage may refer 
to both forms: It can denominate commercial and state espionage.3 Often, the two forms of 
espionage can be intertwined. For instance, actors may seek to gain access to Boeing or 
Lockheed Martin, both commercial weapons manufacturers, because intelligence on their 
systems could give both rival companies and nation-states a competitive advantage.

Two points are key to understanding cyberespionage. First, the means and methods for 
gathering intelligence are qualitatively different in comparison to offline forms of espionage. 
The scale, reach, and impact of intelligence-gathering activities has changed fundamentally in 
light of the rise of networked, digital technologies. Actors may now gather data in bulk, for 
instance, that is, bring in immense volumes of (meta)data and use data analytics to sift 
through the data for relevant patterns.

Second, while espionage still sounds like the work of spies—controlled and handled by states 
to gather (specific) information on the activities of other states—in cyberspace a multitude of 
different actors, with or without relationships to the state, may conduct intelligence-gathering 
activities. News media and popular articles often tend to portray states as actors in 
cyberespionage, for instance when “China” stole personal information about 21 million 
American citizens working for the U.S. government by breaking into the database of the U.S. 
Office of Personnel Management (Nakashima, 2015), or when “Russia” meddled with the U.S. 
presidential elections in 2016 (Mueller, 2019), or when the “United States” gathered data on 
both friends and foes using the PRISM program, as revealed by the Edward Snowden leaks 
(Sottek, & Kopfstein, 2013).

In practice, nation-states do indeed sometimes actively instigate cyberespionage or run 
espionage programs in cyberspace themselves. Unit 61398, a Chinese cyber unit that is held 
responsible for large-scale espionage activities, is said to have been created by the Chinese 
government specifically and explicitly for this purpose (Buchan, 2015). The NSA’s activities, as 
revealed by Snowden in 2013, are also an example (Landau, 2013). But oftentimes, states also 
use other actors to engage in cyberespionage on their behalf. In the words of Tim Maurer, “To 
project cyber power . . . states rely on hackers that do not wear uniforms and are not part of 
the intelligence community—cyber mercenaries or, more broadly, cyber proxies” (Maurer, 
2018b, p. 171). A “cyber proxy” can be any nonstate actor that operates in cyberspace on 
behalf of a nation-state, whether or not the state publicly acknowledges their actions 
(Czosseck, 2013, p. 2). When looking at the use of proxies for espionage or for offensive 
activity in cyberspace, three different relationships between states and their proxies can be 
distinguished (Maurer, 2018a, 2018b). First, states may delegate responsibility for espionage 
to proxies. This means that their activities are under close control of the state. Second, states 
may orchestrate proxies’ espionage or other offensive activities. This means that these proxies 
are on “a looser leash yet [act] in concert with a government’s objectives” (Maurer, 2018b, p. 
174). Finally, states may sanction proxies’ espionage, which can mean a number of things, 
ranging from passive support to not interfering to end their activities. States may choose to 
use such proxies because they lack sufficient technical expertise themselves to engage in 
sophisticated attempts at intelligence gathering but also because it enables them to plausibly 
deny involvement should the attackers get caught (cf. Kello, 2013; Singer & Friedman, 2013).

3
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One of the key challenges regarding both cyberespionage and cybercrime is the attribution 
problem. This problem “refers to the difficulty of identifying those initially responsible for a 
cyber-attack and their motivating factors” (Dunn Cavelty, 2013, p. 113). Because cyberspace 
connects systems and networks globally, each act in cyberspace crosses numerous networks 
and “hops” along the way. Tracing back these hops across borders (read: jurisdictions) is no 
easy feat. Anonymizing techniques and technologies may be used by criminals and spies, 
making it more difficult to find them (Clark & Landau, 2011), though some researchers point 
out it is not impossible to do so (Rid & Buchanan, 2015). Legally, proving beyond reasonable 
doubt which natural person “pushed the button” to engage in an attack and proving which 
intention this was done for (an act of war? A criminal act? A terrorist act?) is even trickier 
(Brenner, 2007). Proving that an actor could foresee (all) the potential outcome(s) of his or her 
actions is even harder in complex, networked ecosystems such as cyberspace. As time 
progresses, however, law enforcement is getting better at attributing cyberattacks and acts of 
espionage, and this has resulted in several indictments, especially in the United States 
(Maurer, 2018b). Such indictments can be read as a form of political signaling to other nation- 
states that espionage, or other forms of cyberattacks, do not go unnoticed and, more 
importantly, may help shape norms for state behavior in cyberspace (Keitner, 2019).

Critical Infrastructure Protection

A third topic that is high on the agenda of both researchers and politicians is the protection of 
critical infrastructures. Many states consider this to be one of the most important national 
security issues. The term critical infrastructures refers to “physical and information 
technology systems, networks, services, and assets which, if disrupted or destroyed, would 
have a devastating impact on the health, safety, security, or economic well-being of citizens or 
the active functioning of governments” (Onyeji et al., 2014, p. 54). Interestingly, 
infrastructures have only come to be labelled “critical” since the late 1990s, when, after the 
end of the Cold War, states realized that their infrastructures are both vital for societal and 
economic functioning and may be vulnerable to disruption or sabotage (Aradau, 2010). With 
the rise of cyberspace, in a sense, infrastructures have become even more “critical” because 
they are now part of a globally (inter)connected network. Operators of, for example, energy 
grids, utilities, and railroads have chosen to attach their operational technologies to 
cyberspace to increase efficiency and lower costs (Alcaraz & Zeadally, 2015; Gheorghe et al., 
2007). When operators can manage the opening and closing of a range of flood controls 
remotely from a single central location, this is far more cost-efficient than when operators 
need to man a station or be close to the physical location of each individual dam. However, 
when operators can manage flood controls remotely, there is a real and urgent risk that others 
can too. This is why, in relation to critical infrastructures, the terms cyber physical systems 

and cyber physical risks are often used (cf. Cárdenas et al., 2009).

The term cyber physical systems refers to oftentimes large-scale, industrial systems that 
combine or integrate digital, networked technologies with operational technologies, or OT. 
The latter are technologies used to change physical states in the real world, for instance 
opening or closing a valve to control pressure in a pipeline, but also the state of traffic signs 
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or signaling over railways. Combining such operational technologies with digital, networked 
systems leads to two major challenges. First, as we have seen, by adding network 
technologies, these systems may be accessed via cyberspace not only by operators (the 
intended users) but also by outsiders, who may accidentally or willfully manipulate them. 
Since cyber physical systems have effects in the real world (e.g., opening or closing a valve or 
a dam), their manipulation may lead to (severe and large-scale) physical harm in the real 
world. The abuse of cyber physical systems through acts in cyberspace can ultimately lead to 
high numbers of deaths and damage in the offline world.

Second, operational technologies are oftentimes large-scale systems, collectively called 
industrial control systems (ICS). These are monitored by supervisory control and data 
acquisition (SCADA) systems. Since such systems are highly complex and purpose-made for 
individual facilities, replacing them is very expensive. Add to this the fact that many of the ICS 
and SCADA systems were developed in the decades before the rise of cyberspace and were, 
hence, never designed with (global) networking capabilities in mind (Onyeji et al., 2014). This 
means that there are serious concerns regarding the security of connecting these systems to 
cyberspace. To make matters worse, the technologies and systems used to connect such 
control systems to cyberspace oftentimes are off-the-shelf, box-standard information and 
communication technologies (ICTs), with all the on-board and built-in vulnerabilities these 
systems may have. Thus, critical infrastructures can be exploited with the same (types of) 
tools and mechanisms as any other networked, digital device.

In sum, by equipping critical infrastructures with cyber connectivity, they have become easier 
and more efficient to manage. At the same time, they have been opened to a variety of severe 
and complex risks, which terrorists, state actors, competitors, and criminals could take 
advantage of. Due to the potential lethalness of these risks, critical infrastructure protection is 
justifiably high on the agenda for politicians, operators, and researchers. It should also be so 
for those interested in crisis management, yet the particular combination of cyber risk 
management and critical infrastructure protection gets relatively limited attention in the 
crisis literature (Kuipers & Welsh, 2017) and in the risk literature (Kuipers et al., 2018). While 
a predicted “cyber Pearl Harbor” (Hansen & Nissenbaum, 2009) has not materialized, if ever 
it will, then it is likely that it will stem from this particular category of vulnerabilities in 
cyberspace.

The Cyber Harm Model

After this discussion on the key topics in research and policymaking for cyberspace, the next 
questions to be answered include the following: What should those interested in crisis 
management take away from this discussion? What types of crises are most likely to occur, 
and/or will have the biggest impact, in relation to cyberspace and the risks we have 
encountered there? The range of potential problems caused by or encountered in cyberspace 
is quite extensive, and the particularities of the crises they may generate are wide-ranging 
and diverse. Cyberspace is a global, complex ecosystem, which contains risks on many levels, 
potentially affecting many different areas of life, both in cyberspace itself and outside. To 
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structure a discussion on the width and reach of potential issues, the authors developed the 
cyber harm model. This model starts from the question: Which harm does the exploitation of 
cyber vulnerabilities lead to, and where and how does this harm materialize? Focusing on the 
harm that is generated facilitates (a) clustering themes, topics, and issues in a relevant and 
clear manner, and, more importantly, (b) shedding light on the areas of gravest potential harm 
and thus inventories crisis-management implications. The cyber harm model is depicted in 
Figure 2.

Figure 2. The cyber harm model.

The abuse of vulnerabilities in and of cyberspace may cause two different types of harm: (a) 
harm to systems, data, and networks, which we collectively label as harm in cyberspace; and 
(b) harm to human beings, institutions, values, or societies, which we collectively label as 

harm via cyberspace.
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Cyber Incidents in Cyberspace: Harms to Systems, Data, and Networks

The middle of Figure 2 presents “harm in cyberspace”: all forms of damage done to technical 
systems, to networks, software, hardware, and to data that is shared via, or stored in, 
cyberspace. Currently, much research on and debates about cybersecurity focus on this type 
of harm. Studies focus on the potential risk of losing data, opening communications to 
unintended audiences, and networks becoming unavailable. Systems and data that are 
attached to or available in cyberspace may be damaged, stolen, manipulated, broken, 
attacked, exploited, and so on. Because this may lead to loss of data, reputational damage, 
economic damage, and loss of trust, there is a real and realistic concern over such forms of 
harm.

In cybersecurity, therefore, much effort has been put into the “CIA Triad,” that is, into 
protecting the confidentiality and the integrity of data, and the availability of networks and 
systems (cf. Meeuwisse, 2017; Schneier, 2018; Van den Berg & Keymolen, 2017). 
Confidentiality refers to the fact that data and communications must be kept secure while in 
transit and in storage. Integrity revolves around the idea that we must be able to rely on the 
fact that data has not been tampered with, for example, it has not been changed, manipulated, 
or moved. Availability means that networks and systems must be reliable: They must be 
resilient enough to remain accessible even under adverse conditions.

One important thing to note about the discussion on harm in cyberspace is that almost all 
current research and policymaking concentrates on intentional threats to maintaining the 
confidentiality and integrity of data and systems and the availability of networks and systems. 
Governments, businesses, and academics all seek to gain a better understanding of the risks 
of willful exploitation of vulnerabilities in cyberspace and to generate protections against such 
exploitation. However, while the threat of intentional attacks is real and widespread, systems, 
data, and networks may also be harmed as a result of unintentional or accidental causes. This 
type of harm receives far less attention from governments, businesses, and researchers. 
Unintentional harm in cyberspace may result from a natural disaster,4 system error,5 a 
configuration error,6 or a human error.7 Moreover, accidental or unintentional cybersecurity 
incidents may sometimes also be the result of mistakes or errors elsewhere. In this case, a 
cybersecurity incident can be labeled a cascading effect. The most common materialization of 
this cascading effect is when power systems go down, and as a consequence, networked, 
digital systems fail as well.8 It is clear that for crisis-management purposes, it is not so 
relevant whether the source of cyber harm is intentional or accidental; in case of a cyber 
crisis, harm has exceeded a certain threshold and requires an urgent response. Whether or 
not this harm was generated willfully or, for instance, as a result of natural causes is less 
important in the moment of an escalating crisis; this is more relevant when the peak of the 
crisis has passed, and it is time to gain a deeper understanding of the causes to learn from 
that crisis. For crisis-management purposes, therefore, it would be worthwhile if 
cybersecurity research expanded its scope to include accidental cyber incidents because these 
can be, and are, a real source of concern alongside intentional threats.

A second important thing to note about harm in cyberspace is that it leads to what the authors 
call indirect harm to humans. As argued elsewhere:

4 5

6 7

8
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The terms “direct” and “indirect” refer to the first locus of the manifestation of a 
harm. Direct harms are harms that manifest themselves directly in or on a human 
being. Indirect harms, by contrast, are harms that first manifest themselves outside 
human beings, in their possessions, in other people, in the larger environment in 
which they operate, or in relation to core values and institutions that they hold dear, 
and that affect human beings through the damaging effects they have on those 
possessions, people, core values or on the environment.

(Van den Berg et al., 2021, italics in original)

When systems, networks, or data are manipulated, attacked, exploited, damaged, plundered, 
or disrupted, this does not harm humans directly in the sense described earlier. Instead, it 
harms the things they value—financially, economically, socially, as well as in terms of 
efficiency. Of course, this does not make it any less serious. The damage that is done in 
cyberspace to systems and data can be significant.

Cyber Incidents via Cyberspace: Harm to Humans and Societies

One of the most troubling realizations in relation to the exploitation of vulnerabilities in, and 
of, cyberspace, is that these may also lead to harm outside cyberspace, that is, in the offline 
world. We call this category harm via cyberspace. In Figure 2 it is represented by the outer 
ring. Some of the harm that may be done via cyberspace came up already in the discussion of 
risks surrounding cyber physical systems and critical infrastructures. What characterizes 
harm via cyberspace is that activities conducted in cyberspace (hacking, sabotage, theft, 
disruption, as well as errors of a variety of different kinds) may have real-world effects, that 
is, they may lead to different types of harm in the physical world outside cyberspace.

The first thing to note is that the distinction between direct and indirect harm is also relevant 
when we speak of harm via cyberspace. For one, this type of harm may befall human beings, 
organizations, institutions, and societies directly: They may come to direct physical harm as a 
result of manipulations of systems or data in cyberspace. As the example on critical 
infrastructures illustrated, when a hacker opens a dam and floods an area, this may lead to 
large-scale physical harm, including potential deaths, in our physical reality. Direct harms via 
cyberspace can be found in the upper half of Figure 2.

But harm via cyberspace may also befall human beings, organizations, institutions, and 
societies indirectly: They can experience harm because their data is stolen (emotional/mental 
harm), or their money is stolen after their credit card data were leaked (financial harm), or 
they become a victim of disinformation (willful) or misinformation (by mistake). In this case, 
the harm is not done to their bodies or minds directly, but to the “things” (whatever those are) 
that they hold dear. This category of harms can be called informational harms, and they 
occupy the bottom half of Figure 2. Note that privacy harms and misinformation and 
disinformation are labeled as informational harms because these harms are generated using 
the content layer of cyberspace. These harms are the result of information that is willfully or 
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accidentally shared or manipulated. This is different from harm to data. “Data” here refers to 
the 1s and 0s of cyberspace, not the meaningful content that a combination of 1s and 0s may 
give rise to when interpreted by human beings. Of course, harms to data (in cyberspace) may 
give rise to mental or emotional harms (via cyberspace), for instance when data theft leads to 
privacy intrusions or financial harm for end users. But note that this need not be the case! 
When (personal) data gets stolen (harm in cyberspace), end users may not even know and may 
suffer no (noticeable) effects from this theft. In such a case, there is harm in cyberspace (data 
stolen), but no harm via cyberspace (privacy violation).

Second, as was the case with harms in cyberspace, Figure 2 shows that harms via cyberspace 
may not only be the result of the intentional actions of others but also the result of 
unintentional events. As before, here too, most efforts by governments, businesses, and 
academics are targeted at understanding, preventing, and mitigating the former while less 
attention is given to the latter, although governments are increasingly aware of the potentially 
disruptive consequences of accidental cyber incidents or crises (NCSC, 2021). There are grave 
concerns regarding the risks surrounding cyber physical systems, especially where these have 
the potential to generate severe economic, societal, and physical harm should they be 
exploited willfully by actors with bad intentions. It is wise that critical infrastructure 
protection receives this level of attention because incidents may have significant and large- 
scale impact. At the same time, it is unfortunate that less attention is paid to the direct and 
indirect effects of accidental and unintentional incidents via cyberspace because their 
physical impact may be no less harmful than that of intentionally caused ones. Ultimately, 
when a crisis emerges that is caused via cyberspace and leads to severe physical damage or 
even death, it does not matter much—especially immediately after the triggering event(s)— 

whether the crisis was caused by sabotage or by an outage. The impact may be as grave. 
Failures of modern-day technical systems have been an object of study for several decades 
now in safety science (cf. Aven, 2014; Hopkins, 2014) and for those interested in normal 
accidents (Perrow, 1984) and high-reliability organizations (Bundy et al., 2016; Weick et al., 
2008). Unfortunately, that such failures can be caused in cyberspace and have effects in the 
physical world remains understudied. The risk thereof is grave and realistic. A critical 
infrastructure, such as a storm surge, may be opened or closed at will as a result of a hack, 
but this may equally occur as a result of a faulty software update, a human error, or a network 
error via cyberspace.

Blurred Lines

A final word on the cyber harm model: Please note that the distinction between harm in 

cyberspace and harm via cyberspace is not always or necessarily as binary as represented 
here. Incidents that start in cyberspace may have spill-over effects causing harm in the 
physical world—hence the dotted line surrounding the central ring in Figure 2. Similarly, 
incidents that are willfully instigated in cyberspace may have intentional effects inside and via 
cyberspace, yet they may also lead to unintentional, accidental (side-)effects. Alternatively, 
malicious actors may pick up accidents and errors seeking to exploit them (further), thus 
leading to intentional harm. This explains the dotted lines between the left and the right side 



Vulnerabilities and Cyberspace: A New Kind of Crises

Page 13 of 32

Printed from Oxford Research Encyclopedias, Politics. Under the terms of the licence agreement, an individual user may print out a 
single article for personal use (for details see Privacy Policy and Legal Notice).
Subscriber: Universiteit Leiden - LUMC; date: 02 March 2022

of said Figure 2. Finally, exploiting vulnerabilities in or via cyberspace may sometimes lead to 
both physical and informational harm. One case in which this happened was the 2012 

cyberattack on Saudi Aramco, the Saudi Arabian oil and gas company (cf. Onyeji et al., 2014).9 

This company became the victim of a malware infection, which wiped 30,000 computers 
partially or overwrote their master boot records—the digital equivalent of destroying them 
physically. Luckily, the malware did not reach “industrial control system computers involved in 
drilling or refining operations” (Bronk & Tikk-Ringas, 2013, p. 86). Despite this fact, with 
respect to all its administrative processes, the company was instantly thrown back into the 
age of typewriters and faxes for a number of weeks. The only way to overcome this attack was 
to buy new equipment and throw out the old computers. This is an example of a cyberattack 
that was instigated in cyberspace but ultimately resulted in physical harm via cyberspace. 
However, that is not where this story ends. In the aftermath of the incident, it turned out to be 
difficult, at first, to establish who had initiated this attack. In an attempt at sowing confusion, 
two groups claimed responsibility. One was a group that called itself the Cutting Sword of 
Justice, the other was merely described as an “‘anti-oppression’ hacker group” (Bronk & Tikk- 
Ringas, 2013, p. 88). Security experts doubted their claims and pointed a finger at Iran, which 
had both the motive and the means to attack Saudi Arabia’s oil and gas company. Iran’s 
motive, experts argued (cf. Dehlawi & Abokhodair, 2013), was retaliation for the Stuxnet 
malware, which set back the country’s nuclear enrichment program by several years through 
a cyberattack at its nuclear facility in Natanz (cf. Farwell & Rohozinski, 2011; Kello, 2013; 
Lachow, 2015; Zetter, 2014). Stuxnet is widely claimed to be a joint product of the United 
States and Israel, and in this light, it is not surprising that an oil company owned by one of 
their allies would be attacked by Iran. Moreover, Iran’s oil sales suffered heavily from 
international sanctions against the country, while Saudi Arabia produced more oil because of 
them, thus strengthening the motive to attack further (Bronk & Tikk-Ringas, 2013). Iran also 
had the means: In response to Stuxnet, Iran had invested heavily in developing its own 
offensive cyber capabilities and even created an “official Cyber-warfare Division under the 
Islamic Revolution Guards Corps” (Dehlawi & Abokhodair, 2013, p. 74). Later on, leaked NSA 
documents confirmed Iran’s alleged role in the Saudi Aramco cyberattack (cf. Alelyani & 
Kumar, 2018). The cover story generated by the two hacker groups that claimed responsibility 
can be considered a form of disinformation, a willful attempt at complicating attribution. 
Disinformation is a form of intentional informational harm via cyberspace. Taken as a whole, 
then, the Saudi Aramco cyberattack of 2012 is an example of harm via cyberspace of two 
kinds: It began with cyberattack that created physical harm to the companies’ systems, and it 
was followed by informational harm through a disinformation campaign seeking to throw 
security experts off Iran’s scent. This is why Figure 2 presents a dotted line between physical 
harm and informational harm.

Cybersecurity Crises: Key Characteristics

While cybersecurity incidents are often in the news, it is difficult to establish what constitutes 
a cybersecurity crisis. Boin et al. argue a crisis is “when a social system—a community, an 
organization, a policy sector, a country, or an entire region—experiences an urgent threat to 
its basic structures or fundamental values, which harbors many ‘unknowns’ and appears to 

9 



Vulnerabilities and Cyberspace: A New Kind of Crises

Page 14 of 32

Printed from Oxford Research Encyclopedias, Politics. Under the terms of the licence agreement, an individual user may print out a 
single article for personal use (for details see Privacy Policy and Legal Notice).
Subscriber: Universiteit Leiden - LUMC; date: 02 March 2022

require a far-reaching response” (2005, p. 5; also see Rosenthal et al., 1997). But what kind of 
uncertainty is involved in cybersecurity crises? Why and under which conditions do they evoke 
a sense of urgency, and for whom? And which values are at stake when a cybersecurity 
incident may turn into a cybersecurity crisis?

Cybersecurity Crises Involve Uncertainty and Ambiguity

To begin with the first question: It is clear that cyber crises involve uncertainty and ambiguity 
in myriad ways. First, cybersecurity incidents can come from anywhere, and due to the 
makeup of digital action can sow immediate (near) real-time effects. Moreover, activities in 
cyberspace are almost always transboundary in their consequences (Ansell et al., 2010; Boin, 
2009). Cyberspace connects the globe, and this means that incidents in and via cyberspace 
can be caused or instigated in one place but may have effects in very different places, without 
time delay. This makes cybersecurity crises fundamentally different from, let’s say, an 
upcoming weather event or a kinetic attack with a long-range missile. In the latter cases, 
because the source and the trajectory of the impending doom are clear, it is possible to 
engage in activities to mitigate (at least some of) the potential consequences before its arrival. 
One can board up homes with storm shutters to prepare for a hurricane or launch anti- 
ballistic missiles to intercept an incoming projectile. Aside from knowing the source and 
trajectory of a threat, one other essential parameter here is time: There is a time delay 
between the buildup of a hurricane or the launch of a missile and its arrival at its destination. 
In cybersecurity crises these factors are usually absent. Those potentially effected generally 
lack the knowledge that a large-scale incident is unfolding, lack the knowledge where the 
incident is coming from, and lack the time to mitigate or prepare because there is no delay 
between the instigation of a cybersecurity threat or accident and its impact. Combined, these 
characteristics of cybersecurity crises lead to two uncertainties: Once a cybersecurity crisis 
materializes, it is often incredibly difficult to establish what is going on, and who or what 
caused this crisis. Without knowing the answer to both questions, it is difficult to respond. 
Finding answers to these questions, moreover, is technically challenging and time-consuming 
(Golandsky, 2016). Due to the interconnectedness of systems and the global character of 
cyberspace, it may take weeks or months to unravel what caused a crisis and how it unfolded 
or even to return to (some semblance of) normality. Finding the actual source of a crisis and 
pointing a finger at a specific actor who is responsible for it, that is, attributing it, are even 
more difficult.

Yet another aspect that causes uncertainty in cybersecurity crises is that such crises can 
morph over time. Vulnerabilities may not be detected, sometimes for a very long time. The 
same goes for incidents themselves: Both accidents and incidental attacks may remain 
undetected as they lead to incidents, and they only become noticeable once they escalate to 
the point of a crisis. This leads to a high degree of uncertainty for decision makers: It means 
they can be confronted with a large-scale crisis in an instant.
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And finally, it is not always clear when or whether a cybersecurity crisis is resolved. While 
organizations and sectors may be able to bounce back from incidents and resume their normal 
operations, as long as the root cause lives on and vulnerabilities are not (adequately) 
remedied, symptoms may have been addressed, but the next crisis may be just around the 
corner.

Cybersecurity Crises Lead to a Sense of Urgency

In the description of Boin et al. (2005), crises are also events characterized by a high degree 
of urgency. Does this also apply to cybersecurity crises? This question can be answered using 
the cyber harm model. In this model two types of incidents are distinguished: those that lead 
to harm in cyberspace, and those that start in cyberspace but then lead to harm outside 

cyberspace in the offline world. The latter were labeled cyber physical incidents. Both types of 
harm can lead to severe crises, but of different kinds. An example of a crisis in cyberspace 
was the 2016 SWIFT hack, also known as the Bangladesh Bank Robbery. SWIFT is a trust 
service: It enables financial institutions to share information about bank transfers and 
requests in a secure environment; when banks are asked to transfer large sums of money, they 
use SWIFT to ensure that the requests are trustworthy. In 2015 and 2016 the SWIFT system 
was hacked; attackers obtained legitimate SWIFT credentials and could thus order large sums 
of money to be sent to different bank accounts, without anyone noticing until US$101 million 
had already been stolen (Zetter, 2016). Only US$18 million of that money has been recovered.

An example of a crisis via cyberspace is the NotPetya attack in 2017. On June 27 of that year, 
Russia engaged in a cyberattack seeking to wipe the systems of a large number of different 
elements in Ukraine’s critical infrastructure, including banks, airports, and gas and electricity 
companies; ministries; Ukraine’s National Bank; and one of its nuclear power plants. Russia 
has been using cyber-offensive capabilities for years to enhance the impact of its ongoing 
offline conflict with Ukraine. What set this attack apart, however, was that the malware used 
did not stay in Ukraine. It spread around the globe like wildfire, and it affected entire 
companies in a matter of minutes. It had a severe impact on parties that had nothing to do 
with the Russian-Ukrainian conflict. Once it left Ukraine, its path of destruction seemed 
completely random. The malware even bounced back and affected the Russian state oil 
company Rosneft. Considered the most devastating cybersecurity incident of all times, it 
caused approximately US$10 billion in damage worldwide (Greenberg, 2018). Large 
international companies, such as the international shipping company Maersk and the 
European affiliate of FedEx, TNT Express, were affected. Maersk saw 17 of its 76 terminals 
worldwide go offline entirely and could no longer do business for more than a week after its 
systems were wiped and networks went offline. It took the company many months to recover 
completely.

The sense of urgency in both examples is obvious. In the example of the SWIFT hack a large 
sum of money simply evaporated. But more importantly, trust was undermined in a banking 
service that was used by millions of banks around the globe—one that was designed and used 
to facilitate trust. In the example of NotPetya, the sense of urgency stemmed from the fact 
that the spread of malware in cyberspace could have worldwide, severe consequences in the 
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offline world for global companies, whose entire operations ground to a halt. It took time to 
understand that this was the result of a conflict in a faraway place to which these companies 
were no party at all. The sense of urgency in crises like these, then, is about the realization 
that modern-day companies are entirely dependent on ICT networks and technologies for 
their functioning, and that in an interconnected world this dependency can lead to crises that 
are crippling, difficult to solve, and affect an entire company or even an entire sector.

In a Cybersecurity Crisis High and Conflicting Values Are at Stake

A final characteristic of crises, according to Boin et al. (2005), is that in crises there are high 
and conflicting values at stake. They argue that “crises occur when core values or life- 
sustaining systems of a community come under threat. Think of widely shared values such as 
safety and security, welfare and health, integrity and fairness, which become shaky or even 
meaningless as a result of (looming) violence, destruction, damage, or other forms of 
adversity” (Boin et al., 2005, pp. 2–3). While researchers point out that a large-scale “digital 
Pearl Harbor” has not materialized yet in the early 2020s despite severe warnings (Brito & 
Watkins, 2011; Deibert & Rohozinski, 2010b; Dunn Cavelty, 2008), at the same time it is clear 
that in a world where interconnectedness and reliance on digital, networked technology is 
only increasing, it is likely that severe cybersecurity crises will materialize at some point in 
the future. When they do, core values such as safety and security may come under pressure, 
especially when crises instigated or caused in cyberspace lead to severe harm, even death and 
destruction, outside cyberspace, as may be the case in cyber-physical events. But 
cybersecurity crises may not just be about physical harm, as the cyber harm model shows. 
They may also generate what the authors call informational harms, which, in some cases, may 
affect core values of society. One clear example is disinformation campaigns aimed at 
influencing election outcomes (Schneier, 2018). The 2016 US presidential elections raised 
awareness around the globe that cyberspace can be used to influence people’s voting 
behaviors by sending them fake news via social media, among others ways. Since then, 
scientists and policymakers alike have pointed out that meddling with elections has a 
fundamental impact on the foundations of democratic states and that it is urgent to find a 
response to this threat (Maurer, 2018a). A cybersecurity crisis such as election interference 
affects fundamental values such as freedom, integrity, and fairness.

Unfortunately, one of the tricky aspects of cybersecurity crises is that while they undermine 
certain important values, at the same time, often to (re)solve or prevent the crises, competing 
values of equal importance appear to have to be sacrificed. One obvious example is the 
tension between security and privacy: For the collective to be secure online or for security in 
cyberspace to be restored, the privacy of individuals must be sacrificed, or so the reasoning 
goes (Chandler, 2009; Taipale, 2004). This involves granting special privileges to law 
enforcement and allowing (or at least not curbing) surveillance of internet traffic and 
behavior. While privacy, in a sense, is about the security of and for the individual, in times of 
crisis this sense of security is often sacrificed for the greater good, thus generating a tension 
between two core values in Western societies.
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Managing Cybersecurity Crises

What are the implications of the characteristics of cybersecurity crises for the management of 
such crises? From the previous sections one may deduce that managing cybersecurity crises 
is difficult. For one, the essence of the threat in relationship to cyberspace is not 
straightforward: The cyber harm model shows that harms generated in or via cyberspace may 
manifest themselves in a variety of ways, and they may be directed at different parties or 
targets. The source of incidents, their scope, and their consequences are often (partly) 
invisible and ill-understood. Because cybersecurity crises are transboundary, they often affect 
multiple jurisdictions. Moreover, they require public-private cooperation, they may undermine 
the functioning of policy sectors, and they may escalate in unforeseen directions (Kuipers & 
Boin, 2015, p. 193). Multiple stakeholders in multiple functional domains at different levels of 
government may become involved in managing crises caused in or via cyberspace, leading to 
challenges for communication and collaboration, but also with respect to mandates and 
responsibilities.

An extra complicating factor is the fact that cyberspace as an ecosystem is not a public space. 
Instead, the vast majority of all the infrastructural elements that make up cyberspace, be they 
networks, systems, platforms, or software, are privately owned (Deibert & Rohozinski, 2010a; 
Schneier, 2018). At the same time, governments have responsibilities to keep cyberspace safe 
and secure. Risks to cybersecurity can constitute threats to national security (Brito & Watkins, 
2011; Chandler, 2009; Dunn Cavelty, 2013) because cyber incidents may lead to loss of life 
when critical infrastructures are exploited (Alcaraz & Zeadally, 2015; Aradau, 2010; De 
Bruijne & Van Eeten, 2007; Gheorghe et al., 2007) or because the societal and economic value 
of cyberspace, itself a key infrastructure in many societies, is too great (Broeders, 2015, 2017; 
Deibert & Rohozinski, 2010b).

To fulfill the obligation to provide for a safe and secure cyberspace, governments and other 
public parties must collaborate closely with a wide variety of private parties, who they depend 
on not only for technical skills and expertise but also for data on the “state of affairs” in 
relation to (the security of) the systems, platforms, and networks these private parties 
manage, own, operate, or oversee. This is true under conditions of normalcy, yet all the more 
so in times of crisis. Public-private partnerships are generally considered the only feasible 
route for the adequate protection of security in and via cyberspace (Czosseck, 2013; Luiijf & 
Besseling, 2013), although some have reservations over potential clashes between public and 
private interests (Dunn Cavelty & Suter, 2009), which, notably, may materialize most clearly in 
times of crisis.

Typical for cybersecurity incidents is the interdependency among actors involved. As the 
causes of the incident may fall outside a country’s domain, crisis managers may seek to 
collaborate with the state or organization from which the incident originated, for example to 
stop it, to mitigate further incidents, or to engage in prosecution of perpetrators. Moreover, 
preventative or recuperative mechanisms (both in the form of expertise and technical tools) 
may be available in other jurisdictions and may help states bounce back after a crisis. Framed 
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in Thompson’s tripartite of interdependencies one could argue that with respect to 
cyberspace, jurisdictions largely have reciprocal interdependence (discussed in Ansell et al., 
2010, p. 197; Thompson, 1967).

Due to the networked character of cyberspace, actors responsible for cybersecurity need one 
another to stay safe and to respond adequately and effectively to cyber-induced crises. 
Collaboration between states, for example information exchange, is therefore essential. 
However, this is easier said than done. Where complex crises always suffer from difficulties in 
coordination, once they become transboundary and cross-border, the complexity of 
coordination and collaboration increases manifold. To paraphrase Ansell et al., under these 
conditions responsibilities become murky and ever-larger numbers of actors need to be 
coordinated—after all, “the number of interaction relations rises exponentially” (Ansell et al., 
2010, p. 199). Ownership in times of crisis will most certainly be a particular challenge for 
cyber-related crises because the transboundary crisis response will involve a network of 
actors in which allocation of responsibility and accountability is highly unclear (Boin, 2009, p. 
373).

Examining the core tasks of leadership in crises, here defined as sense-making, decision 
making, and meaning making (Boin et al., 2016), cybersecurity incidents have specific 
implications for crisis managers. Sense-making is developing a shared understanding based 
on recognition from vague, ambivalent, and contradictory signals that a crisis is unfolding and 
how it is evolving. Decision making pertains to detecting the key strategic decisions and to 
address these at the appropriate level of authority and competence, meanwhile coordinating 
with other stakeholders. Meaning making implies that crisis leaders reduce uncertainty by 
communicating and providing an authoritative account of what is going on, why it is 
happening, and what legitimizes the proposed response (Boin et al., 2016).

Sense-Making

Sense-making on security crises in cyberspace, that is, with respect to harm done to systems, 
data, and networks, is impeded by the complexity of the infrastructure, both the hardware and 
the software of systems. This infrastructure is layered and multifaceted, and so many different 
systems are used at the same time—each with their own vulnerabilities and distributed over 
locations, devices, and platforms—that it is difficult to monitor adequately whether anything is 
amiss, and if so, where or what exactly. Moreover, incidents may take place surreptitiously, 
which makes it difficult to detect that anything is amiss. Data theft or unwanted disclosure of 
data, for instance, often go undetected, sometimes for months on end, because perpetrators 
have unobtrusively gained access. In the offline world, the theft of property means that the 
owner no longer has the physical object. In cyberspace, data are stolen by making a copy of 
them. The offender now has the data, but so does the owner.10 Hence, it is far harder to detect 
that theft has taken place.

10
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What this means is that, in the case of harm to systems/data, an incident may be underway for 
a long time and developed into something very large (in terms of impact or scale or both) 
before anyone realizes something is amiss. An example is the 2017 Marriott data leak. In this 
leak, the data included names, telephone numbers, addresses, gender, date of birth, passport 
numbers, and credit card numbers of more than 500 million customers and were stolen from 
one of the reservation systems of the hotel chain. By the time the Marriott hotel chain 
discovered the data leak, it had been going on for 4 years.

Sense-making is also particularly difficult with respect to those crises where incidents 
manifest themselves via cyberspace. Such incidents have their origins in cyberspace but cause 
effects in the offline world. In terms of sense-making, it means that the connection needs to be 
made between harmful effects generated in the real world and their digital root causes. 
Hence, a crisis may be misjudged as originating in some place or being caused by a certain 
system or person, when it was caused somewhere entirely different and by one or more other 
actors. In addition, deliberate efforts to create confusion by disinformation further obfuscate 
causes and origins of the problem. The Saudi Aramco cyberattack of 2012 discussed 
previously illustrates that a cyber crisis can have both informational and physical security 
dimensions and that it can originate in a complex geopolitical conflict.

Crisis managers need to adapt their sense-making toolbox to deal effectively with the specific 
characteristics of cyber crises. Several cases illustrate the importance of incorporating 
awareness and ability to identify intentional disinformation on the source, motivation, and 
agent behind a cyber threat or crisis. Structural disconnects between cause and effect in 
terms of timing, geographic location, and functional domain seem to be the new normal. Yet 
sense-making and the creation of a common operational picture by crisis and disaster 
responders usually takes place within a geographically defined network of actors, with a 
specialized professional background (medical, military, law enforcement, engineering), that 
does not include cyber expertise or awareness and already is in dire need of more reflexivity 
(Wolbers & Boersma, 2013).

Decision Making and Crisis Response

Decision making and ownership of a cyber crisis is also particularly challenging due to the 
networked nature of cyberspace. Containment of crises is a challenge as those suffering the 
consequences are rarely the ones holding the key to its solution. Because systems are 
massively interconnected, software is shared globally, and networks connect geographical 
locations worldwide, once a cyber incident occurs it may spread far and wide. The NotPetya 
incident is an example. In terms of crisis decision making, this means that the level of 
authority and competence for the response has truly gone global and decentralized at the 
same time. Consequently, existing security networks—usually based on geographic regions 
and historical ties between centralized public authorities in specific countries—are of limited 
help. Parties need to share both information and capabilities to collectively increase 
preparedness for cyber incidents. In this light, private and public sector organizations around 
the globe have started to collaborate in cyber emergency response teams (CERTs). Such 



Vulnerabilities and Cyberspace: A New Kind of Crises

Page 20 of 32

Printed from Oxford Research Encyclopedias, Politics. Under the terms of the licence agreement, an individual user may print out a 
single article for personal use (for details see Privacy Policy and Legal Notice).
Subscriber: Universiteit Leiden - LUMC; date: 02 March 2022

collaborations are challenging in several respects. First, bridging cultures and ways of 
working among public and private parties in CERTs is not always straightforward. Political 
executives and administrative chiefs need to find a way to deal with the autonomy of 
(technical) cyber experts that do their work “legal-ish” and cooperate beyond established 
institutional frameworks (LaPorte, 2018, p. 270). Moreover, finding a common language and 
understanding the widely differing interests that drive technical experts and government 
officials is a challenge to be overcome. A high degree of professional expertise combined with 
decentralized authority and mandates to cooperate in transboundary crises are required to 
nip cybersecurity emergencies in the bud and forge a real-time response. The European 
Commission, among others, has invested heavily in detection and sense-making capacity 
related to cybersecurity, which contrasts remarkably with a much less developed decision 
making and coordination structure in this policy area (Backman & Rhinard, 2018).

A second challenge that requires further development is the creation and implementation of 
regulation. On the regional and national levels, there is the emergence of regulations to 
address particular sets of cybersecurity risks, but regulatory frameworks need to be 
expanded, both in scope and in range. While regulation tends to lag behind technological 
developments, at the same time it is essential to curb the spread of insecure technologies and, 
hence, to prevent potential future crises. At the international level, for now the focus is on 
debating norms for state behavior (Finnemore & Hollis, 2016; Nye, 2014), which may 
contribute to reducing the risk of, for example, attacks on critical infrastructures, and further 
down the line maybe even reduce espionage.

Within single organizations, cyber crises can blind decision makers when the information 
necessary to support decision making or to overcome the crisis has become unavailable. The 
operational response to the consequences of cyber incidents is impeded by the fact that 
hardcopy or nondigital alternatives are no longer available and the means of communication 
are often affected by the very same ICT-problem. For instance, when computer systems go 
down in hospitals, this may threaten patient safety when surgeries or treatments have to be 
cancelled because the electronic patient records that provide doctors and nurses with the 
necessary information are no longer accessible or because medical equipment—potentially 
even life-support systems—may no longer work.11 Meanwhile, other hospitals cannot take 
over because they need the same electronic records to provide appropriate and safe care to 
transferred patients, or they may be suffering from the same cyber incident. Offline backups 
and decoupled systems are then key to regain insight in crucial medical information and 
provide appropriate care. The approach to downscaling operations and prioritizing work (a 
form of “triage”) with reduced capacity is similar to business continuity in other types of 
crises.

Meaning Making

The crisis leadership task most complicated by cybersecurity problems is perhaps meaning 
making. Providing an authoritative account is almost impossible given the multiple 
stakeholders and jurisdictions (without hierarchical relation to each other) involved. Reducing 

11
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uncertainty and helping people understand what is going on and why are extremely difficult 
when the origin of the crisis is invisible, its consequences are unpredictable and perhaps 
ongoing, and culpability is obfuscated. In other types of crises, an extreme event exposes 
security breaches or safety problems that can be visibly addressed—an airport can be 
guarded, a levee or seawall can be constructed, a vaccination can be provided. Moreover, 
extreme events are opportunities for policy exploitation: Reform-oriented actors can mobilize 
support for new policy directions (Birkland, 2006; Boin et al., 2009). The reform rhetoric can 
go hand in hand with an attempt to channel emotions and turn a dreadful incident into 
positive steps for the future. New Zealand’s Prime Minister Jacinda Ardern’s strong and 
successful plea for gun control after the Christchurch attack in 2019 illustrates this. Terrorist 
attacks also usually lead to political calls for solidarity and embracing the values of freedom 
and justice for all. Leaders from neighboring states or communities can join the choir and 
stand by each other. The traits of cyber crises highly complicate all of this. Particularly 
security incidents in cyberspace that do not lead to direct harm outside cyberspace for people 
and what they value are often hard to understand for a lay audience, including political 
executives and policymakers. The sense of urgency and the threat awareness may differ 
significantly between experts and amateurs. For cyber incidents via cyberspace, the harm is 
more obvious, but the causes are so difficult to understand that providing assurance is nearly 
an impossible task.

When leaders are grasping for simplifications to provide a narrative on cyber-induced crises 
that people actually understand, they tend to unjustly employ metaphors from physical crises 
and tangible threats. “Cyber Pearl Harbor,” “cyberterrorism,” and “cyber meltdown” are just a 
few illustrations that seldom do justice to a much more complex reality. Meanwhile, a strong 
divide emerges between those cyber experts who warn a cyber apocalypse is looming because 
of the sheer characteristics of interconnectedness and complex interaction and those who 
point to the resilience of cyberspace and the fact there is little to no evidence for complete 
system breakdowns. Their debate resembles the opposite positions in the organizational crisis 
literature on “normal accidents” (Perrow, 1984, 1994) on the one hand and “high reliability” 
on the other hand (LaPorte, 1994, 1996). A positive consequence might be that the younger 
field of cybersecurity governance can benefit from insights that resulted from the high- 
reliability debate and ways to resolve it (Rijpma, 1997; Sagan, 1994). For meaning making, 
resolving the debate on cyber threats and high reliability may offer crisis managers a better 
vocabulary and metaphors that do justice to the real nature of the cyber incidents and threats, 
which help provide people with assurance, understanding, and actionable advice.

Lessons on Cyber Crisis Management

This article has revealed that cyber-related incidents may lead to crises of a wide variety, with 
harm that may sometimes be contained to cyberspace (harm done to data, systems, and 
networks) but sometimes also to humans, institutions, physical (infra)structures, and so on 
outside cyberspace. While both types of incidents may lead to crises, they are crises of a very 
different kind. For crisis managers, the challenges of cyber-induced crises are significant and 
wide-ranging. Currently, scholarship and practice lag behind an understanding of and 
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capabilities for (dealing with) cybersecurity incidents. In the upcoming years, public and 
private parties will have to invest time and effort to get ahead of the curve for these types of 
incidents. Cyberspace is changing rapidly and becoming an ever-more essential backbone for 
our modern-day world. This not only brings great benefits but also requires society to get a 
better handle on the most complex system humankind has ever created.
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Notes

1. This conceptualization is an expansion and revision of Kuehl (2009, pp. 29–30).

2. While the term ecosystem may resonate with biological, living organisms in readers’ minds, it is also commonly 
used to describe cyberspace (see Abelson et al., 2015; Deibert, 2011; Dunn Cavelty, 2019; Kovacs & Hawtin, 2013; 
Nye, 2014; Zittrain & Palfrey, 2008). The reason is that there are clear similarities between biological ecosystems 
and the technical realm of cyberspace. Both consist of interdependent yet dynamically developing elements that 
strengthen, weaken, stabilize, or otherwise rely on one another. Both are influenced by outside and inside factors. 
While cyberspace is a man-made ecosystem, and other ecosystems are commonly not, due to the complexity and 
interconnectedness of the former, it is still valid to label it an ecosystem.

3. To accommodate for this duality in potential goals, many definitions of cyberespionage do not stipulate the 
purposes beyond the fact that it is about “intelligence gathering.” See, e.g., the 2012 US Cyber Operations Policy, 
which defines cyberespionage as “operations and related programs or activities conducted … in or 
through cyberspace, for the primary purpose of collecting intelligence …from, computers, 
information or communication systems, or networks with the intent to remain undetected 

” (Buchan, 2015, p. 170).

4. For instance, in 2012 a fire destroyed a network exchange owned and operated by Vodafone in the Netherlands, 
which led to an outage of telephone communications for approximately 5 million subscribers in that country. See 
Vodafone Dutch service disrupted by fire <https://www.reuters.com/article/vodafone-  

netherlands/vodafone-dutch-service-disrupted-by-fire-idUSL6E8F4BPW20120404> and 
Integrated report Vodafone Netherlands <https://www.vodafone.nl/_assets/downloads/  

algemeen/vodafone_netherlands_integrated_report2012%20_2013.pdf>.

5. Between December and May of 2019 alone, the authors registered 21 large-scale, high-impact platform and internet 
outages globally due to system errors alone (the total number of large-scale, high-impact unintentional or accidental 
incidents registered in the same time period was 107). These ranged from platforms such as Facebook, Instagram, and 
WhatsApp going offline to entire network disruptions. See Anderson (2019) on a global outage at Facebook and 
Instagram that occurred in March 2019. Note that a month later, Facebook, Instagram, and WhatsApp all three went 
offline due to another system error (The Associated Press, 2019). Microsoft also had several platform outages. For 
instance, in January 2019, Outlook went offline due to a system error in all of Europe (Speed, 2019). Finally, an 
example of a large-scale, severe network outage due to a system error occurred on December 27, 2018, when the 
network of the internet provider CenturyLink in the United States was no longer available to customers across the 
nation. It even took 911 services offline in parts of the country (Ridler, 2018).

6. For instance, due to poorly configured settings, the user profiles and shopping details of millions of Chinese 
shoppers at Gearbest <https://techcrunch.com/2019/03/14/gearbest-orders-exposed/?  

guccounter=1> were accidentally exposed in 2019.

7. For instance, Australian bank employees sent the data of 10,000 customers to the wrong email 
address, not just once, but more than 600 times before the mistake was detected <https://  

gizmodo.com/australian-bank-sends-10-000-customers-data-to-wrong-em-1826482530>.

8. One example of this was a power outage at Heathrow Airport in June 2017, which caused 
massive flight delays and was caused by an IT worker accidentally switching off the power 
supply <https://www.independent.co.uk/news/business/news/british-airways-system-outage-it-  

worker-power-supply-switch-off-accident-flights-delayed-cancelled-a7768581.html>.

https://www.reuters.com/article/vodafone-netherlands/vodafone-dutch-service-disrupted-by-fire-idUSL6E8F4BPW20120404
https://www.reuters.com/article/vodafone-netherlands/vodafone-dutch-service-disrupted-by-fire-idUSL6E8F4BPW20120404
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https://www.vodafone.nl/_assets/downloads/algemeen/vodafone_netherlands_integrated_report2012%20_2013.pdf
https://www.vodafone.nl/_assets/downloads/algemeen/vodafone_netherlands_integrated_report2012%20_2013.pdf
https://www.vodafone.nl/_assets/downloads/algemeen/vodafone_netherlands_integrated_report2012%20_2013.pdf
https://techcrunch.com/2019/03/14/gearbest-orders-exposed/?guccounter=1
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9. Saudi Aramco is the most profitable company in the world and is the second-largest oil 
producer (measured in barrels per day) in the world <https://en.wikipedia.org/wiki/  

Saudi_Aramco>.

10. One notable exception is the use of ransomware, when end users are locked out of their own systems or devices 
until they pay a fee to criminals who have accessed their systems. This is comparable with stealing one’s possessions 
in the offline world: The owner immediately realizes something is amiss, and they no longer have access to their own 
content.

11. In the Netherlands alone, the authors registered two cases in which this scenario materialized between December 
2018 and January 2019. One of these involved a group of hospitals that all used the same systems and networks, thus 
exacerbating the impact (Broeken, 2018).
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