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Toward Knowledge Extraction in Classification of
Volcano-Seismic Events: Visualizing Hidden States

in Recurrent Neural Networks
Manuel Titos , Luz García , Milad Kowsari, and Carmen Benítez

Abstract—Understanding how deep hierarchical models build
their knowledge is a key issue in the usage of artificial intelligence
to interpret the reality behind data. Depending on the discipline and
models used, such knowledge may be represented in ways that are
more or less intelligible for humans, limiting further improvements
on the performance of the existing models. In order to delve into
the characterization and modeling of volcano-seismic signals, this
article emphasizes the idea of deciphering what and how recurrent
neural networks (RNNs) model, and how this knowledge can be
used to improve data interpretation. The key to accomplishing these
objectives is both analyzing the hidden state dynamics associated
with their hidden units as well as pruning/trimming based on the
specialization of neurons. In this article, we process, analyze, and
visualize the hidden states activation maps of two RNN architec-
tures when managing different types of volcano-seismic events. As
a result, the class-dependent discriminative behavior of most active
neurons is analyzed, thereby increasing the comprehension of the
detection and classification tasks. A representative dataset from the
deception island volcano (Antarctica), containing volcano-tectonic
earthquakes, long period events, volcanic tremors, and hybrid
events, is used to train the models. Experimental analysis shows how
neural activity and its associated specialization skills change de-
pending on the architecture chosen and the type of event analyzed.

Index Terms—Knowledge based systems, learning (artificial
intelligence), supervised learning, machine learning, deep learning,
representation learning, pattern analysis, seismology, volcanoes,
volcanic activity.

I. INTRODUCTION AND RELATED WORKS

INTERPRETING information about the knowledge acquired
by artificial intelligence models is an intriguing task. For

decades, machine learning researchers have tried to decipher
the knowledge-based upon which models construct their
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decision-making rules. Depending on the tasks to be solved and
the models used, this information may be represented in a more
or less intelligible way for humans. This notion of general model
understanding is called interpretability or explainability [1].

A decade ago, this representation process was focused on
the interpretation of results from the theoretical foundations
of the existing models, such as support vector machines, dis-
criminant analysis, decision trees, or hidden Markov models
among others [2], [3]. However, with the overwhelming growth
of both massive data acquisition and more powerful hardware
processing systems, new machine learning data-based process-
ing methods have emerged [4]. These newly generated methods,
known as deep learning, mainly learn hierarchical representa-
tions of data. Representations with a higher level of abstraction
are obtained from multiple iterative nonlinear transformations
using raw data [5].

These methods have become the state-of-the-art for problems,
which were previously regarded as difficult, such as natural lan-
guage processing (NLP) (including language modeling, machine
translation, speech recognition, and sentiment analysis), reading
comprehension, or video analysis [6]–[9]. Nevertheless these
methods are often considered as “black boxes” due to the lack
of understanding of the mechanisms behind their effectiveness.
While they are able to approximate any function, studying their
structure will not help us to decipher the true nature of the
function approximated, as their high internal complexity and
nonlinear structure make it difficult to understand the underlying
processes through which they acquire knowledge. Understand-
ing how deep hierarchical models build their knowledge is an in-
cipient line of research, which emphasizes the idea of abstraction
based on the specialization of substructures, neurons, or units as
a key to improve the usability and effectiveness of the models.

The benefits of comprehending these underlying learning
mechanisms have already become apparent in the classification
of images. Given the symbolic content of images, the knowledge
acquired can be represented as a set of hierarchical visual ab-
stractions, and the activation of neurons becomes more than the
simple index or numerical value associated to them. As a whole,
it produces symbolic representations such as parts of an object
within a certain framework. Visualizing and interpreting activa-
tion maps representing the state dynamics associated with hid-
den layer neurons [10]–[13] has become a widespread method
to analyze features learned by the models. Works presented so
far have been applied to image segmentation problems based on
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Fig. 1. Amplitude and spectrograms of the four types of VSRs recorded at Deception Island volcano during three seismic surveys: 1994–1995, 1995–1996, and
2001–2002. (a) LP. (b) Volcano-tectonic (VT) earthquake. (c) Tremor (TRE). (d) HYB.

the analysis of saliency maps or abstract correlations between
neurons. In so doing, images are represented as a set of contours
where each of them is computed depending on properties, such
as color, texture, or intensity [14]–[16]. More recently, Arif
et al. [17] proposed an action recognition framework by utilizing
motion maps based on frame-level deep features of input video.

A. Volcano-Seismic Data: Modeling 1-D Temporal Structures

There are, however, many disciplines in which inputs to the
neural network are not images but rather 1-D temporal series
that require the modeling of continuous sequential data with
a temporal structure [18]–[25]. Examples of such disciplines
are, among many others, NLP, network traffic anomalies de-
tection, analysis of biometric signatures, stock market analysis,
or automatic recognition of volcano-seismic events (VSRs), the
latter of which is the target application of this proposal. In those
1-D modeling networks, the interpretation of neurons excited in
certain spatial areas of the architecture is not an easy task. Several
works have started to tackle the challenge of visualizing hidden
states in the field of NLP. The interactive visualization of hidden
states proposed by Strobelt et al. [13], the comparison of RNN
models and coclustering of hidden states proposed by Ming
et al. [26], or the visual tool to explore sequence-to-sequence
models of work [27] are examples. In the field of biometric
patterns processing, Kwon et al. [28] provided a visual tool to
increase interpretability and interactivity of RNN predictions on
electronic medical records.

To the best of authors’ knowledge, there have been no attempts
to visualize hidden states in the neural network approaches used
up to now to process volcano-seismic data. Through a wide range
of state-of-the-art technologies [29], automatic recognition of
VSRs uses the enormous amounts of seismic data registered
in vulcanologic observatories to detect and classify the different
types of volcanic events by identifying their source mechanisms.
In so doing, it provides valuable help in implementing early
warning systems and reducing the risk of potential eruptions.
Certain types of events detected on-the-fly over the continuous
registers are clear precursors of volcanic eruptions [30]. There-
fore, the temporal structure of seismic registers is a key issue.
The sequence of events detected together with their frequency,
energy, and combination, provides fundamental information
about the internal dynamics of the volcano. In addition, the
temporal structure of each event detected renders important
details about the evolution of the source mechanism producing
them [30]–[32]. As an example, Fig. 1 describes the events of
the Deception Island volcano (Antarctica) analyzed in this article
and shows their temporal structure both in time and frequency
domains. Variations in amplitude and frequency during the event
are direct consequences of the source mechanism defining said
event and can, therefore, serve to identify it. Given this clear
temporal structure and the interest of the specific sequence of
events occurring, several continuous VSR systems have been
proposed in the literature using memory-based architectures,
such as hidden Markov models [33], or the current state-of-
the-art recurrent neural networks (RNNs) [34], and temporal
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Fig. 2. Workflow structure of a common VSR system (top) and the specific preprocessing used in this article (bottom). Specific preprocessing illustrates the
feature engineering process based on frequency analysis (in the logarithmic filter bank domain) used as input to classify the seismic records using an RNN.

convolutional neural networks (TCNs) [35]. Fig. 2 shows the
common experimental methodology followed by continuous
VSR systems [36]. According to the requirements of each ar-
chitecture, the input information (raw signals) is preprocessed
and parsed into a set of descriptive features, e.g., spectrograms,
filters bank in logarithmic scale, or linear prediction coefficients.
Resulting feature vectors are further used in geological modeling
frameworks through different machine learning approaches [37].

B. RNNs and TCNs as Memory-Based Approaches for
Continuous VSR Systems

This article presents a tool to visualize and understand hidden
states of RNNs used for automatic detection and classification
of VSRs. Experiments have been performed to justify the use
of RNNs for VSR systems instead of TCNs, the other state-of-
the art memory-based approach optimal for capturing intra and
interevent temporal dependencies in temporal data series.

Classical convolutional neural networks (CNNs) are the state-
of-the-art in many applications because they present lower train-
ing times and yield similar results to those of RNNs [38] for
several time-sequences problems. However, VSRs do not have
a fixed duration for events of the same class nor for events of
different classes. The only possible way to use CNNs would be
to do a mere classification of frames, i.e., time stamps, without
any temporal dependence. In doing so, worthwhile information
would then be lost.

To take into account such temporal information in convo-
lutional models, TCNs could be applied [39]. Bai et al. [40]
make a careful comparison of the potential of RNNs and TCNs
for temporal series analysis highlighting factors, such as the
memory retention needs or data storage capabilities during
evaluation. RNNs are usually associated with longer training
times and lower parallelization, given their training method
of gradient propagation through time. Nevertheless, they are

still an optimal tool to manage temporal series, in particular
when the model needs to capture long-term time dependencies
and handle varying sizes of input. While TCNs present shorter
training times and a greater degree of parallelization, since their
memory capacity is obtained from the stacking and dilation of
convolutions between layers, they do, however, need a greater
number of parameters to be tuned. This can be a disadvantage
when data are scarce or the available databases are not very large.

C. Contributions of This Proposal

In this article, we propose and explore several visualization
approaches based on neural activation maps of RNN trained
with continuous volcano-seismic data. The idea behind this
exploration is to analyze the hidden state dynamics of two
recurrent architectures, Vanilla and long short-term memory
(LSTM), in order to understand how architectures influence
recognition tasks and knowledge extraction.

In addition, we highlight the idea of the pruning/trimming
based on the specialization of neurons as a key to improve
the interpretation of the seismic data. The activity changes of
highly specialized neurons can be interpreted as a useful tool to
segment, analyze, and label new seismic records from which to
address active learning approaches and improve the performance
of the existing models. Such information can be highly useful
for volcanological observatories whether they are interested in
either simple systems focused only on event recognition yielding
a certain event label or interested in more specialized tools to
improve the information about the events analyzed, e.g., the time
evolution of their frequency activity or their similarity to other
types of events in terms of neurons activation. This approach
can leverage users’ domain expertise and use hidden knowledge
as inputs to design new models and applications.

The contributions of this work are fourfold. First, according to
the best of authors’ knowledge, this is the first work linking the
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Fig. 3. (a) General overview of an RNN architecture. An input sequence X = x0, x1, . . ., xn−1 is mapped into an output sequence O = o0, o1, . . ., on−1.
(b) LSTM cell description showing how gate mechanisms are connected. it, ft, and ot correspond to input, forget, and output gates, respectively, and are used to
regulate the amount of information that will flow through the time steps. ct is an internal state or memory cell, which combines the previous memory and the new
input information. Finally, ht corresponds to the hidden state at time step t and is computed using the information contained in both, ct and ot at this time step.

neuron activation maps corresponding to RNNs and the classi-
fication of volcano-seismic signals in order to better understand
the process. Second, this article shows how the use of different
architectures leads the models to obtain different specialization
skills. Third, we illustrate how the absence of sophisticated
memory cells and the use of very short-term information in
classic RNNs leads to a high neuronal activity and decreases
the performance of the systems. Fourth, considering that the
degree of specialization of the models is closely related to the
architecture and the topology chosen, we analyze the relevance
of less specialized units in the final performance of the models
and thereafter conclude that they play an important role in the
discrimination of the events.

The rest of this article is organized as follows. Section II pro-
vides the theoretical framework of RNNs. Section III introduces
the dataset, parameterization approach, and experimental setup.
Section IV defines the concepts of average neuron polarization,
susceptibility, and specialization of architectures and presents
the visualization approaches proposed. Visualization results are
analyzed in Section V. Section VI-A focuses on the analysis of
neuron specialization. Finally, Section VII concludes this article.

II. RECURRENT NEURAL NETWORKS

RNNs [41] are bioinspired computing algorithms that are able
to capture the temporal dependencies between data. Basically,
an RNN (see Fig. 3) is a classical neural network, which maps
an input sequence X = x0, x1, . . ., xn−1 into an output sequence
O= o0, o1, . . ., on−1 using nonlinear transformations of the input
information at time step tn and the latent information at time step
tn−1.

Each time step can be considered as an additional layer in a
classical neural network where the parameters are shared over
time. This property drastically reduces the number of parameters
to be tuned. Similar to the classical neural networks, nonlinear
transformations project information into a new linearly sep-
arable representation space, which facilitates the subsequent
prediction, detection, or classification tasks.

A. Vanilla Architecture

In its simplest version, called Vanilla architecture, the hidden
state or memory of an RNN that collects the latent information

at each time step ht, is obtained from the latent information at
the previous time step ht−1 and the incoming information xt as
follows:

ht = σ(x(t) ∗ U + h(t−1) ∗W + b) (1)

where σ corresponds to a nonlinear activation function as tanh,
sigmoid, or ReLU,U describes the parameters relating the latent
information with the incoming information, W relates the latent
information at time step t with the latent information at the time
step t− 1, and b corresponds to the bias values of the hidden
units.

The output of the model ot at time-step t can be obtained as

o(t) = softmax(V ∗ h(t)) (2)

where V is the weight matrix from hidden to the output layer,
and softmax() is the softmax function applied over the outputs
for computing the normalized per-class output probabilities.

The training stage of an RNN is performed through the error
function gradient propagation using a procedure known as back-
propagation through time (BPTT) [42]. Unlike CNNs, in RNN
architectures, the setting of the gradient depends not only on the
current time-step but also the previous ones. This dependence
between gradients often leads the models to exploding/vanishing
scenarios preventing them from learning long-term dependen-
cies [43], [42].

B. Long Short-Term Memory Architecture

LSTMs are a complex variant of RNN in which the hidden
state ht is computed using a gate mechanism and a memory cell.
These models have the ability to model long-term dependencies,
removing or adding information inside the memory cell state and
allowing the information to flow through time.

As shown in Fig. 3(b), the LSTM architecture introduces the
following [42].

1) A three-gate mechanism composed by input it, forget ft,
and output ot gates, respectively, regulating the amount
of information that will flow through time steps. On the
one hand, input and forget gates regulate the quantity of
information related to the input and the previous state
used to compute the hidden state of the current time step.
On the other hand, output gates regulate the quantity
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of information related to the internal state exposed to
compute the hidden state at the next time step.

2) An internal state or memory cell ct, which combines the
previous memory and the new input information.

The hidden state ht at time step t is computed using the
information contained in both the memory cell (ct) and the
output gate (ot) at this time step. Output states are computed
using a softmax layer following the same procedure used for
the vanilla-RNN [see (2)]. The training stage is carried out via
BPTT with a defined loss-function.

III. RNNS AS VSR SYSTEMS

This section provides a brief description of how RNNs are
used for automatic recognition of VSRs. Titos et al. [34] ren-
dered a full description of the approach. In further sections im-
plementation details are given.

A. Parameterization Scheme

Drawing on the parameterization schemes used in [34], we
implement a different approach, adding temporal context infor-
mation noted as log filter bank (LFB) + δ, δδ. Feature vectors
are extracted as follows [see (2)].

1) Raw data are windowed with 4 s Hamming windows
and 3.5 s overlapping. The sampling frequency of the
waveform is 100 Hz.

2) For each window or frame, a 512-point FFT is computed.
The magnitude of the spectrum obtained is used as input
into a bank of 16 triangular filters, which are uniformly
distributed on a logarithmic frequency scale with 50%
overlapping between adjacent filters. Thereafter, the log-
arithm of the output filter-bank energies is computed. As
a result, each window provides a feature vector of 16
components.

3) In addition to the information provided by the filter bank,
we include information about the temporal context, adding
the first and second order temporal derivatives (δ, δδ) for
each frame [44]. The size of the feature vector will triple
the initial one.

B. Dataset

This section provides a brief summary of the geology back-
ground of the survey, a small introduction of the data and the
per-class distribution of events. A full description of the dataset,
sensor, and acquisition systems can be obtained in [34] and [45],
respectively.

Deception Island (62◦ 59 ‘S, 60◦ 41’ W) is one of the three
main active volcanic islands in the South Shetland archipelago
and Antarctic Peninsula. Deception Island is located astride a
Quaternary marginal basin-spreading center in the Bransfield
Strait separating the South Shetland Islands from the Antarctic
Peninsula [46], [47]. Its geodynamics are typical of a rift frame-
work and it is considered to be the main active volcano of the
back arc basin of the Bransfield Strait with at least six eruptive
periods recorded during the last 200 years. The volcano, from
whose eruption the island emerged during the Quaternary period,

TABLE I
CLASSIFICATION ACCURACY (ACC %), NUMBER OF PARAMETERS TUNED

AND TRAINING TIMES FOR THE BEST CONFIGURATIONS OBTAINED FOR RNN
AND TCN ARCHITECTURES

Bold entities correspond with the architecture obtaining the best accuracy and
the architecture with a greater number of parameters to tune.

is a horseshoe-shaped volcano with a submerged basal diameter
of 25–30 km and an emerged structure of 15 km.

The dataset was collected deploying a dense short-period
seismic antenna during three austral seismic Antarctic surveys
in 1994–1995, 1995–1996, and 2001–2002 at the Deception
Island volcano. During the first survey, 10 vertical and 3 three-
dimensional (3-D) seismometers were deployed, meanwhile in
the other two experiments, the array was composed of 15 vertical
and 3 3-D ones. Mark L25 (with a natural frequency at 4.5 Hz
and electronically extended to 1 Hz) and Mark L4 C (with a
natural frequency of 1 Hz and electronically extended to 0.1)
were used as vertical and 3-D seismometers, respectively. The
internal clock was synchronized by GPS time every second,
and the sampling rate used was 200 Hz (samples per second).
Data labeling has been performed by a group of geophysicists
with deep knowledge on and experience with the dynamics
of this volcano. Only the most representative volcano-seismic
records belonging to each seismic family (see Fig. 1) have been
selected. As a result, a total of 512 continuous data streams were
obtained (2193 events). Per-class distribution is the following:
1222 silences (SIL), 77 tremors (TRE), 765 long period events
(LP), 75 volcano-tectonic earthquakes (VTE), and 54 hybrid
events (HYB).

C. Motivating the Use of RNNs as Continuous VSR

Table I and Fig. 11 summarizes the best recognition results
obtained classifying the events on the dataset of the Decep-
tion Island volcano using both TCN and RNN for the sake of
comparison. The parametrization used is as described in Sec-
tion III-A, windowing each seismic record into several frames.
Architectures have been configured optimally, providing the
number of parameters used. In this regard, different models
for each architecture have been evaluated. On the one hand,
the best Vanilla and LSTM models were obtained using 140
and 210 hidden units, respectively [34]. On the other hand,
TCNs were evaluated with models having different residual
blocks (stacks or sets of layers considered as single layer).
The numbers of filters used in the convolutional layers were
ranged from 8 to 200 to be similar to hidden units for RNNs.
Different dilation values (where dilation refers to the expansion
of the kernel by inserting holes between its consecutive ele-
ments) were tested in order to modify the receptive field and
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consequently the memory capability of the models. Dilation of
the convolution was varied among four values, i.e., 8, 16, 32,
and, 64 considering the length of the input signals. This param-
eter also defines the depth of the residual block, varying between
1 and 4 layers. In order to control the spatial area considered in
the convolutional operations, the kernel size was ranged between
2 and 4 time stamps [96 and 192 features, respectively, consider-
ing that each feature vector (time stamp) has 48 features]. Larger
kernel sizes will make the network much larger as well. Given
the size of our dataset and the length of the signals, a kernel size
between 2 and 4 was justified. Finally, considering the nature
of our seismic record, we did not stack more than one residual
block, which is highly useful when the sequences are quite long,
e.g., in the case of waveforms with hundreds of thousands of
time samples. The best model was obtained using 50 filters,
a kernel size of 2, and dilation of [8, 16, 32]. Accuracies
obtained for both architectures are similar. For this database
and classification task, LSTM outperforms TCN by 3% but the
number of parameters to be trained in TCN is 5 times lower.
Comparing LSTM and Vanilla-RNN, the former outperforms the
latter, with the cost of a higher number of parameters. Confusion
matrices are placed in the Appendix. Training times are based
on NVIDIA K40c and NVIDIA GEFORCE GTX 1080 graphic
cards and correspond with the results of training and evaluating
one partition.

IV. VISUALIZING RNNS IN VSR SYSTEMS: PROPOSAL

The analysis of the RNN internal activation patterns can
give insight on how the architectures work and how certain
configurations are able to specialize and decrease their neural
activity. Such information will help us to overcome the actual
perception of neural networks as “black boxes,” providing more
knowledge to select optimal architectures and configurations for
specific tasks in the field of seismic signal processing. For this
purpose, we will analyze the architectures through the following
three concepts.

1) Degree of polarization of the neurons (extrapolated from
the field of Neuroscience [48]). This is the ability to set
activation values close to −1 or 1 in the range [−1,1]
defined for activation function.

2) Susceptibility of the architecture, defined in this article as
its capability to detect changes in the presence of incom-
ing information. Architectures with higher susceptibility
become more sensitive and aware of seismic activity.
The perception of changes in seismic activity is useful
additional information beyond the classification provided.
Seismic activity detection, phase detection, or phase pick-
ing tasks can make use of the neuron’s susceptibility to
changes.

3) Degree of specialization of an architecture (also named
neuron class-selectivity [49], [50]). This is the ability
to improve the detection and classification of events by
decreasing the global neural activity concentrated in a
few highly sensitive neurons with high activation values.
Those specialized neurons are dedicated to specific events,
frequency bands, or other specific attributes.

Fig. 4. Activation maps associated with the two RNN architectures. Each
column depicts, respectively, the waveform and spectrogram corresponding to
the seismic record (first and second rows) with the respective activation maps
obtained by LSTM and Vanilla architectures (third and fourth rows). The left
column shows the analysis for a volcano-tectonic event. The right column shows
the performance for two concatenated LP. While waveforms are plotted on a time
sample basis, activation maps and spectrograms use overlapped time windows
containing several time samples to depict hidden unit activity and frequency
bands related to energy. This difference explains why event arrival and ending
take place sooner in time in the activation maps compared to the waveform plot.

We propose the following four visualization schemes to study
the hidden state dynamics of the RNN in different scenarios with
several architectures and types of events within the framework
of continuous detection and classification of seismic events.

1) Neural activation maps (see Fig. 4), graphical representa-
tions (patterns) capable of describing the evolution of the
activation values of the hidden units across time for each
seismic event. To create these maps, activation values of
the hidden units at each time step are mapped into a color
diagram, where rows correspond to the hidden units and
columns correspond to different time steps. Each activa-
tion value (in our case, in the range [−1,1] as we used a
hyperbolic tangent as activation function) will be mapped
in a color scale associating the lowest range values, −1,
with the red color, and highest values, +1, with dark blue.
This is a perfect tool to analyze the degree of polarization
of the neurons and the susceptibility of the architectures
over time. To the best of authors’ knowledge this has not
been used before.

2) Histograms of neural activation values (see Fig. 5), empir-
ical probability distribution of the neural activation values,
used in the literature to provide knowledge about the
functioning of the neural architecture (e.g., [51]). They
provide a global view of the different average activity
levels for the hidden units compared for different events,
architectures, etc. This visualization scheme is useful to
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Fig. 5. Histogram associated with the activation values for a VTE and an LP event for each RNN architecture. (a) VTE (LSTM). (b) LP (LSTM).
(c) VTE (Vanilla). (d) LP (Vanilla).

Fig. 6. Heat map associated with the hidden units of the LSTM (left) and the Vanilla (right) architectures for each type of events using 100% (top), 50% (middle)
and 30% (bottom) of the most activated common neurons. The number of the neuron, from 1 to 210/140 in the LSTM/Vanilla architecture, is used to identify each
specific neuron.

analyze the sparsity of the neuronal architecture. Sparse
neural network structures, with average activation values
distant from extreme values −1 and 1, are beneficial
as they improve the performance by easing the training
convergence and improving the generalization capabil-
ity [52], [53]. The distribution of activation values also
provides information on the capacity of the architecture
to specialize neurons in certain tasks or types of events.

Section VI-A will demonstrate that neuron specialization
is related to sparsity and will further develop this analysis.

3) Heat maps of the hidden units for each type of event (see
Fig. 6), considering the unfolding process that takes place
in the RNNs, we compute the heat values of each hidden
unit, defined as the average of its absolute activation values
over time. Once the absolute activation values have been
obtained, events are clustered by type and the heat value
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is computed by averaging the absolute activation values
for each hidden unit recognizing all the events of the
same type. As a result, a heat map showing the activity
level of each unit recognizing a specific type of seismic
event is obtained. The resulting graph shows structural
similarities/alignments in the network architecture for dif-
ferent events that might be useful for unclear challenging
detection or classification tasks. Heat maps have been used
in CNN image processing, mostly applied to the image
under classification to identify its most discriminative
parts (e.g., [54]). The novelty of this proposal is in creating
the heat map of the RNN average activation values per
neuron in the architecture for the different types of events.

4) Time evolution of the five most specialized hidden units
for each type of event (see Figs. 8 and 9), we analyze the
degree of the specialization and evolution of the hidden
units in both LSTM and Vanilla architectures. For each
type of event, the most active, and therefore, the most
specialized, hidden units are first identified. Then, the
temporal evolution of their activity is computed and plot-
ted. This novel visualization approach provides relevant
information on the behavior of neurons when recognizing
different inputs, opening an interesting field of work. As
the figures show, neurons specialize in a different manner
for the different types of events. In addition, neurons are
sensitive to different frequencies present in the input. The
analysis of their behavior provides interesting applications
for seismic analysis underlying the basic event classifica-
tion expected from the neural network. Some neurons be-
have as activity detectors for certain frequency bands or as
P or S phase detectors. In other cases, comparing special-
ized neurons of different types of events can also provide
useful information in challenging classification tasks.

V. VISUALIZATION RESULTS AND DISCUSSION

This section provides a visual analysis of the behavior of
Vanilla and LSTM architectures when processing several seis-
mic records for their classification. We will illustrate the most
relevant differences obtained in terms of degree of polarization,
specialization, and susceptibility from the perspectives of archi-
tectures and type of event.

A. Analysis Regarding Architecture

This section details how Vanilla and LSTM present different
levels of neuronal activity. The neurons’ susceptibility, possible
event-related structural similarities and specialization patterns
are analyzed.

1) Comparing Susceptibilities: As defined in Section IV,
susceptibility is related to how much neurons react in the pres-
ence of incoming information. Figs. 4 and 5 compare, respec-
tively, the neural activation maps and histograms of activation
values obtained by LSTM and Vanilla architectures using LFB
δ + δδ as parameterization schemes for two typical events.
Several conclusions can be drawn as follows.

1) The absence of memory cells and the use of short-term
temporal information in the Vanilla architecture results

in high neuronal activity (see Fig. 4); for each time step,
Vanilla architecture tries to infer the class of the incoming
event without taking into account any long-term past infor-
mation. Therefore, most of the neurons are highly excited
around 1 and −1 values. This conclusion is reinforced in
Fig. 5, where the histograms associated with the activation
values for a VTE and for a sequence of LP events for
each RNN architecture are depicted. The comparison of
histograms indicates that for the LSTM a greater number
of neurons remain inactive or less active (around zero
value). The use of more complex gating mechanisms leads
to a lower polarization of the activity of the neurons. The
LSTM infers what kind of event is entering the network
once their gating mechanisms have been updated. Changes
in the spectral content are detected earlier by complex
architectures, since these are “dragging” a state of minimal
activity. This property results in the accurate detection of
the arrival of emerging events.

2) Once detected, the delimitation of events is also strongly
influenced by the architecture implemented. This property
can also be observed in the neural activation maps of Fig. 4.
The ability of the LSTM to model very long-term tem-
porary dependencies implies detecting only information
changes that are maintained over time. As a consequence,
the LSTM will generally place the end of the events several
time instant later (therefore introducing a certain delay)
than the Vanilla architecture. In turn, this delay will depend
on the incoming information and is more pronounced in
events whose spectral content changes more smoothly.

2) Comparing structural similarities: Using the heat map
described in Section IV, we study the behavior of the archi-
tectures, using several examples of incoming information from
different types of events. Heat maps represent, for a given
architecture and for each neuron, the average activation value
for all the events of the same nature in the database. Through
their study, we investigate possible structural similarities and
specialization patterns of each of the architectures and different
types of events during the recognition phase. Fig. 6 corresponds
to the heat map of the architectures considering 100% (top), 50%
(middle), and 30% (bottom) of the most active neurons common
to all events of the same class. To make the similarities among
architectures and events more evident, Fig. 7 shows event-based
pairwise correlation matrices of the heat map depicted in Fig. 6.
From these images, we can draw several conclusions, as follows.

1) Vanilla specializes roughly the same neurons for events
with similar characteristics. It is worth noting that these
specializations are achieved over the polarized hidden
units. On the contrary, LSTM achieves specialization
through less polarized hidden units.

2) Regarding the structural similarities between the architec-
tures and types of events, specific neuron usage can be
observed. For both architectures, the specialized neurons
for very characteristic events, such as VTE and HYB,
coincide almost entirely (see Fig. 6). Vanilla finds several
specializations over those events with similar spectral
content and relative long duration (TRE, HYB, VTE).
The presence of more sophisticated memory mechanisms
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Fig. 7. Pairwise events-based correlation matrices of the heat maps obtained in Fig. 6. The left and right columns depict, respectively, correlation matrices for
LSTM and Vanilla using 100% (top row), 50% (middle row), and 30% (bottom row) of the most active common neurons for each type of event. The number of the
neuron, from 1 to 210/140 in the LSTM/Vanilla architecture, is used to identify the specific neuron.

on the LSTM allows the detection of minimal, severe
and very long changes in its input, resulting in a higher
specialization. Therefore, gating mechanisms allow ar-
chitecture to define subsets of specialized hidden units to
recognize each type of event. However, as shown in Fig. 7,
LSTM also finds highly marked structural similarities over
TRE, HYB, and VTE. After a posterior supervision by a
geophysical expert, we can consider these similarities as
correct. Often, at the beginning of the TRE events, a short
and overlapped VTE can be recorded by the seismometer,
but the signal has been labeled as a TRE (depending on
the geophysical subjectivity of the human operator), since
the source of these types of TRE is preceded by a small
earthquake.

3) Finally, both architectures offer low specialization for SIL.

B. Analysis Regarding the Type of Event

This section analyzes the visualization approaches of the
LSTM architecture using LFB + δ + δδ as a parameteriza-
tion scheme regarding the type of the event. For this purpose,
we have selected some highly representative volcano-seismic
records within the dataset. Then, we depict the waveform and
spectrogram along with its activation map for each record (see
Fig. 4). Several conclusions can be drawn from these results.

1) Considering that the LFB parameterization represents the
spectral characteristics of the events, hidden units are
activated or deactivated depending on the energy distri-
bution in the different frequency bands. For low energy

signals, like the sequence of LP events, as shown in Fig. 4
(third row, right column), only a few neurons present
a strong positive or negative activation. Indeed, higher
energies produce stronger activations in a greater number
of neurons. This conclusion is reinforced in Fig. 5(b)
where most of the neurons are activated between −0.5
and 0.5 values. As the signals become more energetic, an
increase in the activation level of neurons is observed. It is
important to note that the distribution of the histograms is
not only sensitive to the energy distributed in the different
frequency bands but also to the type of architecture. As
the architectures become more specialized, the empirical
distribution function of the activations (histograms) con-
verge to a Gaussian with a smaller variance (see Fig. 5).
The models decrease their neuronal activity to properly
detect and classify each of the events. In Section VI-A,
we will carry out a deeper study on the specialization of
architectures.

2) The time interval during which the hidden neurons remain
active also depends on the spectral content of the event
(third row of Fig. 4). According to Fig. 6, the number of
more excited neurons increases when the events have a
wider spectral content.

3) Regarding the structural similarities between architectures
and type of events, the usage of specific common neurons
between the VTE and the HYB can be observed (see
Fig. 6). This is due to the similarity of spectral content
of the events. Contrary to what might be expected, there
are no significant structural similarities between TRE and
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Fig. 8. Examples of time evolution of the neural activity of the five most specialized hidden units (see Table II) for the LSTM (third row) and Vanilla (fourth row)
architectures, while recognizing two different VTE and LP events. Waveforms, spectrograms, and time evolution of the most active neurons are plotted for each
event. While waveforms are plotted on a time sample basis, activation maps, and spectrograms use overlapped time windows containing several time samples to
depict hidden units activity and frequency bands related to energy. This difference explains why event arrival and ending take place sooner in time in the activation
maps and spectrograms, compared to the waveform plot.

TABLE II
MOST SPECIALIZED HIDDEN UNITS FOR VANILLA AND LSTM (OPTIMAL

CONFIGURATION) USED TO RECOGNIZE THE FIVE TYPES OF EVENTS

IN THE DATASET

LP. This fact underlines the difficulty to describe the nature
of these LP events that suffer a high intraclass variability
in their spectral properties, due to the existence of several
geophysical phenomena clustered into the LP class (e.g.,
lava-flow originated LPs, distant attenuated VTEs, and
others) [55]–[58].

4) Similar to LP, SIL class has a high variability. Given that
in manual labeling noises and even certain weak energy
events are included as SIL, this type of event presents
significant dispersion in its characteristics. Therefore, both
architectures offer minimal specialization for it.

VI. SPECIALIZATION OF ARCHITECTURES

As described in Section V-A, the use of more sophisticated
architectures leads to a higher specialization of neurons, improv-
ing the detection and classification results while decreasing the
global neural activity concentrated in a few neurons with high
activation values. In order to test the specialization capability
of the architectures, this section will analyze how they work for
each type of event and how gating mechanisms and memory
cells help the hidden units to specialize in the recognition of
different events.

Once the specialization of neurons is analyzed, we then
analyze how less specialized neurons can affect the final per-
formance of the system, concluding that they play an important
role in the discrimination of the events against noise.

A. Specialization Analysis

This section will delve deeper into the study depicted in Figs. 6
and 7 where the average activation value of each hidden unit is
represented. It will analyze how Vanilla and LSTM shape the
degree of specialization of the hidden units. We will focus on the
time evolution of neural activity of the most specialized hidden
units when recognizing some of the most characteristic events
in the dataset. This visualization approach (see Section IV)
analyzes over time the activation values of the average five most
active neurons when recognizing each type of event. Table II
depicts these five most specialized neurons per event and per
architecture used in the following graphs.

Fig. 8 shows the time evolution of neural activity of the five
most specialized hidden units for LSTM and Vanilla recognizing
two VTE and LP events. Each event is described by three
subfigures: The first one showing the waveform, the second
one showing the spectrogram and the third one showing the
time evolution of neural activity of the most active neurons,
where tanh activation values are in the range [−1,1]. As we
can see, there are no neurons in common for these two types
of events. Each architecture configures different class-oriented
specializations for the different hidden units (see Table II).

Continuing the analysis of Fig. 8, LSTM exhibits a stable
behavior. The neural activity evolves according to the spec-
tral content. Generally, the hidden units remain in a state of
semilethargy or low activation, becoming highly excited when
the energy increases and returning to its nonactive state when
the energy decreases.



TITOS et al.: TOWARD KNOWLEDGE EXTRACTION IN CLASSIFICATION OF VOLCANO-SEISMIC EVENTS 2321

Moreover, some hidden units have a very specific role that
could be associated with specific characteristics of the signals.

1) In the third row of Fig. 8(a) where we analyze two dif-
ferent VTE events processed in the LSTM architecture,
all neurons evolve according to the spectral contents of
the event. However, neuron 46 in particular is devoted to
changing its activation around the S-phase arrival. After
that, the activity remains constant, changing again when
the energy drops out.

2) In the third row of Fig. 8(b) where we analyze different LP
events processed in the LSTM, neurons 7 and 17 show a
slightly different behavior. While the level of energy is low,
the unit exhibits moderate excitation. When the energy
changes, the activity changes drastically, exhibiting high
activity with an opposite sign. After that, the activity
gradually returns to its initial state as the signal loses
energy. If the energy changes during this period of time, the
neuron interrupts the activity and changes the activation
values again, suggesting that the neuron is specialized in
short-term temporal changes.

In the case of Vanilla, in the fourth row of Fig. 8, hidden units
exhibit a variable and polarized behavior. However, we can find
some alignments between neural activity and spectral content.

1) In Fig. 8(a), which analyzes different VTE events, hidden
units exhibit a variable behavior during a certain period
of time, which corresponds to the duration of the seismic
event.

2) Similarly, in Fig. 8(b) where different LP events are
analyzed, hidden units regulate their activity when they
detect the arrival of the seismic wave. From this moment
on, the activity remains constant, unable to determine
when the energy drops out. This would suggest that the
Vanilla architecture is less susceptible to smooth changes
in its input due to the lack of sophisticated memory
mechanisms.

Based on the results obtained, we can conclude that memory
mechanisms increase the specialization capacity of the archi-
tectures, improving the susceptibility and therefore decreasing
the activation level of the hidden units. As a result, the models
increase their generalization capabilities. They are also able
to provide information on processes related to the event, such
as changes in frequency, activity onsets and offsets, or phase
arrivals.

B. Effect of Number of Neurons in Specialization

An important question related to artificial neural networks is
how the number of neurons per hidden layer affects the special-
ization of the model. While relevant progress has been made
in optimization and generalization tasks to avoid, respectively,
overfitting and underfitting problems [59]–[61], to the best of
authors’ knowledge, there is no evidence of works exploring
the relationship of the topology of the network and its ability to
specialize.

Considering that the models tested in this article only have one
hidden layer, in this section, we analyze how the use of a different
number of hidden units in the LSTM architecture results in

TABLE III
CLASSIFICATION ACCURACY PERFORMANCE (%) OBTAINED BY BOTH

ARCHITECTURES, LSTM AND VANILLA, VARYING THE NUMBER OF

HIDDEN UNITS

different degrees of specialization. Based on the conclusions of
Section VI-A, we omit the analysis for the Vanilla architecture
given its lower capability of specialization. We analyze how
efficiently RNNs work using only the most specialized neurons
for testing proposals.

Fig. 9 shows the time evolution of the five most active neurons
of three different LSTM models recognizing two VTE and LP
events, using 30 (top), 110 (middle), and 210 (bottom) hidden
units, respectively. Following the same procedure as shown in
Fig. 6, the number and activity level of the most active neurons
for each model were obtained by computing their heat maps.

We observe that as the number of neurons in the hidden layer
increases, a greater class-oriented specialization in the detection
of events is observed. As mentioned above, neuron 46 in par-
ticular is devoted to changing its activation around the S-phase
arrival, while the neurons 7 and 17 act as detectors of LP events.
This observation is closely related to the conclusions drawn
in [62], which confirms empirically that, if enough data are
available as we increase the size of the network, the probability of
optimal convergence of some of the connections also increases.

The use of configurations with a higher number of units
increases the ability to specialize: like a human brain [63], the
model tries to segment the information. When the number of
hidden units available is high, the information is clustered by
contents dealt with by small subsets of neurons. By training
the model with a large enough database, each subset specializes
in the recognition of an input according to its content, reducing
the intersection between subsets of neurons [62]. In other words,
each subset will be excited to a greater or lesser extent depending
on the incoming information. This excitement will serve the
model to weigh the membership of the incoming information to
the different classes. Thus, classification or detection tasks are
carried out based on the specialization criteria of each subgroup
of neurons, increasing the final performance of the models (see
Table III).

On the contrary, when the number of hidden units available
is low, although the information is still clustered, the number of
specialized neurons per subset is reduced.

In addition, it is important to note that the use of a very high
number of units when large datasets are not available results in
overfitting scenarios. Instead of obtaining useful discriminative
information, units memorize specific information about training
instances and, thus, decrease the generalization capability.

Finally, we analyze the role of the not-so-active neurons in the
architectures, addressing their importance in the classification
process. For this purpose, we compute the performance of the
best model dropping out during the classification (not during
training) of less specialized units for each type of event.
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Fig. 9. Time evolution of neural activity of the five most specialized hidden units recognizing two examples of VTE events (left) and LP events (right). Three
different configurations of the LSTM architecture are depicted, varying the number of hidden units: 30 (third row), 110 (fourth row), and 210 (fifth row) neurons,
respectively. Waveforms, spectrograms and time evolution of the most active neurons are plotted for each event. While waveforms are plotted on a time sample
basis, activation maps, and spectrograms use overlapped time windows containing several time samples to depict hidden unit activity and frequency bands related
to energy. This difference explains why event arrival and ending take place sooner in time in the activation maps and spectrograms compared to the waveform plot.

Fig. 10. Classification accuracy (%) of the LSTM architecture trained using up to 210 hidden units and the Vanilla architecture trained with up to 140 hidden
units, tested without considering the less specialized units (blue line). Red points correspond to the performance obtained by two alternative LSTM and Vanilla
architectures trained and tested using only 30 and 110 hidden units, respectively. The green lines correspond with the LSTM and Vanilla architectures tested
applying a random dropout but keeping the number of active units in line with the percentiles of activation.

To test the role of specialized and nonspecialized neurons,
Fig. 10 depicts the classification accuracy for both architectures
using the most accurate topologies (210 and 140 hidden units
for LSTM and Vanilla, respectively), but using a smaller number
of neurons to classify events. The neurons used to perform
classification are selected using their level of activation. The
left-side Y -axis represents the percentile of activity of the
neurons used to test the architectures. The right-side Y -axis

represents the corresponding number of active neurons reaching
every activation percentile measured on the left-side Y -axis. For
example, the 100th percentile on the left-side Y -axis means all
neurons (210 neurons as per the right-side Y -axis) are used to
test events; the tenth percentile on the left-side Y -axis means
that only 10% of the most active neurons, in other words, those
neurons reaching 90% of the maximum activation value (22 as
per the right-side Y -axis) are used to perform tests. The X-axis
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Fig. 11. Normalized confusion matrices related to the implemented architectures. The results are over the whole set of tests. (a) Vanilla. (b) LSTM. (c) TCN.

shows the classification results in terms of accuracy percentage.
For comparison purposes, the red points correspond with the
performance obtained by each architecture trained and tested
with 30 and 110 hidden units, respectively, while the green
lines correspond with classification accuracy achieved by both
architectures applying a random dropout, keeping the number
of active units in line with activation thresholds. Classification
results are obtained with partition 1 of the cross-validation
process described.

Fig. 10 shows that LSTM, a highly specialized model, ob-
tains better results than Vanilla, a less specialized one, even
when removing several units (blue lines versus red points):
approximately 86% versus 84%, respectively. Vanilla, which
is a lesser memory-based architecture, has most of its neurons
highly polarized, as shown in Section V-A. This fact has a
highly significant impact: approximately 80% of the neurons
are always active, and therefore, even when lowering the acti-
vation threshold, the number of neurons remains constant (see
number of neurons on the right side of the plot). This clearly
shows almost null specialization, which is also previously shown
in Section VI-A. Again, this observation confirms another

conclusion empirically obtained in [62]: after training, only a
subset of the connections, and subsequently a subset of the
units, remain strong, while the others end up comparatively
weak, allowing them to be dropped out without affecting the
performance of the model. In other words, for testing proposals
and considering specialized architectures, we can consistently
reduce the starting network to between 10% and 20% of its origi-
nal size while still achieving a high performance (approximately
88% accuracy). Another important conclusion is related to the
random dropout. As shown in Fig. 10 (as per the green line),
applying dropout to specialized-architectures trained without
dropout has a greater impact. If specialized neurons (LSTM) are
excluded from the classification process, the performance of the
system is greatly affected. In contrast, when applying dropout
to a less specialized architecture (Vanilla), the classification
accuracy behaves almost similar to that of most active neurons.
This conclusion invites us to consider the correlation between the
usage of training dropout and the specialization of the models.
That is to say, it might happen that using dropout in training
would imply greater neuron-level generalization skills but lower
specialization capability of those neurons. Exploring this idea is
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beyond the scope of this article but will be addressed in future
works.

VII. CONCLUSION

This article presents several visual approaches to understand-
ing the learning mechanisms used by RNNs when processing
VSRs. It investigates the hidden states activation maps of Vanilla
and LSTM architectures in order to comprehend their internal
functioning and decipher how they acquire knowledge. The
experimental analysis has shown how neural activity changes
depending on the architecture and events. Second, this article
has analyzed the degree of specialization of the hidden units for
both RNN architectures and has found a disparity in their neural
activity as well as in the amount of neurons that each architecture
specializes to detect and classify the different types of events.

Once the most specialized neurons have been identified, we
have analyzed the evolution of their activation values over
time for several seismic events. The results obtained show that
sophisticated architectures like the LSTM have a more stable
behavior (according to the spectral evolution of the seismic
events) compared to the more elementary Vanilla. We have found
that neuron specialization permits interesting applications for
volcanic seismicity analysis, based on: their capacity to activate
in the presence of different seismic events, on their sensitivity
to activity in different frequency bands, or on their reactivity to
certain phase arrivals. Through these visualization approaches
RNNs can provide extra knowledge in addition to the expected
classification output.

Finally, we have analyzed the effect of the size of the network
on the degree of specialization of the neurons, concluding that
the use of a higher number of hidden units allows models to
create class-oriented specializations based on specific neurons.
Depending on the degree of specialization achieved by the
models, we found that 20 or 25% of the less specialized neurons
can be omitted at test time without affecting the performance
obtained. This fact relates the explainability of RNNs with the
field of deep network sparsity and active learning, opening a
wide range of possible future lines of research.
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