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Abstract  
 This study was conducted on a group of male and female students of 

age range of 18-25 years. In this paper it is tried to find out a correlation 

between height and weight of male and female students. Then the simple 

regression equations of weight on height are fitted for both for male and female 

students. A total of 639 students of different departments of BRAC University, 

Dhaka, Bangladesh in the spring semester of 2016 are participated in this 

survey. Body Mass Index (BMI) of the students was calculated to compare the 

health status of male and females students. It is found that that the most of the 

students (males and females) have the normal weight. It is interestingly 

noticed that the higher percentage (34.18%) of males are overweight than the 

females; whereas the females (13.33%) are more than double in underweight 

than their male’s counterpart (5.93%). The correlation between height and 

weight of male students is calculated as 0.435 (Pearson’s coefficient of 

correlation). On the other hand the correlation between height and weight of 

female students was 0.319. From the t tests, it is proved that the both the 

coefficients of correlation are highly statistically significant (p-value<0.01). 

From the simple regression equations of weight on height, it is found that the 

both for male and female students the effect of height on weight is almost 

same. It is also found that the effect of height on weight both for male and 

female students is highly significant (p-value<0.01).
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Introduction 

 This paper illustrates the study on investigation of changes in height 

versus weight. The survey was conducted in BRAC University among the 

students of 18-24-year-old in the fall semester of 2015. At first a circular was 

put up on the university student affairs office notice boards to let people 

volunteer in the study.  A total of 639 students have signed up of which 354 

are male and 285 are female students. Both the groups were led by separate 

members of this study. The ages of the participants were calculated from their 

date of birth according to the university admission papers. The weight (in 

kilograms-kg) of each student was calculated using a high precision digital 

balance scale. The use of digital scale has two advantages. Firstly, it provides 

high precision data; secondly it reduces parallax errors. The heights have been 

measured using a wall measure tape of 0.01 inch precision. During this step 

the maximum stretching of the body was insured without any shoes. The 

measurements were taken very carefully to minimize the possibilities of any 

error. The identities of the volunteers were promised not to be disclosed. Body 

Mass Index (BMI) of the students was calculated to compare the health status 

of male and females students. In addition, the correlation and simple 

regression were calculated between heights and weights of male and female 

students.  

 

Mathematical Models 

Correlation 

 Statistics is referred to a division of mathematics which deals with 

learning from data of a large magnitude. It primarily consists of accumulating, 

evaluating and visualizing the numerical data in a suitable manner. Statistics 

is widely used in engineering, medical, demography, economics, business, 

politics and many other fields of studies. Although the origin of statistics date 

back to very old times, it is considered that its real use started around the late 

1700’s. 

 Correlation is a commonly used statistical model used to compute the 

linear relation between two variables. The foundation of correlation is laid by 

Sir Francis Galton in 1877 (Galton, 1877) and later developed by Karl-

Pearson. Karl-Pearson’s coefficient of correlation (Pearson, 1896) is a 

measure of linear correlation between two variables x and y. 

 The formula is given by: 
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 Other methods of finding correlation include Spearman’s rank 

correlation coefficient (Spearman, 1904) , Kendall’s rank coefficient (Kendall 

& Gibbons, 1990), Brownian correlation etc. The value of the correlation 
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coefficient can vary from -1 to +1. The magnitude, r represents the strength of 

the relation of the two variables. The sign represents if the variables are 

directly or inversely related. The nature of relationship is shown in figure 1: 

 
Figure 1. Different types of correlation according to the values of r found 

 

Regression 

 Regression analysis is another widely used statistical method to 

estimate the relationship among the variables. By applying regression 

analysis, we can find the approximate value of the dependent variable when 

the independent variable is changed. There are several techniques for 

regression analysis where we need to have at least one dependent variable and 

one or more independent variables.   

 The idea of least-squares analysis was independently formulated by the 

French mathematician Adrien-Marie Legendre in 1805 (Adrien-Marie, 1805). 

There is also a saying that the method (of least squares) was first described by 

Carl Friedrich Gauss around 1794. According to Carter (Rice University, 1995 

- textbook on Linear Algebra), Gauss developed least squares (Gauss, 1809) 

to solve a chemistry problem for his friend (when Gauss was about the age of 

a high-school senior). Gauss did not publish this that early time but he 

published it on 1809. 

 There are several models for regression analysis such as linear 

regression, simple regression, non-linear regression etc. 

 In this paper, we will work with the linear regression. Linear regression 

was the very first type of regression analysis which used to study very vastly 

and it has many practical applications. The vector form of linear regression 

equation is: 

𝑦 = 𝑎 + 𝑏𝑥 + 𝑒 
where, 
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y = dependent variable, x = independent variable, e = the random error  

 The regression parameter a is the intercept (on the y axis), and the 

regression parameter b is the slope of the regression line. The random error 

term e is assumed to be uncorrelated, with a mean of 0 and constant variance 

 The regression coefficients ‘a’ and ‘b’ are calculated by the least 

squares method as follows: 

𝑏 ̂ =
𝑆𝑆𝑥𝑦

𝑆𝑆𝑥𝑥
 

And                                  

  �̂� = �̅� − �̂��̅� 

Where   𝑆𝑆𝑥𝑦 = ∑ 𝑥𝑦 −
∑ 𝑥 ∑ 𝑦

𝑛
   

And 

 𝑆𝑆𝑥𝑥 = ∑ 𝑥2 −
(∑ 𝑥 )

2

𝑛
  

So the fitted regression model is  

�̂� = �̂� + �̂�𝑥 
 It is noted that when slope ‘b’ is positive, relationship between x and 

y is positive, indicating that as x increases, y also increases. And when ‘b’ is 

negative, relationship between x and y is negative, implies that as x increases, 

y decreases. The estimate of intercept ‘a’ is of little significance. It locates the 

regression line at the point when x = 0. On the other hand, the slope ‘b’ is of 

great significance indicating the amount of change in the dependent variable 

y for unit change in the independent variable x. 

 

Data Analysis 
 The data were recorded using proper computer spread sheet software. 

Two different set of data were collected according to the gender of the 

participants. The mean values of heights and weights of each group were 

calculated. Furthermore, the values of the standard deviations of each of the 

parameters were also computed. The heights of the students were recorded in 

inches which have then converted into meter which was used to calculate the 

Body Mass Index (BMI) of each student. BMI is given by: 

𝐵𝑜𝑑𝑦 𝑀𝑎𝑠𝑠 𝐼𝑛𝑑𝑒𝑥 =
𝑚𝑎𝑠𝑠𝑘𝑔

ℎ𝑚
2  

 BMI is as attempt to estimate the amount of body fat mass of a person. 

It is an indicator of health risk factor.  The summary result of the data for the 

male and females students is given below table-1: 
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Table 1. Results of Analysis  

 Male Female 

Number of Participants 354 285 

Average Height (in) 68 62.9 

Average Weight (kg) 71.3 58.5 

Average BMI 23.9 23 

 

 From the table-1, it is observed that the averages of height and weight 

of male students are higher than the female students but the average BMI for 

the both is almost same. The chart below developed by the World Health 

Organization (WHO) in 1997 describes the ranges of values of BMIs that 

indicates each class.  
Table 2: Classification of people according to BMI ranges 

Classification of Weight BMI ranges Number of Male Number of Female 

Underweight <18.5 21 (05.93%) 38 (13.33%) 

Normal weight 18.5 to 25 212 (59.88%) 176 (61.75%) 

Overweight ≥ 25.0 121 (34.18%) 71 (24.91%) 

 

 From table 2, we can see that most of the male and females lie in the 

normal weight class. However, a significantly higher percentage (34.18%) of 

males are overweight than the females (24.91). It is also noticed that the 

females (13.33%) are more than double in underweight than their male’s 

counterpart (5.93%). 

 

Correlation and Regression Analysis 

Male 

 At first the correlation between height and weight of male is calculated 

by the method of Pearson’s coefficient of correlation. The value of coefficient 

of correlation between height and weight of male students is 0.435. Then a t 

test is conducted and the value of t statistic is 9.06 with 354-2=352 degree of 

freedom (d.f). It is found that the relation between the height and weight of 

male students is highly significant (p-value<0.01). 

 Secondly, the simple regression model of weight on height for the male 

students is calculated as: 

𝑦 = 1.85𝑥 − 54.85 
 For every inch increase in height, the weight of male students increases 

by 1.84 kilograms (kgs). The fitted regression line of regression of weight on 

height for the male is shown in figure 2: 
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Figure 2. Regression model for height versus weight of male students 

 

 The t test is conducted to find out whether the regression coefficient 

(slope coefficient) 1.85 is statistical significant or not. First of all we calculated 

standard error of the slope coefficient, which is se(b)=0.242 and then the t 

statistic as 7.65 with 354-2=352 degree of freedom (d.f). It is found that the 

effect of height on weight of male students is highly significant (p-

value<0.01). 

 

Female 

 The correlation between height and weight of female students is 

calculated by the Pearson’s coefficient of correlation. The value of coefficient 

of correlation between height and weight of female students is 0.319. Then a 

t test is conducted and the value of t statistic is 5.66 with 285-2=283 degree of 

freedom (d.f). It is found that the relation between the height and weight of 

female students is highly significant (p-value<0.01).  

Secondly, the simple regression model of weight on height for the male 

students is calculated as: 

𝑦 = 1.17𝑥 − 14.84 
 According to the regression line equation, the height of female students 

increases by 1.17 kilograms (kgs) for rise in every inch of height. The fitted 

regression line of regression of weight on height for the female is shown in 

figure 3: 
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Figure 3. Regression model for height versus weight of female students 

 

 The t test is conducted to find the significance of the regression 

coefficient (slope coefficient) 1. First of all we calculated standard error of the 

slope coefficient, which is se(b)=0.119 and then the t statistic as 9.83 with 285-

2=283 degree of freedom (d.f). It is also found that the effect of height on 

weight of female students is highly significant (p-value<0.01). 

 

Conclusion 

 From the study, it is observed that the averages of height and weight 

of male students are higher than the female students but the average BMI for 

the both is almost same. The averages of BMI of both male and female 

students are in the normal weight limit. So it can be said that the students have 

a healthy lifestyle. The Pearson’s correlation coefficient between height and 

weight of male; and between height and weight female students are calculated. 

It is observed that the relationship between height and weight of male students 

(r=0.435) is little bit stronger than the relationship between height and weight 

of female students (r=0.319). After doing the t test for the both it is found that 

both the correlations are highly statistical significant (for both p-value<0.01). 

Furthermore simple regression lines of weight on height is fitted both for male 

and female students. It is also found that the effect of height on weight both 

for male and female students is highly significant (p-value<0.01). 
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