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Resumo 
 
 

 

A dinâmica sedimentar é um tema complexo, desempenhando um papel 
importante nas zonas costeiras. A interação entre a ação das ondas e as 
partículas de sedimento é determinante para compreender o transporte 
sedimentar. O conhecimento do transporte de sedimentos heterométricos é 
relevante uma vez que a zona costeira apresenta geralmente grandes 
heterogeneidades na dimensão das partículas sedimentares nas direções 
horizontal e vertical, o que denota a existência de processos seletivos de 
transporte. 
O presente estudo teve como objetivo compreender os mecanismos de 
transporte seletivo de areia associados a condições hidrodinâmicas dominadas 
pelas ondas e considerou diferentes abordagens para evidenciar os processos 
que intervêm no transporte de sedimentos heterométricos. A primeira 
abordagem consistiu numa revisão da literatura para compreender o 
conhecimento atual e as lacunas existentes. A segunda abordagem consistiu 
na realização de um conjunto de experiências com traçadores de areia 
fluorescente em condições naturais, no campo, e em ambiente controlado, no 
laboratório. A experiência realizada na praia de Patos, Espanha, visou 
observar o comportamento da areia nativa em ambiente natural. A experiência 
realizada no grande canal de ondas (Großer Wellenkanal, GWK) em 
Hannover, considerou misturas de sedimentos com granulometrias distintas 
sob duas condições de ondas. Em ambas as experiências, foram feitas 
medições do transporte total e fracionado. Finalmente, um modelo quase-
estacionário e um modelo semi-não estacionário foram considerados para 
calcular as taxas de transporte sedimentar de um grande conjunto de dados 
experimentais, para areia uniforme e heterométrica, permitindo identificar 
limitações dos modelos e propor novas metodologias para obter resultados 
mais adequados. 
Os resultados experimentais obtidos no campo permitiram observar o 
transporte do traçador em direcção à praia, na direcção das ondas, e 
caracterizar o transporte das diferentes frações do traçador em termos dos 
processos hidrodinâmicos. A experiência laboratorial permitiu verificar a 
ocorrência de processos de interação no transporte das diferentes frações de 
areia, com a fração mais fina do sedimento (mais grosseira) a diminuir 
(aumentar) o seu transporte, à medida que a percentagem de areia grosseira 
na mistura do leito de fundo aumenta. 
A validação dos modelos foi realizada e o seu desempenho foi melhorado com 
a introdução de parâmetros relacionados com os efeitos de streaming e formas 
de fundo. 
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Abstract 

 
Sediment dynamics is a complex subject, playing an important role in coastal 
areas. The interaction between the wave action and sediment particles is 
determinant to understand sediment transport. The knowledge of sediment 
transport in sand mixtures is relevant as the coastal zone usually presents 
large heterogeneities of sediment particles sizes in the horizontal and vertical 
directions, which denote the existence of selective transport process. 
The goal of the present study was to understand selective sand transport 
mechanisms associated with wave-dominated conditions. To achieve the 
proposed objective, the work was supported by several approaches to give 
insights into the processes associated with heterometric sediment transport. 
The first approach consisted in a review of the literature to understand what is 
known and the lack of knowledge in the subject. The second approach 
consisted in performing a set of experiments with fluorescent sand tracers in 
natural conditions, at the field, and in a controlled environment, at the 
laboratory. The experiment conducted at Patos beach, Spain, aimed to observe 
the behavior of the native sand in the natural environment. The one performed 
at a large wave flume (Großer Wellenkanal, GWK) in Hannover, considered 
distinct sediment mixtures under two wave conditions. In both, measurements 
of the total and fractional transport were made. Finally, a quasi-steady and a 
semi-unsteady model were considered to calculate the net sediment transport 
of a large data set, for uniform and graded sand, allowing to identify limitations 
of the models and to propose new methodologies to obtain more adequate 
results. 
The experimental results obtained in the field allowed to observe the tracer 
transport towards the beach, in the wave direction, and to characterize the 
transport of the different fractions of the tracer in terms of the hydrodynamic 
processes. The laboratory experiment allowed to verify the occurrence of 
interaction between the sand fractions, with the finer (coarser) sediment 
decreasing (increasing) their transport, as the percentage of coarse sand in the 
bed mixture increases. 
The validation of the models was conducted and their performance was 
improved with the introduction of parameters related to surface wave streaming 
effects and bedforms. 
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Chapter 1 

Introduction 
 

1.1 Research Context  

Coastal areas are very dynamic regions and quite complex, constantly changing their morphology 

through the action of the tide and impinging waves. These morphological modifications are also 

affected by human interference, through the construction of coastal protection systems and by the 

mean sea level rise associated with climate changes which are expected to be intensified in the near 

future. These anthropic factors can drive changes in the wave regime and currents in coastal areas, 

which in turn will affect sediment transport patterns, influencing the stability of the coast, 

eventually leading to a retreat of the coastline, which will affect part of the populations that live in 

a large percentage close to coastal areas. 

In order to mitigate the problems of coastal erosion induced by natural or artificial impacts, beach 

nourishments have been implemented frequently around the world (Pinto et al., 2018; Stive et al., 

2013, among others), as their impacts are less than the implementation of groins, breakwaters, 

among others. Beach nourishments requires large quantities of sediments compatible with the 

native sand beds. However, the type of sediment used for this purpose may have different 

characteristics from the native sand, and thus, the system's response to this sediment may vary, 

making these nourishments “viable” or not (Teixeira, 2019; Santos et al., 2018). 

Sediment particles are rarely of a single size in coastal regions, granulometric variations are 

observed horizontally as well as vertically, according to local morphology and hydrodynamics. One 

of the main issues is to quantify the effects of selective sediment transport on shaping coastal areas. 

Field and laboratory measurements are crucial to understand the complex nature of sand transport 

in these areas, providing data for the development and validation of sand transport models. Field 

experiments are more challenging, as the conditions cannot be controlled, while laboratory 

experiments made under well-defined conditions, enable more accurate measurements.  

Several studies of wave driven sediment transport have been carried out on facilities with 

controlled hydrodynamics and with beds characterized by uniform particle size (Katapodi et al., 

1994; Ribberink and Al-Salem, 1994; Silva et al., 2011; Dohmen-Janssen and Hanes, 2002; Schretlen, 

2012; among others), ignoring the effects of grain-size non-uniformity. These studies verified that 

sediment transport depends on the existence of a current, asymmetry, non-stationary effects, and 

streaming. In these studies, sediment transport was analyzed as a function of significant wave 

height, wave period, mean velocity, as well as mean particle size. Knowledge about transport rates 

of heterometric sediments is based on a recent and very limited set of studies which generally 

results from laboratory tests performed on reduced scale models. It is known that the transport of 

heterometric sediments is subject to hiding and exposure effects which can deviate the transport 

rates obtained from well sorted sediments. Hamm et al. (1998) and Hassan (2003) is two of the few 
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works that have been done under a controlled environment to obtain data with graded sediments. 

They verified that the non-stationary effects, resulting from the phase-lag between the velocity 

field and the sediment concentration, as well as the selective transport processes resulting from 

the non-uniform distribution of sediment deposited on the bottom, are important in heterometric 

beds. As referred in the recent work of Rafati et al. (2020), the vertical sorting of sediment particles 

will expose coarser particles having a higher chance of getting entrained, while the fine particles 

armored in deeper bed layers will have a weaker contribution to the transport sediment. As a result, 

transport in graded sediment can be dominated by coarse particles. 

The measurement of sediment transport is quite complex and can be done using specific 

instrumentation for velocity and concentration measurements (e.g., Hurther et al., 2011), through 

the variation of morphology (e.g., Ribberink and Al-Salem, 1994), or even through sediment tracing 

techniques, allowing the observation of sediment behavior in space and time (e.g., Bosnic et al., 

2017). In the field, it is possible to measure sediment transport but is not easy, as hydrodynamics 

is not controlled and due to the difficulties of deploying instruments near the sand bed. In physical 

models, it is possible to make detailed measurements of the total transport with appropriate 

instrumentation. The sediment tracing technique allows measuring total and fractional sediment 

transport at submerged areas in the field and laboratory. 

Up to now, a limited amount of work has been made to study the details of the sediment transport 

in natural conditions with heterometric granulometry. The work performed within the STENCIL 

project (Van der Werf et al., 2019; Ferreira et al., 2020; Staudt et al., 2021), represent the first to 

study the behavior of different fractions, with different proportions, in a system where the 

influence of surface waves is important, getting closer to the processes that occur in nature. 

On the other hand, practically no experiments have been done in the field in order to understand 

the selective transport of sand. Field observations show that seabed sediments are hardly ever 

uniform, but generally composed of a mixture of different grain sizes (Bosnic, 2017; Gunaratna et 

al., 2019). In sandy beaches coarser material usually it is observed near the shoreline, and fine 

material in the near shelf. Barely any work has been done in understanding the transport of 

different fractions of sand in a natural environment, as this does not facilitate data acquisition. 

Therefore, there is a lack of field data that allow to pursue the study of selective net transport rates. 

1.2 Research Motivation and Objectives 

According to Nichols and Williams (2018), sediment transport is a continuous process in the marine 

environment. As waves move into shallow water and begin to feel the bottom, they will impact 

seafloor. Understanding sediment erosion, transport and deposition is very important for economic 

and environmental reasons, such as safeguarding navigation, planning ocean construction projects, 

and protection that the beaches exert in the coastal areas. 

The mechanisms involved in the sediment transport of heterogeneous sands is not well understood. 

Indeed, a limited number of experiments involving sand mixtures in oscillatory flows have been 

conducted to date (e.g., Hamm et al., 1998; O’Donoghue and Wright, 2004a, b; Hassan and 

Ribberink, 2005) and were mostly done in large-scale wave tunnels. The results have shown that 
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there are selective processes in sediment transport, which reduces the transport of the fine sand 

fraction and enhanced the transport of the coarse fraction within the mixed sand bed. The 

heterogeneity of the sand bed is accounted for in some practical sand transport formulae using 

hiding/exposure corrections (e.g., Silva, 2001; Van Rijn, 2007; Van der A et al., 2013; Ratafi et al., 

2020). The applied corrections are, however, based on limited experimental data, none of which 

has come from controlled experiments involving sediment mixtures under large-scale waves. 

As sediment transport depends on the sediment grain size, the morphological changes on a beach 

profile and the accretion and erosion rates around obstacles, such the ones observed in jetties, 

depend on the heterogeneous distribution of sediments. Although morphodynamic models (e.g., 

Delft3D, Lesser et al., 2004; ROMS, Warner et al., 2008) contemplate a heterogeneous sand bed, 

the uncertainties in practical sediment formulations to describe the selective sediment transport, 

added to the difficulties of having good quality field data sets (e.g., frequent sediment bed samples) 

implies gaps in our current knowledge on the morphodynamics of very dynamic coastal systems 

(e.g., tidal inlets, and beaches). 

The main goal of the present study was to understand the selective sand transport mechanisms in 

the coastal area in wave-dominated conditions. For that purpose, the following research objectives 

were defined: 

-To gain insights on the dynamics and transport of sediment mixtures under waves, based in existing 

data sets, and new data set of controlled large-scale wave experiments, and field experiment. 

- To develop improved sediment transport models that take into account the complexities of 

sediment mixtures under waves. 

1.3 Research Structure 

In order to achieve the proposed objectives, this study covered a wide range of topics, including a 

field and laboratory experiments, and modelling sediment transport of graded sands. 

Chapter 1 provides a general introduction that includes the research context, research motivation 

and objectives. 

Chapter 2 presents some basic knowledge on important wave hydrodynamics, sediment dynamics 

and sediment transport associated with uniform and graded sands. This chapter also describes 

different sediment transport models found in the literature, as well as the two models that will be 

studied. Moreover, knowledge from previous experimental studies and modelling on graded sand 

conditions are discussed. 

Chapter 3 describes the fluorescent tracer field experiment performed in Patos beach. The study 

area and the methodology defined for the experiments are presented and the results obtained are 

presented, as well as the total and fractional sediment transport. 

Chapter 4 describes the laboratory set-up and the methods used in the laboratory experiment, 

elaborated in a large wave flume facility, in association with the STENCIL project. A description of 
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the measuring program, the measuring instruments, the tracer method, and the methods used for 

data analysis are described. 

Chapter 5 presents the results of the laboratory experiments of Chapter 4, including the 

hydrodynamic, sedimentary and morphological data, and the sediment transport obtained with 

different methodologies. 

Chapter 6 includes the verification of the models described in Chapter 2 with a large set of existing 

data with uniform and graded sand, focusing on the validity of the multi-fraction approach. Finally, 

these models are applied to the laboratory data described in Chapter 4 and 5, where the transport 

rate values are estimated considering the different fractions that comprise the size distribution of 

the sediment grains. Model improvements are proposed for the graded sand transport models, 

with the aim of obtaining better agreements between the observed and calculated data. 

Chapter 7 presents an overview of what was achieved along the thesis, as well as a synthesis of 

the results obtained with some conclusions and gives guidelines for further research. 
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Chapter 2 

Fundaments 
 

2.1 Introduction  

The coastal areas are very dynamic, being characterized for having distinct processes taking place 

simultaneously. The inner shelf is marked to be where sediment transport occurs as flow associated 

with the propagation of waves and currents will interact with the sediments at the bottom, forcing 

morphological changes. The section of the water column more relevant to sediment transport is 

the boundary layer, which is established close to the bottom.  

The characteristics of the bottom boundary layer will rely on the type of flow that originates this 

layer. This fact has a strong influence on sediment mobilization and transport since the values of 

the bed shear stress induced by the flow at the bottom will depend on the vertical velocity gradient, 

being inversely proportional to the thickness of the boundary layer. In this way, a wave can mobilize 

a significant amount of sediments deposited on the sand bed, while an average current with the 

same characteristic velocity may not be sufficiently intense even to initiate the movement of the 

sediments. However, the oscillatory flow associated with the propagation of a wave isn't efficient 

to transport the sediments. The average transport rate in a cycle of a sine wave is zero. But in the 

presence of a current, the transport can be meaningful. 

The study of sediment transport is associated with different processes that will interact with each 

other, as the interaction processes between sediment particles, flow, and moving bed, giving a 

complex character to the research. This chapter starts with a brief presentation of the wave 

hydrodynamics, providing a descriptive overview of their transformation as they approach the 

shoreline. Sediment dynamics is also addressed, describing the entrainment, transport, and 

deposition processes. A brief explanation of the active layer is presented, given its importance when 

considering sediment transport. The sediment transport in uniform and heterometric sediments 

will be explained to give some insight for the following chapters. Finally, the presentation of distinct 

types of sediment transport models, focusing on the studied models will be done. 

2.2 Wave Hydrodynamics 

 2.2.1 Linear Waves 
The linear wave theory developed by Airy (1841) is the elementary representation of ocean water 

waves, where the wave motion is presented as a pure sinusoidal movement. The linear theory 

provides a practical first approximation to the wave motion and can be used in many coastal 

engineering applications (Abreu, 2011).  

A description of the sinusoidal surface elevation variation in time and space, η, is expressed by its 

length L (the horizontal distance between corresponding points on two successive waves), height 
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H (the vertical distance from crest to trough), and period T (the time for two successive crests to 

pass a given point):  

η(x, t) =
𝐻

2
 cos (𝑘𝑥 − ωt)    (2.1) 

where x is the horizontal spatial coordinate, k is the wave number (k=2π/L) and ω is the wave 

angular frequency, ω=2π/T (Figure 2.1). Linear theory is based under the hypothesis of relatively 

small wave height in comparison to their wavelength and water depth. 

 

Figure 2.1: Sketch of a progressive wave (from Abreu, 2011). 

Linear wave theory imply that the orbital motion is circular for deep waters (h/L>0.5), and elliptical 

in shallow (h/L<0.05) or transitional depths (0.05<h/L<0.5) and becomes noticeable near the bed 

for water depths bellow the wave base (h/L<0.5). The ellipses become flatter for increasingly 

shallow water depths. 

 2.2.2 Nonlinear Waves 
Stokes (1847) observed and studied the change of the wave shape before breaking. He remarked 

that, as waves propagate from deep into shallow waters, they begin to interact with the bed, and 

undergo several changes: they become skewed (horizontal asymmetry), presenting shorter and 

higher crests and longer and lower troughs than in the sinusoidal profile. This effect is related to 

the velocity skewness (R). 

The waves also become asymmetric as they approach the surf zone reaching a sawtooth shape, 

with a steep front face and gentle back face, losing their vertical symmetry (Elgar et al., 1988). 

Under the steep front face, the velocity varies rapidly from a maximum negative value (offshore) to 

a maximum positive value (onshore), giving rise to high fluid accelerations, while the accelerations 

induced by the back face of the wave are smaller. This effect is related to the acceleration skewness 

(β). 

The velocity and acceleration skewness (R and β, respectively) are often defined as: 

𝑅 =
𝑢𝑐

𝑢𝑐−𝑢𝑡
 ; β =

𝑎𝑐

𝑎𝑐−𝑎𝑡
      (2.2) 

where uc is the onshore velocity and ut the offshore velocity, and ac and at are the amplitude of the 

flow acceleration in the wave crest and trough direction, respectively. A pure velocity-skewed wave 

will have the velocity at the crest larger than at the trough, leading to R>0.5 and β will remain 
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constant at 0.5. In a pure acceleration-skewed flow (sawtooth wave case), the velocity at the crest 

and trough will have the same magnitude, so R=0.5, but β>0.5. According to Abreu et al. (2010), the 

parameter β is closely related to the ‘wave skewness parameter’ (α), presented as α=2Tpc/T, where 

Tpc is the time interval measured from the zero up-cross point to wave crest in the time variation of 

free-stream velocity. As reported, the parameters R, β and α characterize nonlinear wave 

properties through the identification of the velocity and acceleration skewness. 

According to Abreu (2011) there is a relation between the previous wave parameter R and β (or R 

and α) to the new two parameters r and φ (index of skewness or nonlinearity and waveform 

parameter, respectively) that will be presented in subsection 2.6.  

Wave asymmetry increases with increasing relative wave height (H/h=wave height/water depth), 

which is fundamental to the occurrence of net onshore directed transport rates, leading to 

accretion of the beaches (Van Rijn, 2013). Wave asymmetry has an important role in the grain-size 

composition of the transported material in both onshore and offshore direction (Hassan and 

Ribberink, 2005).  

Figure 2.2 shows a velocity profile outside the breaking zone, presented in Schretlen (2012). Non-

breaking waves generate an onshore flux of water (us,on) caused by surface waves, Stokes drift, an 

onshore drift close to the bed (ub,on), Longuet-Higgins streaming, and a return flow (um,off) 

compensating for mass flux in the direction of the wave propagation, ‘undertow’. According to 

Schrelten et al. (2010), these mean velocities results from the fact that i) wave asymmetry causes 

a difference in generated turbulent energy between the two half wave cycles, ii) the vertical and 

horizontal orbital velocities are not exactly 90˚ out of phase in the boundary layer as they would be 

in a frictionless flow, and iii) return flow compensating for mass flux in the direction of wave 

propagation. 

This vertical variation in mean velocity directions will have an important role in the transport of 

different grain sizes. Fine grains can be picked up away from the bed, and through suspension be 

transported in the offshore direction. While coarse grains are more likely to be transported close 

to the bed, being transported by the onshore drift (Hassan, 2003). 

 

Figure 2.2: Flow velocity profile under surface waves, according to Longuet-Higgins, 1953 (from Schretlen, 2012). 
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2.3 Sediment Dynamics 

Sand in the nearshore is transported by the basic processes of entrainment, transportation, and 

deposition, acting at the same time and being able to interact with each other. 

The region of the water column most relevant for sedimentary processes is the boundary layer that 

is established near the bottom. In this layer, the bed shear stresses that the flow exerts on the 

bottom are essential for the processes of mobilization and transport of the sediment particles. The 

characteristics of the bottom boundary layer depend on the type of flow that originates it. In the 

coastal zone, the boundary layer generated by the propagation of the tidal wave will extend to the 

entire water column, while the boundary layer developed by short period waves represents only a 

narrow fraction of the depth (few centimeters). The thickness of the boundary layer will also 

depend on the existence of bedforms and sediment grain size (Silva, 2001). 

 2.3.1 Sediment Properties 
Sediment is a fragmented material formed through the physical and chemical disintegration of 

rocks. The sediment particles vary in size, shape, and mineral composition. Sediments are generally 

classified in terms of their size. Sediments with dimensions inferior to 60µm (clay and mud) present 

cohesive properties. For higher dimensions, sediments can be considered individual particles that 

can interact with each other and whose transport is determined by their size and weight. In this 

work, only the sediment transport of non-cohesive sediments, namely sand, will be analyzed. Sand 

is composed essentially of quartz whose density, ρs, is approximately equal to 2650 kg/m3 (Soulsby, 

1997). 

A sediment sample is usually composed of particles with different dimensions. The size distribution 

of the sediment grain is represented as a cumulative frequency curve showing the percentage of 

grains smaller than d. The sediment sample is generally characterized by its median diameter, d50, 

and in terms of standard deviation (sorting), σg = (d84/d16)0.5. The dn notation indicates that n% of 

the grains are thinner than the diameter d. Sediment samples are classed as well sorted if they 

contain a narrow range of grain sizes and well mixed if they have a wide range (Soulsby, 1997). 

According to Folk and Ward (1957), a ‘poorly sorted’ sediment is defined to have 1<σg<2, a ‘very 

poorly sorted’ sediment has 2<σg<4, and an ‘extremely poorly sorted’ sediment has σg>4. From 

these definitions, the sediment is heterogeneous when σg<1. Many mixed sediments have a grain-

size distribution that approximates a log-normal distribution (Gaussian). However, when we have 

two distinct sediment fractions a bimodal distribution can be achieved, as observed in nature, at 

Ladeira beach in Ria de Vigo (Bernabeu et al., 2012), not observing the usual normal frequency 

distribution by weight.  

The grain diameter is an essential parameter in the sediment transport process. In general, it is 

expected that transport rates will be higher for finer sediment (Hassan, 2003). However, if the sand 

consists of a mixture of sediment with different grain sizes, the grains will influence each other. 

Finer grains may be hidden behind coarser grains, being less transported than if the coarser grains 

were not present. On the other hand, coarser grains may be more exposed to the flow, resulting in 

increased transport rates for the coarser grains (Silva 2001; Hassan 2003). This is an important issue 

that will be addressed in this work.  
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 2.3.2  Entrainment 
In coastal areas, sediment grains can be transported by the action of mean currents (e.g., tidal 

currents, currents induced by waves and wind), by waves, or by the combined action of waves and 

currents. The flow associated with tidal currents or currents induced by waves has a characteristic 

velocity (u0). 

Figure 2.3 illustrates the forces that will act on a grain settled on a flat bottom. Sediment grains 

start to move when the mobilizing forces (FL and FD) overcome the stabilizing force (W). The vertical 

mobilizing force (FL) results from the curvature of the streamlines, which locally contract over the 

particle, decreasing the pressure below the hydrostatic pressure at the top of the grains, leading to 

movement. The horizontal mobilizing force (FD) results from the frictional force that the flow exerts 

directly on the surface of the grains (bed shear stress - τ) and from the horizontal pressure gradients 

generated by the wave-induced accelerations of unsteady flows. The stabilizing force (W) results 

from the immersed weight of the sediment grain (Abreu, 2011). 

 

Figure 2.3: Forces acting on a grain over a flat bed, reproduction of Fredsøe and Deigaard, 1992 (Silva, 2001). 

The mobilizing and stabilizing forces can be expressed in terms of a shear force and a gravity force. 

The ratio between these forces will define a dimensionless number, defined as the Shields 

parameter, θ, which determines the flow's capacity to mobilize the sediment particles (Soulsby, 

1997): 

𝜃 =
𝜏

(𝜌𝑠−𝜌)𝑔𝑑
     (2.3) 

The bed shear stress is calculated by: 

𝜏 = 1

2
𝜌𝑓�̅�2     (2.4) 

where �̅� represents the depth-averaged velocity; f the friction factor, that is an empirical coefficient 

related to the bottom roughness; ρs is the sediment density; ρ the water density; g the gravitational 

acceleration and d the diameter of the sediment particle.  

The friction factor (f) is related to the bottom roughness expressed in terms of the roughness height 

(ks – the Nikuradse roughness height). There are several expressions in the literature to calculate 

ks, considering the nature of the bed morphology. Usually, in a flat bed, ks is determined by the 

sediment grain size, varying from d50, according to Nielsen (1992) and Soulsby (1997), to three times 
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d90, according to Van Rijn (1984). On the other hand, when bedforms are present, like ripples, ks 

will be directly related to the height and length of the bed form. In this study, it will be selected the 

formulations of ks defined by the authors Abreu et al. (2013) and Silva et al. (2006). Abreu et al. 

(2013) considered ks=2.5d50 and ks=15d50. The first equivalent roughness is commonly used in 

computation of sediment transport, producing good results. The second, according to Abreu’s 

(2013) present better agreement between measured and predicted transports with their new 

parametrization. Silva et al. (2006) considered a more complex and complete roughness, that 

includes contributions from the roughness related to the grain, kss, roughness associated with the 

transport, kst, and the roughness related with to bed forms ksf: 

𝑘𝑠 = max(𝑘𝑠𝑠, 𝑘𝑠𝑡) + 𝑘𝑠𝑓    (2.5) 

The grain related component is determined in terms of the median grain size, kss=2.5d50. The 

roughness associated with the sediment transport component, according to Silva (2001) and Van 

der A et al. (2013), it is determined as function of the Shields parameter: 

𝑘𝑠𝑡 = (1 + 6(< |𝜃| > −1)) 𝑑50   (2.6) 

The bed form component of the total roughness is related to the form height and length, η and λ, 

respectively (Van der A. et al., 2013).  

𝑘𝑠𝑓 = 0.4 𝜂2 𝜆⁄      (2.7) 

The critical value of the Shields parameter, θcr, define the threshold of motion. According to Souslby 

and Whitehouse (1997) θcr is a function of a dimensionless particle size parameter D* as shown in 

Equation 2.8 and Equation 2.9. 

𝜃𝑐𝑟 =
0.3

1+1.2𝐷∗
+ 0.055(1 − exp(−0.02𝐷∗))    (2.8) 

𝐷∗ = (
𝑔(𝑠−1)

𝜐2 )
1/3

𝑑     (2.9) 

where s if the ratio between the sediment density and water density, and υ the kinematic viscosity 

of water. The critical value of the Shields parameter, θcr, for which sediment movement starts varies 

between 0.03 and 0.06, for grain diameters between 0.02 and 1mm (Soulsby, 1997). 

 2.3.3  Transport Regimes 
For small values of Shields parameter, there is no sediment motion as the mobilizing shear stress is 

very small compared to the stabilizing forces. For increasing Shields parameter, the bedload regime 

is observed. The sediment particles start to roll, slide and jump over each other, over a flat bed. 

Particles are in constant contact with the bed and interact with each other, being intergranular 

forces important. The bedload transport is the dominant transport for coarse sediments and in a 

flow with low velocity. The bedload layer is usually assumed to have a few grain diameters thick. 

If the Shields parameter increases further, bedforms are developed, ranging from small vortex 

ripples to large mega-ripples and dunes. The transport over vortex ripples can be either bedload 

transport or suspended-load transport. Fine sediment particles are generally carried into 
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suspension by vortices generated in the lee of the ripple crests, which results in very different 

transport mechanisms compared to the processes in the bedload regime. 

If the flow strength becomes even higher, the ripples are washed out, forcing the bed to become 

plane again. That happens for Shields parameter higher than 0.8, defining the sheet-flow layer (Silva 

2001). This layer is characterized by high sand concentrations, and its thickness is generally much 

larger than a few grain diameters (10-100 grain layers). Grains are not just rolling, sliding, and 

jumping over each other. They are also in suspension, having the sheet-flow regime transport partly 

as bedload and partly suspended-load. The concentrations are so intense that intergranular forces 

and grain-water interactions are substantial. The boundary between the sheet-flow layer and the 

upper suspension layer usually delimits two flow regions with distinct driving forces for the 

sediment movement: turbulent mixing in the suspension layer and inter-granular forces in the 

sheet-flow layer. 

 2.3.4  Deposition 
The deposition rate of sediments in suspension or transported through bedload is determined by 

the settling velocity of the sediments (ws). The settling velocity of a unique particle is determined 

from its size and shape, its density, and the fluid viscosity in which it moves. The empirical 

expression of Soulsby (1997) for natural sand, allows to determine ws: 

𝑤𝑠 =
𝜐

𝑑
[(10.362 + 1.049𝐷∗

3)1/2 − 10.36]    (2.10) 

Soulsby (1997) carried out a comparative study between the fall velocity values calculated by 

different formulas and a set of experimental results obtained for natural sands. This study has 

shown that Equation 2.10 is the most accurate. 

 2.3.5  Bedforms 
A beach profile that extends from the location where the effect of swell is felt at the bottom up to 

the shoreline, presents different sedimentary structures, characterized by different shapes and 

spatial scales. The type of bedform depends on the strength and nature of the flow (tidal current, 

waves, or their combination). Tidal currents can form small ripples and large dunes. When waves 

are the dominant hydrodynamic forcing agent, wave-generated ripples are formed with a distinct 

shape compared to current-generated ripples. Waves can also give rise to extensive bed features, 

such as breaker bars in the surf zone. 

Current-generated ripples are bed features whose height and wavelength are small compared to 

the water depth, developing on sandy beds, finer than about 0.8mm. These ripples are 

asymmetrical in cross-section with the steeper slope on the downstream side of the crest. 

Sandwaves are much larger features, often tens of meters in wavelength, and some meters in 

height (e.g., wavelength of 73m and height of 0.78m – Soulsby, 1997). Their heights and 

wavelengths are governed by the water depth as well as the bed shear stress. Wave-generated 

ripples are symmetrical about the crest in cross-section, with the crest being relatively sharp. Their 

crests are aligned with the water waves' crests. Their wavelength is typically between 10 and 20 

times the orbital amplitude of the wave motion at the bed (A=uw T/2π; where uw is the orbital 
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velocity amplitude and T is the wave period). Their height is typically between 0.1 and 0.2 times 

their wavelength (e.g., wavelength of 0.27m and height of 0.045m – Soulsby, 1997). 

Bed features will have a dominant influence on the frictional characteristics and turbulence 

generation in flows and have both, a direct (bedform migration) and indirect (enhanced suspension) 

effect on the sediment transport (Soulsby, 1997). 

2.4 Active Layer 

The active layer is a variable of complex definition, as well as its measurement, either in a controlled 

environment (e.g., Ciavola et al., 2013), or in the field (e.g., King, 1951; Ferreira et al., 1998; Bertin 

et al., 2008; among others). 

The active layer corresponds to the vertical thickness of a layer of active sediment exchange, 

affected by hydrodynamic processes, during a period that can vary from a few minutes to several 

days (King, 1951; Ferreira et al., 1998; Bertin et al., 2008; Anfuso, 2005; Church and Haschenburger, 

2017; among others). 

According to Church and Haschenburger (2017), the active layer can be defined as the dynamically 

active stream bed surface, or as the depth of event-scale scour and fill. These concepts involve 

distinct length and time scales. In the first, the active layer can be described as the topmost stratum 

of the sediment bed, that is actively moving in the same direction of the bed load transport, and 

that can move over the top of a bedform (mobile layer or exchange layer). In the second case, the 

active layer can be the entire bedform that eventually will displace and will represent the average 

dune dimension (event active layer or dynamical active layer). 

Anfuso (2005) present a concept that it is similar to the previous one. He had defined that short 

time periods, as minutes to few hours it is represented as the ‘mixing layer’. For longer time periods, 

from tidal cycles to several days, he termed it as the ‘disturbance depth’. Kraus (1985) used the 

same concept, using the term ‘mixing depth’ for the active layer measured during a few hours, not 

being affected by the tide migration, indicating that it is conceptually different from ‘disturbance 

depth’. However, other authors had used the term ‘mixing depth’ to describe the active layer 

recorded during a tidal cycle (e.g., Ciavola et al., 1997b and Ferreira et al., 1998). 

As can be noticed from the bibliography, there is some ambiguity in the definition of active layer. 

The definition and value of the active layer must be considered carefully when estimating the 

transport rates in tracer experiments because the transport rate is directly proportional to it (see 

Chapter 3). Herein, the definitions proposed by Kraus (1985) and Anfuso (2005) for mixing and 

disturbance depths are adopted. The active layer will be used in a more generic way, without 

implying any temporal connotations or specific methodology. 

There are several ways to measure the active layer. The oldest and most frequently used method 

consists of inserting natural sand, previously painted in a color that is contrasting with native sand, 

into holes at low tide (e.g., King, 1951; Komar and Inman, 1970; Ferreira et al., 1998). At the 

succeeding low tide, the distance between the top of the tracer core and the beach surface is 

measured, obtaining the active layer. In case of equal surface levels (equilibrium conditions) or 
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accretion, the depth at which the colored sand appeared is considered the active layer. In case of 

erosion, that depth was added to the surface displacement, to obtain the thickness of the active 

layer. 

Another method is to carry out a 'traditional' tracer experiment, where coated sand is injected at a 

location and after a period, the sampling is done in different locations which enable to study the 

concentration and distribution of the tracer with depth. In this method, a cut-off rate of 80% is 

usually used to define the lower limit of the active layer. According to Kraus (1985) the average 

mixing layer is defined as the maximum depth which tracer it is found, or the depth at which an 

abrupt decrease in tracer concentration it is found. Kraus reported depths from 2 to 11 cm, 

approximately, in the surf zone, however tagged grains were frequently founded at much higher 

positions, making a maximum depth definition unrealistic, or highly subjective. Because of that, he 

defined the 80% cut-off. 

However, the active layer depends on the experience and the wave condition, as well as on the 

formation or not of bed forms, or whether the experience takes place on the emerged beach or in 

the submerged area. For example, Bertin et al. (2008) used the two methods mentioned above and 

obtained variations between them less than 10-20%. 

Mathematical formulations can also be used to determine the active layer. Harris and Wiberg 

(1997) developed a formulation based in the maximum skin friction shear stress and the critical 

shear stress for transport of the median grain diameter. Their work was developed to describe 

physical processes of the continental shelf bottom boundary layer as in this coastal region is difficult 

to make in situ measurements. 

2.5 Sediment Transport in Uniform and Heterometric Sediments 

Over the years, several laboratory experiments were carried out, attempting to understand better 

the behavior of sediments in coastal areas. Wave-driven sand transport experiments have been 

done in a wide range of flow and bed conditions, acquiring data on velocities, concentrations, and 

even in bedform dimensions.  

Two types of facilities have been used in the study of sediment transport: large oscillatory flow 

tunnels (e.g., AOFT in Aberdeen, UK; LOWT at Deltares in the Netherlands; TOFT in Tokyo, Japan) 

and wave flumes (e.g., GWK in Hannover, Germany, the Delta Flume in Deltares, the Netherlands, 

and the CIEM large-scale wave flume in Barcelona).  

 2.5.1. Uniform Sediment 
Sediment transport rate (qs) is defined as the volume of sediment that move per unit time and per 

unit width of the bottom. The units of qs in S.I. are m2/s. The total sediment transport rate, which 

includes contributions from bedload and suspended transport, is calculated as the depth integral 

of the product of the horizontal velocity and the resulting concentration: 

𝑞𝑠 = ∫ 𝑢(𝑧, 𝑡) 𝐶(𝑧, 𝑡) 𝑑𝑧
ℎ

𝑧0
     (2.11) 
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where u(z,t) and C(z,t) represent, the instantaneous values of flow velocity and sediment 

concentration, respectively, h represents the depth of the water column and z0 corresponds to the 

conceptual level above the bottom where the flow velocity value is zero. The velocity and sand 

concentration can be split in a steady component ( ̅ ), related to currents, and a periodic 

component, related to the oscillating wave motion (~): 

𝑢 =  �̅�  +  �̃� and 𝐶 =  𝐶̅  + �̃�    (2.12) 

The turbulent components, with shorter time scale than the waves, were neglected. The net 

sediment transport in a wave cycle is then written from Equation 2.11 as: 

𝑞𝑠 = ∫ [�̅�𝑐̅ + �̃��̃�] 𝑑𝑧
ℎ

𝑧0
     (2.13) 

The first term of the second part of the equation represents the contribution of the mean flow to 

the sediment flow and is determined from the mean vertical distributions of u and C. The second 

term represents the contribution of the oscillatory component to the flow. The oscillatory 

component reflects the influence of the non-stationary effects and the asymmetry of the flow 

velocity for the sediment transport. The mean flow component will contribute to the sediment flow 

from the average vertical distributions of u and C. (Silva, 2001) 

Throughout the year's many laboratory experiments with well-sorted sand were done, with quartz 

sand under non-breaking waves, and non-breaking waves plus current conditions. Most of these 

were performed in oscillatory flow tunnels as they provided an approximation of the flow 

experienced at the seabed under real waves. In the LOWT of Deltares (former Delft Hydraulics), 

distinct laboratory experiments were carried with well-sorted sand throughout the years: Series C 

(Ribberink and Al-Salem, 1992), Series B (Ribberink and Al-Salem, 1994), Series E (Katopodi et al., 

1994) and Series I, J and H (Dojmen-Janssen, 1999). Series C, B, E and J had a d50 of 0.21mm, while 

Series I was of 0.32mm, Series H of 0.13mm. Series E, J, I and H do not present wave asymmetry, 

while Series B and C study wave asymmetry behavior on sediment transport results. Later, 

Watanabe and Sato (2004) have conducted experiments in the oscillatory flow tunnel of the 

University of Tokyo with regular oscillatory flows. Their experiments refer to sawtooth shaped 

oscillatory flow with or without a net current superimposed, with relatively short flow periods, 

between 3 and 5s and median grain sizes of 0.20 and 0.74mm. More recently, the TRANSKEW 

experiments (Silva et al., 2011; Ruessink et al., 2011 and Abreu, 2010) addressed the sediment 

transport in non-linear waves, considering both skewed and asymmetric oscillatory flows in LOWT 

of Deltares. Experiments with the same purpose were also carried out in the Aberdeen Oscillatory 

Flow Tunnel, producing sawtooth oscillatory flows with varying degrees of acceleration skewness, 

three sand sizes and wave periods ranging from 5 to 9s. All these experiments were performed in 

the sheet flow regime (Van der A et al., 2010). 

However, wave-induced boundary layer streaming and undertow at higher levels above the bed 

are not present or are different compared to results obtained at large wave flumes (Dohmen-

Janssen and Hanes, 2002; Schretlen, 2012). The experiments of Dohmen-Janssen and Hanes (2002) 

and Schretlen (2012) were carried out under full-scale surface wave conditions at the wave flume 

of Groβer Wellenkanal (GWK), Germany. The first authors executed experiments in sheet-flow 

regime, with a d50 of 0.24mm and periods between 6.5 and 9.1s. They observed that the net 
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transport rates under real waves are higher than the net transport rates in oscillatory flow tunnels 

with similar conditions. The second author studied two grain sizes (0.25 and 0.14mm), with wave 

periods between 5 and 7.5s. With these new experiments, now also accounting for fine sand it was 

shown that under progressive surface waves, generally sand is more transported in the onshore 

direction than in flow tunnels, showing the importance of conducting experiments under full-scale 

surface wave conditions. 

 2.5.2. Graded Sediment 
The inclusion of sediment heterogeneity in sediment transport modeling is still challenging, as the 

sediment characteristics change fast in some coastal areas. Studies indicate that morphology, 

bedforms, sediment transport, wave dissipation, and other parameters are different for 

heterogeneous sediments compared to homogeneous, even when the mean grain size and density 

are similar for both cases (Holland and Elmore, 2008).  

In nature, it is complicated to define the balance of forces acting on grains, as the sediment is 

heterometric. Usually, the bed material contains grains of a range of sizes. Particles with different 

sizes influence each other. Two mechanisms will affect sediment transport in this case: nonlinear 

dependency of the sediment transport on particle sizes and the interaction among the different 

fractions (hiding and exposure effect). 

According to Van Rijn (2007), the size-selective approach may yield up to 25% greater net transport 

rates than the values computed based only on d50 of the mixture. The difference also tends to 

increase as the size distribution widens. According to Hassan (2003), large grains are often more 

exposed to the flow. In combination with a larger surface area, this leads to a higher drag force. The 

large grains often shelter the fine particles, which is called the hiding effect (Figure 2.4). 

 

Figure 2.4: Hiding/exposure effect of particles with different grain-sizes (from Hassan, 2003). 

According to Hassan (2003), the degree of exposure of a grain, concerning the surrounding grains 

is the most influential parameter for determining the bed-shear stress for initiation of motion. In a 

mixed bed with different sediment grain sizes, the larger ones are set into motion at bed shear 

stresses that are smaller than the required in a uniform size bed, while the smaller size fractions 

will require higher bed shear stresses than the uniform material. 

Throughout the year's experiments were done with graded sand. However, this can be challenging, 

since instruments usually detect the sand as a whole and not as distinct fractions and requires a 
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more detailed analysis. Initially, size-selective sediment transport was studied in steady flows in 

rivers and open channels. Einstein (1950) was a pioneer in explaining and developing a formula for 

estimating size-selective sediment transport rates in non-uniform sediments, widely applied in river 

problems. Later this concept was also studied in oscillatory flows. 

Laboratory experiments with size-selective sediment transport have been carried out in oscillating 

water tunnels: Dibajnia and Watanabe (1996); Hamm et al. (1998), Hassan (2003); O’Donoghue and 

Wrigth (2004a), among others.  

Dibajnia and Watanabe (1996) investigated the transport mechanism of a bimodal mixture 

consisting of fine and coarse sand with d50 of 0.2 mm and 0.87 mm. For many ratios of the two sand 

fractions, the experiment showed that the transport rates of the fine sand were significantly 

reduced with the presence of the coarse sand in the mixture. This selective transport process can 

reasonably be attributed to the effects of hiding/exposure where coarser sands shelter finer sands 

meanwhile being more exposed to the flow. 

The experiments of Hamm et al. (1998) – Series K, revealed similar results to Dibajnia and Watanabe 

(1996) works, as it was observed the armoring effect of the fine sediment. For a mixture of 

dfine=0.13mm and dcoarse=0.32mm (50%:50%, respectively), it was observed the presence of non-

stationary effects in the transport of the finer sediment fraction (the transport rate of this sediment 

is negative) and it was found that the influence of this process on transport is smaller than when 

the percentage of sediment with d50 = 0.13mm in the background material is 100% 

Hassan (2003) conducted experiments with a bed mixture composed by dfine=0.21mm and 

dcoarse=0.97mm (70%:30%, respectively) – Series P. He observed that the ‘individual’ transport rate 

of each fraction was affected by the presence of the other, with the coarser sand being more prone 

to transport than the finer sands.  

The effects of size-graded sediments on the sheet-flow sediment concentration and the transport 

fluxes were extensively studied by O’Donoghue and Wright (2004b). They developed experiments 

at Aberdeen University’s oscillatory flow tunnel. Their experiments involved six beds, comprising 

three well-sorted sand (d50 of 0.15, 0.28 and 0.51mm), and three mixed sand, each consisting of 

different proportions of the three well-sorted sand (O’Donoghue and Wright, 2004a). For the 

coarsest sand in the experiment (0.51mm), the time-averaged fluxes were found to be onshore-

directed and confined to a layer immediately above the bed. On the contrary, the fluxes of the finer 

sand (0.15mm) were directed offshore in the sheet-flow layer but onshore in the upper suspended 

layer. These phenomena were attributed to an unsteady effect that caused the fine sands to be 

carried high off the bed and failed to deposit before the flow reversal. 

No experiments with graded sand had been carried out at wave flume facilities, until 2018, 

associated with the STENCIL project. These experiments will be presented with more detail in 

Chapter 4. The main objective of these experiments, conducted in the Large Wave Flume (GWK) in 

Hannover, was to understand the behavior of different sand mixtures under full-scale free-surface 

waves. Fine and coarse sand (d50=0.21 and 0.58mm, respectively) was mixed in four distinct ratios 

and subjected to two different, regular wave conditions, 1.5 and 1m wave heights and a period of 

7s for both (Van der Werf et al., 2019; Ferreira et al., 2020; Staudt et al., 2021). 
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2.6 Sediment Transport Models 

The processes that intervene in sediment transport are complex and challenging to measure. The 

use of models can be a method to fill this gap. Sedimentary transport prediction models have been 

based mainly on empirical formulations where transport rate is determined as a function of the 

instantaneous flow velocity above the bottom boundary layer (Silva, 2001).  

As described, over the years, several laboratory experiments were carried out in order to study in 

detail the field distribution of velocities and sediment concentration on oscillatory flow, as well as 

to quantify the sediment transport. These studies have allowed to better understand the 

fundamental processes of sediment transport, to improve the efficiency of existing models or to 

develop new formulations/more complex mathematical models for the computation of sediment 

transport (e.g., Ribberink and Al-Salem, 1992; Dohmen- Janssen, 1999; Hassan and Ribberink, 2005; 

Silva et al., 2006; Van Rijn, 2007; Abreu et al., 2013 Van der A. et al., 2013). 

Most of the existing models uses uniform sand, which means that the sediment mixture is 

characterized by a single sand size. This assumption is mainly caused by the lack of knowledge of 

the physical behavior of sediment particle mixtures. An effort has been done to fill this gap (e.g., 

Dibajnia and Watanabe, 1996; Hassan and Ribberink, 2005; Rafati et al., 2020, among others). 

In this subsection, a general classification of different types of models that allow the estimation of 

the sediment transport rate will be presented, namely, quasi-stationary and unsteady models. 

Section 2.6.3 introduce a detailed description of the models of Abreu et al. (2013) and Silva et al. 

(2006) since the results obtained in the STENCIL experiments will be applied to them. Finally, 

emphasis will be given to heterometric sediments and the introduction of this aspect in the 

aforementioned models. 

 2.6.1 Quasi-steady Models 
Quasi-steady models are based on the assumption that the instantaneous transport rate is directly 

related to the instantaneous near-bed oscillatory velocity or bed-shear stress. It is assumed that 

the sediment transport reacts immediately to changes in flow conditions, without any phase 

difference between the flow velocity and the concentration, as if the flow is steady at each phase 

during the wave cycle. In this way, the wave-related component is implicitly considered in the 

model. These models do not predict the vertical distribution of velocity and concentration. 

According to the assumption of quasi-steadiness, the pick-up and settling process of the sediment 

grains from/to the bed during the wave motion must take place in a much shorter time than the 

wave period. No phase lags between flow velocity and concentration or acceleration effect are 

accounted for. Under these conditions, the non-stationary effects associated with 'memory effects' 

can be neglected, and formulations based on the concept of equilibrium can be applied to assess 

the transport of sediments along an oscillation cycle. For this type of model, the time-dependent 

velocity is the only main input parameter, making this kind of model easy to use (e.g., Nielsen, 2006; 

Ribberink and Al-Salem, 1994). 

Ribberink and Al-Salem (1994) showed that quasi-steady models can correctly describe the 

sediment transport rate under sheet flow conditions for sediment with a d50 greater than or equal 
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to 0.2mm and under an oscillatory flow associated with a 2nd order stokes wave with a period 

between 6.5 and 12s. Under these conditions, it was observed that the sediment flow is confined 

to a thin layer near the bottom and, the thickness does not exceed 1cm. 

 2.6.2 Unsteady Models 
The simulation of the sediment transport process from the stationary approach is questionable 

when a considerable amount of the sediment particles is in suspension. This situation is commonly 

found in the surf zone due to the intensification of the turbulent mixture vertically as well as when 

there are ripples on the bed. 

Unsteady sediment transport models are based on a full time-dependent simulation of velocity and 

concentration during the wave-cycle at different levels above the bed (e.g., Davies et al., 2002; 

Holmedal and Myrhaug, 2006; Ruessink et al., 2009). The net sediment transport rate is then 

calculated by averaging the time-dependent horizontal sediment fluxes over the wave-cycle and 

the depth. The use of this type of model is more demanding compared to others. The detailed 

calculations require more insight into the physical processes. 

The presence of unsteady effects on sediment transport is highlighted, for example, through the 

experiments of Watanabe and Isobe (1990). The authors observed that for an oscillatory flow over 

a rippled bed, the transport does not always move sediments in the direction of the average flow. 

The non-stationary effects developed due to the vortices formed in the adjacent areas of the crests 

of the ripples retain the sediment in suspension. 

Dohmen-Janssen (1999) showed that in sheet-flow regime is observed meaningful unsteady effects 

for very-fine sediments with d50 of 0.13mm. She verified that the mean net transport rate over an 

oscillatory cycle is higher for coarser sands with d50 of 0.21 and 0.32mm at the same experimental 

conditions as for d50=0.13mm. These results are opposite to those predicted by quasi-steady 

models. Dibajnia and Watanabe (1992), Dohmen-Janssen (1999), Silva et al. (2006) and Van der A 

et al. (2013), developed formulations based on quasi-stationary models, in which the non-

stationary effects, resulting from the lag between the sediment concentration and the velocity field, 

are indirectly described. According to Dohmen-Janssen (1999), these models are called semi-

unsteady. 

 2.6.3 Studied Models 

2.6.3.1- Abreu et al. (2013) Model 
Abreu et al. (2013) presented a new parametrization of the instantaneous bed shear stress under 

nonlinear oscillatory flows, being tested with oscillating water tunnel experiments with and without 

a current. Their work had the purpose of generalizing the bed shear stress formulation to arbitrary 

types of wave shape. Afterward, they implemented the new parametrization in the quasi-steady 

bedload formulation of Nielsen (2006). 

A simple analytical formulation that reproduces a skewed, nonlinear near-bed wave orbital velocity 

was developed by Abreu et al. (2010): 

𝑢(𝑡) = 𝑢𝑤𝑓
[sin(𝜔𝑡)+

𝑟𝑠𝑖𝑛𝜙

1+√1−𝑟2
]

[1−𝑟𝑐𝑜𝑠(𝜔𝑡+𝜙 )]
     (2.14) 
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where uw is the amplitude of the orbital velocity (defined as (uc+ut)/2, where uc corresponds to the 

velocity at the wave crest and ut at the through); the variable f is a dimensionless factor allowing 

the velocity amplitude to be equal to uw (f=(1-r2)0.5); ω the angular frequency; r a parameter that 

reflects the index of skewness of nonlinearity (-1<r<1) and φ is a waveform parameter (-

π/2<φ<π/2). As an example, for all values of fit, if r is zero it is observed a sinusoidal wave. For φ =0 

rad, the shape of a ‘sawtooth’ wave will be observed. The orbital velocity is symmetric with respect 

to the horizontal axis, the velocity skewness is zero (R=0.5), but is asymmetric with respect to the 

vertical axis, which will give rise to skewed accelerations. For all values of r the velocity under the 

crest will be equal to the velocity under the trough, in magnitude. For φ = -π/2, the shape of a 1st 

order cnoidal wave will be observed, the velocity will be skewed, the orbital velocity at the crest 

will be higher and shorter while the through will lower and larger (Abreu, 2011). 

Abreu et al. (2010) (see Abreu, 2011 for a more detailed analysis) developed a code to find the 

values of the r and φ to all possible R and α combinations. For different φ values approximations 

for R(r) and α(r) are given from which the final r and φ combination can be iteratively generated. 

This code has been made available by Abreu, allowing the representation of several nonlinear wave 

profiles through the introduction of φ and r. 

Following Nielsen (2002) the time-varying bed shear stress is given by: 

𝜏 = 𝜌𝑢∗(𝑡)|𝑢∗(𝑡)|     (2.15) 

where the shear velocity, 𝑢∗, is  

𝑢∗(𝑡) = √
𝑓𝑤

2
(cos(𝜑) 𝑢(𝑡) +  

sin (𝜑)

𝜔

𝜕𝑢(𝑡)

𝜕𝑡
)   (2.16) 

Abreu et al. (2013) extended the work of Drake and Calantoni (2001) through the addition of 

parameter r, obtaining the following shear velocity:  

𝑢∗(𝑡) = √
𝑓𝑤

2
(cos(𝜑) 𝑢(𝑡) +

sin (𝜑)

𝜔
[𝑎(𝑡) − 𝑆(𝑡, 𝜙, 𝑟)])   (2.17) 

A constant value for the phase-lead parameter of ϕ=51 is employed and: 

𝑆(𝑡, 𝜙, 𝑟) = 𝜔. 𝑓. 𝑢𝑤
𝑟[−(−1+𝑓)𝑐𝑜𝑠𝜙−2𝑟𝑐𝑜𝑠(𝜔𝑡)+(1+𝑓)cos (2𝜔𝑡+𝜙)]

2(1+𝑓)[−1+𝑟𝑐𝑜𝑠(𝜔𝑡)]2   (2.18) 

To compute the wave friction factor, fw, in Equation 2.16 it was used Nielsen’s (1992) formulation: 

𝑓𝑤 = 𝑒𝑥𝑝 [5.5(
𝑘𝑠

𝐴𝑟𝑚𝑠
)0.2 − 6.3]    (2.19) 

where the representative near-bed semi-excursion, Arms, is given by: 

𝐴𝑟𝑚𝑠 =
𝑈𝑟𝑚𝑠

𝜔
.

2√1−𝑟2+√1−𝑟2

1+√1−𝑟2
    (2.20) 

The definition of Arms accounts for the different harmonics in the velocity variance of an arbitrary 

regular wave shape (Urms=[Var{u(t)}]0.5). 
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To estimate instantaneous sand transport rates, qs(t), Abreu’s followed Nielsen’s (2006) bedload 

formulation: 

𝛷 =  
𝑞𝑠(𝑡)

√(𝑠−1)𝑔𝑑50
3

= 12[𝜃(𝑡) − 𝜃𝑐𝑟]√𝜃(𝑡)
𝑢∗

|𝑢∗|
   (2.21) 

The Shields parameter, θ, was computed with the shear velocity (u*(t)), given by Equation 2.16. 

Here, s=ρs/ρ is the ratio between sediment and water densities, and θcr is the critical value of θ, at 

the threshold of motion, defined by Soulsby (1997), Equation 2.8.  

To compute the wave friction factor (Equation 2.19) two different equivalent roughness values 

were assumed by Abreu et al. (2013): ks=2.5d50 and ks=15d50. The first equivalent roughness is 

commonly used in computation of sediment transport, producing good results. While the second, 

according to Abreu’s (2013) research present better agreement between measured and predicted 

transports with the new parametrization.  

2.6.3.2- Silva et al. (2006) Model 
Silva et al. (2006), based in the work of Dibajnia and Watanabe (1992), developed a semi-unsteady 

model, to predict the total sediment transport rates, which includes bedload and suspended 

transport, in wave or combined wave-current flows. The proposed model takes into account the 

interaction mechanism of sediment fluxes between the two half-cycle oscillations. The average 

sediment transport rate in an oscillation cycle is calculated from the difference between the 

amounts of sediment transported in the positive and negative directions. The amount of sediment 

transported in the positive direction has two contributions: one refers to the amount of sediment 

that was mobilized, transported and deposited during the first half cycle of the oscillation (0 <t <Tc) 

- Ωc (the index c refers to the crest); the other refers to the amount of sediment that, having been 

mobilized during the half cycle of the previous oscillation (-Tt <t <0), did not get deposited and is 

now transported in the direction of wave propagation - Ωt' (the index t refers to the trough). The 

same logic applies to the amount of sediment transported in the negative direction (second half 

cycle of the oscillation): the two contributions are in this case represented by the quantities Ωt and 

Ωc'. This behavior is expressed by Γ: 

𝛤 =
𝑢𝑐𝑇𝑐(𝛺𝑐

3+𝛺𝑡
′3)−𝑢𝑡𝑇𝑡(𝛺𝑡

3+𝛺𝑐
′3)

2(𝑢𝑐𝑇𝑐+𝑢𝑡𝑇𝑡)
    (2.22) 

Tc and Tt are the time duration of the positive and negative half cycle of the near bed velocity, 

respectively, with equivalent velocities uc and ut. The values of Ωi and Ωi´ (i = c or t) are computed 

from the bed shear-stress: 

𝛺𝑖 = (𝜃𝑖 − 𝜃𝑐𝑟)min (1;
𝜔𝑐𝑟

𝜔𝑖
)    (2.23) 

𝛺𝑖
′ = (𝜃𝑖 − 𝜃𝑐𝑟)max (0; 1 −

𝜔𝑐𝑟

𝜔𝑖
)   (2.24) 

where the parameter ωi (𝑢𝑖
2/2(𝑠 − 1)𝑔𝑤𝑠𝑇𝑖) depends on the ratio between the settling time of the 

sediment particles and the duration of each half cycle and θi represents the shields parameter at 

each half cycle. If ωi exceeds a threshold limiting value, ωcr, part of the sediment that is entrained 
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during the i half cycle remains in suspension and is carried into the opposite direction by the velocity 

of the succeeding cycle. 

According to Silva (2001), the optimal values of ωcr are a function of the skin Shields parameter θs: 

𝜔𝑐𝑟 = −0.408 + 1.367𝜃𝑠 − 0.511𝜃𝑠
2 + 0.069𝜃𝑠

3 θs≥0.6  (2.25) 

𝜔𝑐𝑟 = −0.053 + 0.39𝜃𝑠 + 0.28𝜃𝑠
2 − 0.161𝜃𝑠

3  0.2<θs<0.6  (2.26) 

𝜔𝑐𝑟 = 0.035 θs≤0.2     (2.27) 

The friction factor is determined from Swart (1974) formula (Equation 2.28) at each half-cycle 

considering that the wave period in the semi-orbital excursion is equal to four times the time of 

peak velocities. A total bed roughness with the grain related and sediment transport component is 

considered in the computations as described in Silva et al. (2006). 

𝑓𝑤 = 0.0025 𝑒𝑥𝑝 [5.21 (
𝑎𝑤

𝑘𝑠
)

−0.19
]   (2.28) 

where, aw is water particle semi-excursion (UwT/2π). 

The predicted non-dimensional transport rates, Φ, are computed from: 

𝛷 =  
𝑞𝑠

√(𝑠−1)𝑔𝑑50
3

= 𝛼 |𝛤|𝛽 𝛤

|𝛤|
    (2.29) 

In these equation ρ and ρs are the water and sediment density, respectively, s = ρs/ρ, g is the 

gravitational acceleration. α and β are two empirical constants; their best values were determined 

by fitting the predictions to a large data set of measured transport rates, yielding to 3.2 and 0.55, 

respectively. 

 2.6.4 Modelling Graded Sand Transport 
Most of the existing models considers the uniformity of the sand, which means that the sediment 

mixture is characterized by single sand size. This assumption is mainly caused by the lack of 

knowledge of the physical behavior of sediment particle mixtures. Effort have been done in this 

aspect, in order to estimate net transport rate taking in account different fractions that form the 

size distribution of the sediment grains and quantify the possible interactions between those 

fractions (Dibajnia & Watanabe, 1996; Dohmen-Janssen, 1999; Silva, 2001; Hassan, 2003, Malarkey 

and Davies, 2006; Van der A et al., 2013; Rafati et al., 2020). 

2.6.4.1- Multi-fraction Approach 
Numerical models usually determine the transport rate assuming a uniform sediment distribution, 

characterized by the median diameter of the sediment (d50). For improved transport modelling the 

bed material can be divided into size-fractions (i = 1, ….. N) with diameter di and with a volume 

probability of occurrence in the bed pi. In this section, the multi-fraction approach will be presented 

and verified in Chapter 6 using laboratory data with graded sand. 

In multi-fraction models, the particle size distribution is divided into a number of fractions (N) and 

the transport rate of each fraction (<qs,i>) is calculated from the existing expressions (for example, 

Equations 2.21 and 2.29) considering the median diameter of the grain sediment of each fraction 
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(di.). The total transport rate (<qs>) is then calculated by the sum of the transport rates of all size-

fractions considering the probability of each fraction (pi): 

< 𝑞𝑠 >= ∑ 𝑝𝑖 < 𝑞𝑠,𝑖 >𝑁
𝑖=1     (2.30) 

The contribution of fraction i to the total transport rate can be given by: 

𝑃𝑇,𝑖 =
𝑝𝑖<𝑞𝑠,𝑖>

<𝑞𝑠>
     (2.31) 

In the particular case where N= 1, the bottom material is considered uniform, and the particle size 

distribution is characterized by the d50 of the mixture. 

The mean diameter of the transported material is defined as: 

𝑑𝑚,𝑇 = ∑ 𝑑𝑚,𝑖 𝑃𝑇,𝑖
𝑁
𝑖=1      (2.32) 

Where dm,i represents the median diameter of each fraction. The ratio of dm,T and dm, where dm 

represents the mean diameter of the sediment deposited at the bottom, gives an indication of the 

selective transport processes: if dm,T/dm is greater than 1, the sediment grains that are transported 

are coarser than the bottom material, the coarse fractions are more transported than the finer 

sediment fractions; on the contrary, if dm,T/dm is less than 1, the finer fractions are the most 

transported. 

2.6.4.2- Hiding/exposure Correction Factor 
Splitting up a sediment mixture into different size-fractions alone does not include any interaction 

between the different fractions. In the case of a sediment mixture of different grain sizes, the 

motion of individual sizes will be affected by the presence of other sand sizes. The small grains can 

be sheltered or hidden by the large grains, while larger grains can be more exposed to the flow than 

in case of a uniform sand bed. 

These processes are referred to as exposure and armoring effects. The parameterizations proposed 

to incorporate the effect of armoring and exposure are mainly based on two approaches (Van Rijn, 

2007). The first approach focuses on correcting the critical Shields parameter (θcr), where the more 

exposed coarse fractions require relatively lower shear stress to get mobilized, while relatively 

higher shear stress is needed to mobilize the fine fractions armored in deeper bed layers. The 

second approach estimates the effective bed shear stress (θeff) on each size fraction, where the 

exposed coarse fractions get higher bed shear stress, while the armored fine fractions are subjected 

to lower bed shear stress due to being shielded by coarse grains. 

Distinct factors can be used in order to correct the effective shield parameter (e.g., Day, 1980) and 

the critical Shields parameter (e.g., Egiazaroff, 1965 and Komar and Wang, 1984). However, the 

work of Silva (2001) and Hassan (2003) show that the factor of Day (1980) had more influence in 

the results, reducing the predicted transport rate of fine fraction and increased the predicted 

transport of the coarse fraction. They observed that the critical shields parameter didn’t affect 

much the results. 

Day (1980) developed experiments for steady (river) flow at a flume in order to acquire data on the 

initial motion characteristics of size fractions and compared with the behavior of uniform bed 
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materials of similar size. Based on these experimental results, he established the correction factor 

for the mobility parameter (Shield parameter-θ). According to this author, the correction factor, ξc,i, 

for the fraction of sediments with a median diameter di, is given by: 

𝜉𝑐,𝑖 = (
0.4

(𝑑𝑖 𝑑𝐴⁄ )0.5 + 0.6)
−𝜀

    (2.33) 

Where dA=1.6 d50|d84/d16|-0.28 corresponds to the grain diameter that does not need correction. The 

calibration constant, ε, has to be positive, and based in the work of Silva (2001) is 1.7 and 1 

according to the work of Hassan (2003). According to this expression, the value of the correction 

factor for the finer sediments than dA is less than 1 and decreases when, for constant values of fine, 

coarse and σg, the percentage of finer sediments in the sample decreases. On the contrary, for the 

coarser sediments, it is verified, under these conditions, that the value of the correction factor is 

greater than 1 but decreases, tending to 1, when the percentage of the coarser sediments in the 

sample decreases. According to Silva (2001) the correction factor is introduced in the value of ωi 

and in the quantities Ωi. This was considered because the reduction in the transport of fine 

sediments can be explained by assuming that a percentage of the total flow energy, equal to the 

percentage of fine sediments, is consumed in transport of coarse sediments. 

The SANTOSS model of Van der A. et al. (2013) consider the Van Rijn (2007) correction factor, that 

use the grain size of the studied fraction and the median grain size of the mixture (ξc,i=(dj/d50)0.25), 

not requiring information on the gradation of the sand mixture. In their model the roughness height 

(ks), which will interfere in the calculation of the bottom shear stress, is based on the grain diameter 

of each fraction, affecting the transport of each fraction. On the contrary for Silva (2001) and Hassan 

(2003) the ks is obtained from the d50 of the sand mixture to calculate the sediment transport of 

each fraction. SANTOSS model was validated for graded sand with the experimental results of 

Hassan (2003), Hamm et al. (1998) and O’Donoghue and Wright (2004b). 

Most recently, Rafati et al. (2020) to simulate coastal sediment transport of graded sand presented 

a Eulerian-Lagrangian turbulence-averaged two-phase flow model. They considered the 

parametrization of Van der A. et al. (2013) to measure fractional sediment transport. Simulation 

results of graded particles showed the formation of inverse grading (upward coarsening) in 

sediment bed under oscillatory flows, suggesting that the effects of armoring and exposure were 

important in the resulting transport rate. 

 2.6.5 Morphodynamic Models 
Over the years more sophisticated models have shown the capability to produce realistic evolution 

of coastal morphology, for example Delft3D model (Lesser et al., 2004), ROMS (Warner et al., 2008) 

and MOHID (www.mohid.com). The morphology in these models accounts for changes in sea floor 

elevation from convergence or divergence in sediment fluxes. 

Delft3D model was developed by WL|Delft Hydraulics in cooperation with Delft University of 

Technology. This model consists of distinct modules, that together allow the simulation of 

hydrodynamic flow (FLOW module), short wave generation and propagation (WAVE module), 

sediment transport (SED module) and morphological changes (MOR module). Currently, Delft3D 

contemplate a significant amount of sediment transport formulations (e.g., Bijker, 1971; Soulsby, 

http://www.mohid.com/


24 
 

1997; Van Rijn, 2007; among others), including most recently the SANTOSS formulation (Van der A. 

et al., 2013), that accounts for all transport modes (wave- and current related bedload and 

suspended load) within the wave boundary layer, incorporating effects of wave skewness, wave 

asymmetry, specific surface wave effects (advection, boundary layer streaming) and phase-lag 

effects (fine sediments, ripple regime). The formula is developed using a database of 226 net 

transport rate measurements from large-scale oscillatory flow tunnels and a large wave flume, 

covering a wide range of full-scale flow conditions (oscillatory flows with superimposed collinear 

currents) and uniform and graded sands (Deltares, 2021) 

The Regional Ocean Modelling System (ROMS) is a numerical coastal ocean circulation model that 

includes several submodules. Warner et al. (2008) considers the transport formulations of Meyer-

Peter Mueller (1948), and Soulsby and Damgaard (2005). 

MOHID is an open-source three-dimensional water modelling system, developed by MARETEC 

(Marine and Environmental Technology Research Center) at Instituto Superior Técnico (IST). MOHID 

model considers for coastal processes the transport formulations of Van Rijn (2007). 

All these morphological models account for ‘basic’ sediment transport formulations, to predict 

coastal morphology. These are very important to study coastal systems, coastal erosion, the impact 

of coastal structures, dredging studies, etc. The understanding of the physical processes that 

controls sediment transport in coastal regions are very important to ensure that morphological 

models are more precise and realistic.  
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Chapter 3 

Field Experiment 
 

3.1 Introduction  

Measurement methods in sedimentology can provide global information of the movement of 

sediments under cumulative hydraulic actions (origin, main direction of the transport), as well as 

the sediment transport rate or the path and dispersion of sediments under the action of movement. 

This is very important in coastal engineering to optimize projects and minimize construction and 

maintenance costs (Ingle and Gorsline, 1973, among others). Accurate measurements and data 

related to the transport rate (volume/time) in the coastal environment are quite complex and 

demanding to obtain. Commonly laboratory experiments are done (e.g., Hassan, 2003; Abreu, 

2011; Schretlen, 2012) and sometimes studies in more accessible beach areas, as swash zone (Puelo 

et al., 2014). 

The sediment tracing techniques allows observing the behavior of the sediment in its natural 

environment, both spatial and temporal distribution. This technique has been applied in a recurrent 

way over the years to determine the sediment dispersion rate and pattern. Several studies were 

carried out in the swash and surf zone (e.g., Ingle, 1966; Komar and Inman, 1970; Ciavola et al., 

1997a; Vila-Concejo et al., 2004; Fernández-Fernández et al., 2015; Ribeiro, 2017), as at offshore 

(e.g., Inman and Chamberlain, 1959; Murray, 1967; Miller and Komar, 1979; Bosnic et al., 2017). 

There are different ways of marking sand, with radioactive isotopes, with fluorescent ink, as well as 

with magnetic ink (e.g., Abecasis et al., 1962; Ribeiro, 2017; Romão et al., 2019, respectively). 

Coating sand with fluorescent ink retains the peculiarities of the native sediment, making it easy to 

demonstrate its hydraulic behavior, and in addition, according to Ingle (1996), its density will not 

vary much from the original sand. This technique allows the use of different colors of fluorescent 

paint, which enable tracking distinct regions of the beach, simultaneously, as well as tracking 

sediments from different grain sizes (e.g., Rey et al., 2004; Bertin et al., 2007).  

According to White (1998), the main disadvantage of using tracers is related to the high cost of the 

experiments and their moderate precision (between 30 to 60%). Studies with tracers suffer from 

some practical problems related to the sampling process, as well as the time spent to determine its 

concentration in the samples. However, efforts have been made to overcome these problems, in 

order to optimize the detection and the count of fluorescent tracers (Pinto et al., 1994; Vila-Concejo 

et al., 2003; Silva, 2005). Silva et al. (2007) assume the employment of tagged sediment as one of 

the best techniques to measure sediment transport since considers bedload and suspended 

sediment transport in distinct areas of the beach.  

The quantitative analysis of the sediment transport rate with fluorescent tracer uses three 

methods: (a) time integration method (TIM); (b) spatial integration method (SIM); and (c) 

continuous injection method (CIM), also known as the dilution method. TIM method consists of 
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releasing a known quantity of tracer at a given point, with subsequent measurement of the 

variation of the tracer concentration over time (in short intervals, 10/15 minutes) at a given position 

or sector. The SIM method is based on the Lagrangian concept since a known quantity of tracer is 

released at a given point, with a periodic sampling of the surrounding area in order to monitor 

variations in the tracer concentration, allowing the detection of the center of mass of the tracer 

cloud over time (Madsen, 1987). Different authors, such as Bosnic et al. (2017), Ciavola et al. (1998), 

White and Inman (1989) and Bertin et al. (2007), used the SIM method. The CIM method involves 

the continuous release of tracer at known intervals and the measurement of the dilution of tracer 

grains away from the injection point. 

The fluorescent tracer experiment presented in this chapter considered the SIM method and was 

designed to study the selective sediment transport process under measured field conditions. 

Usually, the tracer experiment takes place at the beach, where it is easier to sample, and the total 

displacement of the tracer is studied. In this study, the objective is to understand the behavior of 

the native sand in the submerged area of the active beach profile, considering the distinct sediment 

particle sizes, and to comprehend its distribution and to evaluate the fractional transport. The 

mechanisms responsible for cross-shore transport, namely the wave nonlinearities are explored 

based on the hydrodynamic measurements and through empirical formulations for sand transport 

in the field (Abreu’s and Silva’s, presented in Chapter 2).  

This chapter, starts by presenting the study area, followed by the preparations and methods used 

for the fieldwork experiment. The results obtained and discussed are afterwards presented on 

sections 3.4 and 3.5. 

3.2 Study Area 

The studied area (Patos beach) is located south of the Rias Baixas, on the northwest coast of the 

Iberian Peninsula (Figure 3.1-A). Ria de Vigo stretches for 33km in length and variable width, having 

10km at the mouth (Cabo Home - Monteferro) and narrowing to 0.6km upstream (Vilas et al., 2005). 

Patos beach is located in the closest section to the inlet of the Ria de Vigo, at 5.91km away from 

the mouth. It has an approximate length of 2000m and approximately 35m width in the study area. 

This beach is characterized by the existence of pre-Cambrian-Siluric shale outcrops, with an 

approximate orientation from north to south, dividing the beach into different sections. The beach 

consists of unconsolidated Quaternary sediment (Rey et al., 2002; Rey et al., 2004). This beach is 

protected by the presence of the Cíes Islands (which divides the Ria de Vigo entrance in the north 

and south channels), as well as the Peninsula de Monteferro, located west of Patos beach (Figure 

3.1-B). These rocky complexes provide protection against the intense wave climate from the 

Atlantic Ocean (Rey, et al., 2004; Vilas et al., 2005).  

The most frequent wave direction in Ria de Vigo comes from the northwest, breaking mostly on the 

south coast of the outer Ria, entering through the south and north channels. The waves do not 

exceed 0.5m on the Ria de Vigo beaches, at least 50% of the time. Waves from the west follow a 

similar behavior to the NW waves. The southwest waves, characteristic of storm events, affect the 

exterior zone of the Ria on both the south and north coast, reaching a wave height of 1.2m close to 

the inlet (Bernabeu et al., 2012). 
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The semidiurnal tide is mesotidal, oscillating in 15 days between high tides and neap tides. 

According to the study of Colom (2015), the intensity of the tidal current close to Patos beach is not 

more than 0.2m/s. 

   

Figure 3.1: (A) Study area (Patos beach represented by the orange square at Ria de Vigo (NW Spain)). (B) Patos beach 
location, where the studied middle section is presented with the red line. Southern and northern view of Patos beach in 
January 2018 (C and D respectively). 

The distribution of sediments at Ria de Vigo varies between mud, sand, and gravel. Along the central 

axis of the Ria mud is the main class observed. A band comprising mud and gravel in variable 

portions lies parallel to the central axis, delimiting the transition to coarser materials. In both 

margins of the Ria, sand is dominant. On the north side, this field extends in a continuous band, 

occupying the internal and external area of the Ria. On the south side, the sand class only appears 

in the more exposed areas of the Ria. The sedimentary cover in Ria de Vigo is controlled by its 

orientation relative to the prevailing winds and waves, as well as by the bathymetry. Besides, the 

A B 

C D 
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shielding effect that the Cíes Islands have to the incoming waves is of great importance. The action 

of currents does not appear to have much influence on sedimentary distribution. In general, coarse 

fraction sediments are composed of quartz grains and shell fragments. The fine fraction comprises 

clay from different origins, related to river and marine inputs. Generically, sand is found in the Patos 

beach region (Vilas et al., 2005). 

The beach presents a balanced seasonal behavior, and the sediment removed from the beach 

during the winter is replaced in the summer. The sedimentary transport at Patos beach is 

predominantly in the cross-shore direction to the beach, with the coastal drift towards the south 

being negligible, not exhibiting beach rotation or a constant longshore bar (Rey et al., 2002).  

The studied sector is located in the middle section of Patos beach, with an extension of 

approximately 600m (shown by the red line in Figure 3.1-B) which is delimited by rocky outcrops as 

side barriers and a sea wall (Figure 3.1-C and D). In this section, the beach width varies 

approximately between 35m and 140m between high and low tide. During summer, the profile with 

berm presents a moderate slope of the beach face (0.05-0.07), while in winter features a dissipative 

beach with slopes between 0.04-0.03 (Rey, et al., 2004; Bernabeu et al., 2012). 

3.3 Methodology 

 3.3.1 Sedimentary Characterization 
To have a broader knowledge and characterize the study area, a campaign was carried out between 

7 and 9 of November 2017. Superficial sediment samples were extracted in the emerged and 

submerged regions, and a topographic survey was done in the subaerial beach (Figure 3.2). 

 

Figure 3.2: Topographic survey in orange lines. Sediment sample positions are presented by the red dots. 
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 3.3.2 Preparation of the Fluorescent Sand Tracer 
The fluorescent tracer was prepared with the native beach sand. On 31st of January of 2018, a total 

of 260kg of sand was collected at three locations at the intertidal zone, as it was impracticable to 

extract the sand from the submerged area. The sediment was washed with fresh water in 63μm 

mesh bags to extract the salt and impurities from the sample, and subsequently, it was spread to 

dry in a hothouse. The dry sediment was then dyed with a mixture of orange fluorescent ink and 

cellulose diluent (60% of diluent and 40% of orange ink from Atomlac Industries), following the 

proportions of 1:25 of mixture and sediment described by Silva et al. (2007). The painting was 

performed in a concrete mixer in constant motion to minimize the sediment aggregation during the 

drying process (Figure 3.3).  

 

   

Figure 3.3: (A) Sediment cleaning; (B) Drying of the washed sediment; (C) Preparation of the diluted fluorescent ink; (D) 
Painting process in a concrete mixer; and (E) Sand painted with fluorescent ink. 

Two original samples and two coated samples were sieved to certify that the grain-size distribution 

of the samples was not changed due to the painting process. Table 3.1 presents the samples 

characteristics (d10, d50 and d90) of the two samples before and after the painting process, and the 

percentage of each fraction, in terms of coarse (≥0.5mm), medium (0.5mm< d50<0.125mm) and fine 

(≤0.125mm) particles. It is also given the variations of the coated sample characteristics and fraction 

percentages in relation with the original sample. 
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Table 3.1: Sediment samples grain size distribution, percentage of each fraction, and its variations for original and coated 
samples. 

 Percentile (mm) Fraction (%) 

 d10 d50 d90 fine medium coarse 

Original 1 155.3 338.7 852.1 30 45 25 

Original 2 159.9 348.6 852.2 27 48 25 

Coated 1 160.7 348.3 824.8 27 49 25 

Coated 2 158.9 342.7 818.5 28 49 23 

Variation 
sample 1 (%) 

+3.5 +2.8 -3.2 -10 +8.9 0 

Variation 
sample 2 (%) 

-0.6 -1.7 -4 +3.7 +2.1 -8 

 3.3.3 Fluorescent Tracer Experiment 
As mentioned by Ingle and Gorsline (1973), the release of tracer in the natural maritime 

environment must be done quickly, producing a minimum of turbulence, avoiding the release of 

tracer in the water column, as the dynamic nature of coastal environments promotes rapid dilution 

and dispersion of the tracer. 

On September 24, 2018, the prepared tracer was spread on the bottom of Patos beach by divers in 

an area of approximately 9m2 forming a thin layer of sand, approximately 2 cm (Figure 3.4 - A). At 

the tracer injection site, the mean depth was 5.6m. 

In the following days (25, 26, 27, 28 September 2018), georeferenced bottom sand samples were 

taken on the immersed area with a Van Veen dredge operated from the INDAGA vessel and at 

intertidal beach area with a core (Figure 3.4- C and D, respectively), to monitor the displacement of 

the tracer and measuring transport rates according to the SIM method. Approximately 43 samples 

were collected on each day of the survey. A second sampling was carried out between October 9 

and October 22, 75 samples were acquired daily. Figure 3.5 shows the position of all the collected 

samples. 

A pressure transducer (PT – Level Troll 500) and an electromagnetic current meter (EM, Infinity) 

were placed near the tracer injection point to measure the free-surface elevation and the wave 

orbital velocity near the bottom. These instruments were installed in a structure that was anchored 

next to the tracer injection site (Figure 3.4-A). The EM was deployed at 0.5m from the bottom and 

acquired data for 15 minutes every hour between September 24 and 1 of October, while the PT, 

deployed at 0.6m, acquired data continuously between September 24 and 26. A second PT 

deployed aimed to measure in the following days did not work. The sampling rate for both 

instruments was 1 Hz. 

Morphological changes were monitored through topographic surveys (Figure 3.4-B), carried out in 

September 24 and 28, and October 22, during low tide along the entire length of the beach, with 

Trimble’s DGPS system (differential GPS system), model R8s (RTK mode). Two bathymetric surveys 

were also carried out on September 21 and October 3, 2018, with a multibeam echosounder. 
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Figure 3.4: (A) Fluorescent tracer deposited offshore, next to the instrument structure; (B) Topographic survey at the 
beach; (C) Subtidal beach sampling at INDAGA; and (D) Sampling at the inter-tidal beach area. 

 

Figure 3.5: Superficial collected samples for all the surveys. The red triangle depicts the tracer injection point. 
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 3.3.4 Data Processing and Analysis 

3.3.4.1- Sedimentary Fieldwork Data 
The collected samples in November 2017 (Figure 3.2), were washed with running water over a 

63µm sieve, losing only the fine fraction (silts and clays), which was minimal, not affecting the data. 

Then the samples were washed with distilled water, to clean any kind of impurities. Finally, 

approximately 200g of each sample was dried in an oven at 60°C. 

After drying, the samples were weighed and then sieved to obtain the grain size distribution for 

each sample (Figure 3.6). Seven sieves (4.00, 2.00, 1.00, 0.50, 0.25, 0.125, 0.063mm) were 

considered. The samples were sieved for 15 minutes at an average speed. After sieving, each 

portion of sediment obtained in each sieve was weighed. 

 

Figure 3.6: (A) Collected samples; (B) Washing process; (C) Sieving process; (D) Analysis of the percentage of carbonates 
in the samples. 

A visual inspection of the sand samples shows the presence of carbonates. The carbonate fraction 

was measured on four representative samples (Figure 3.6 - D). The samples were selected in 

different locations in the study area, being positioned from offshore to onshore (samples positions 

5 - 19 - 9 - 16, respectively – Figure 3.2). The total dissolution method was used by introducing 

hydrochloric acid (HCl) to the samples. The chemical reaction is represented in Equation 3.1. 

CaCO3 (s) + 2HCl (aq) = H2O (l) + CO2 (g) + CaCl2 (aq)   (3.1) 

The experiment consisted of introducing 20g of sample in a glass container, adding 20ml of 10% HCl 

and mixing. This process was repeated as many times as necessary until no reaction was observed. 

Between adding new reagent, the sample was sometimes washed with distilled water and 

decanted. If no further reaction is observed when introducing the reagent, the sample is diluted 

with 20ml of 37% HCl to verify that all the carbonates has been eliminated. If no reaction is 

observed, the sample must be immediately diluted in distilled water and washed several times. The 

sample is washed and decanted one last time, after which it is introduced into an oven to dry and 

finally calculated its mass on a scale. 

3.3.4.2- Hydrodynamic Data 
A filter was applied to the pressure time series measured by the PT, with a cut-off frequency of 

0.03Hz, in order to separate the high-frequency component, representative of the short waves, 

from the low-frequency component, representative of the long period waves. With the results 

A B C D 
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obtained from the high frequency signal, the significant wave height (Hs) was estimated according 

to: 

𝐻𝑠 = 4√𝑚0      (3.2) 

where 𝑚𝑜 represents the variance of the total free-surface elevation.  The peak period (Tp) was 

computed from the maximum in the power density spectrum. The average depth (h) was calculated 

from the low-frequency values. These quantities were computed for 20min time intervals. 

The same procedures were applied for the current velocity time series. However, it was necessary 

to make a slight adjustment in the sensor axis system, aligning it with the longshore and cross-shore 

directions. This was done by lining up the maximum energy direction with the perpendicular to the 

coastline, obtaining a rotation of -4.5˚. This process was done since it was observed, in the field, 

that the waves were approaching the coast in a clear perpendicular course. In the reference frame, 

X corresponds to the cross-shore, and Y to the longshore directions (Figure 3.7). 

The high and low frequencies components of the cross-shore and longshore velocities (𝑢,𝑣) were 

separated by filtering the velocities with a cut-off of 0.03Hz. With the high frequency component, 

the orbital velocity of the short period waves was calculated (�̃�, �̃�). From the low frequency signal, 

the average values of the velocity components were obtained to estimate the intensity of the 

transversal and longitudinal currents (�̅�, �̅�). The positive values in the cross-shore direction 

correspond to an offshore flow and the positive value in the longshore direction corresponds to a 

southwestward flow. These values are representative of the near bottom velocities, measured 

above the wave boundary layer.  

 

Figure 3.7: Reference system considered for the cross-shore (u in blue) and longshore (v in red). 

X 

Y 
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The orbital velocity amplitude (𝑢𝑤) was calculated from the variance of the orbital-velocity time 

series, as described in Wiberg and Sherwood (2008).  

𝑢𝑤 = √2(𝑣𝑎𝑟(�̃�) + 𝑣𝑎𝑟(�̃�))     (3.3) 

The cross-shore and longshore orbital-velocity time series were analyzed using eigenfunction 

analysis, allowing the computation of the predominant wave propagation angle for each 15-minute 

burst (e.g., Ruessink et al., 2012). 

The wave nonlinearity parameters r and φ (see subsection 2.6.3) were computed through the 

velocity skewness (Su) and asymmetry (Au) obtained from the analysis of the cross-shore orbital 

velocity (�̃�) (Ruessink et al., 2012): 

𝑆𝑢 =
𝑢𝑤

3 (𝑡)̅̅ ̅̅ ̅̅ ̅̅

𝜎𝑢𝑤
3 ; 𝐴𝑢 =

ℋ(𝑢𝑤(𝑡))3̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝜎𝑢𝑤
3      (3.4) 

Where the overbar represents a time average over 15 minutes, 𝜎𝑢𝑤 is the standard deviation of 

uw(t) and ℋ(uw(t)) is the imaginary part of the Hilbert transform of uw(t). With this definition, both 

Su and Au are zero for sinusoidal waves and for forward leaning waves, the asymmetry Au becomes 

negative. 

According to Ruessink et al. (2012), the mean values of Su and Au were combined into a measure of 

total (non-dimensional) non-linearity, B: 

𝐵 = 3𝑏 √2(1 − 𝑏2)⁄      (3.5) 

as B and r are related, we can define the nonlinearity parameter r: 

𝑟 = 2𝑏 1 + 𝑏2⁄       (3.6) 

The nonlinearity parameter φ can be obtained through: 

ϕ = −𝑡𝑎𝑛−1(𝐴𝑢 𝑆𝑢⁄ ) − 𝜋 2⁄     (3.7) 

Skewness (Su) is a measure of horizontal wave shape change, i.e., crest-trough differences in a wave, 

and the asymmetry (Au) is a measure of vertical wave shape transformation in time. 

The variable r reflects the index of skewness or nonlinearity, positive values of r is related to higher 

crest then trough. Its increase will reflect an increase in the crest-trough differences. Variable φ as 

the waveform parameter will affect the leaning of the wave, changing from forward to backward 

leaning, that will influence the sediment transport cross-shore. 

We preferred the measurements of Su and Au over R and α (Chapter 2), as the latter two parameters 

are applied to individual waves only, and in this case, as the acquisition frequency of the data was 

1Hz, the wave was not well described as necessary for this method. 

3.3.4.3- Tracer Samples Data 
All samples collected in the tracer campaign were carefully inspected using ultra-violet light (UV) to 

identify the ones that contained tracer. If the sample had more than 5 grains of fluorescent tracer, 

it was selected for analysis. This value was selected according to Bosnic (2017). She considered that 

for a sediment sample of 1.2kg, the image analysis starts detecting grains in a significant portion if 
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introducing 0.1g of sediment tracer. With these proportions, Bosnic’s dilution detected 27 marked 

grains. Converting these values to the 200g of collected sample in our field experiment, 

approximately 0.017g of tracer need to be in the sample for the image analysis to start detecting 

fluorescent tracer. In this case, more than 5 grains of fluorescent tracer are necessary to be present 

in the sample in order to be selected for the cleaning and quartering process. After visual 

inspection, the collected samples with fluorescent tracer were washed with fresh water and dried 

on a stove at 60° for at least one week, depending on the size of the sample. 

The selected samples were afterwards quartered in order to select 100gr of the sample, which was 

later spread carefully on a black tray (21x15cm) and photographed with a digital camera, 

illuminated by a UV light, as shown in Figure 3.8. 

   

Figure 3.8: (A) Structure of the image acquisition system; and (B) black tray with a spread sample. 

Tracer particle detection and counting were done by image analysis using a MATLAB toolbox 

(SedPhoto toolbox) available at SANDCODE (2010). This method of automatic tracer detection has 

already been implemented by different authors (Silva et al., 2007, Bosnic et al., 2017 and Ribeiro, 

2017). The SedPhoto program converts the original image (RGB) into Lab color space images (Figure 

3.9 A and B, respectively), to detect the area that each grain has in the image. Based on the tracer 

area detected in the total image, it is possible to obtain the tracer concentration in the 

photographed sample. This concentration value can later be converted into mass using a calibration 

curve (Figure 3.10). 

A B 
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Figure 3.9: RGB (A) and Lab (B) image for a sample. The white lines in image B correspond to the outline of the detected 
fluorescent tracer from image A. 

The calibration curve was obtained through standard dilutions, as a result of the successively 

controlled introduction of tracer portions to a sample of natural beach sediment. All portions added 

were equally well spread, photographed, and processes with the SedPhoto toolbox. The 

relationship between the tracer concentration detected in the image (area filled by tagged 

grain/total image area) and the tracer mass concentration was obtained by linear fitting (Figure 

3.10). 

 

Figure 3.10: Ratio between weight of tracer and sample total weight versus the ratio between area of tagged tracer grains 
and total image area. 

The SedPhoto toolbox was also used to separate the different sediment fractions of the fluorescent 

tracer. The diameter of each particle was calculated from the area of each particle and divided into 

fine, medium, and coarse (≤0.125mm; 0.5mm<d<0.125mm; ≥0.5mm, respectively), enabling to 

study fractionated sediment transport. 

As mentioned by White (1998), before determining the tracer velocity, it is necessary to make sure 

that the tracer has been adequately monitored by computing the tracer recovery. Typically, a ‘good’ 
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tracer experiment needs to have recoveries between 60 to 100%. According to Ciavola et al. (1998) 

and Silva et al. (2007), the recovery rate was computed from: 

MTR= A. δ.D.ρs.(1-p)     (3.8) 

where A is the area which the sample is representative, obtained by analysis of the sample grid; δ 

is the thickness of the sample (e.g., 5cm); D is the dilution of the tracer (mass of counted fluorescent 

grains per total mass of sample); p is the sand porosity (0.4); and ρs is the sand density. The sum of 

all masses obtained from the samples makes it possible to calculate the percentage of tracer 

recovery. 

The sediment transport rate (qs) was obtained by equation: 

𝑞𝑠 = �̅�. 𝛿𝑚𝑖𝑥     (3.9) 

where �̅� is the average advection velocity of the tracer, determined from  the movement of the 

center of mass : 

�̅� = √ (
𝑥𝑐𝑚(𝑡2)−𝑥𝑐𝑚(𝑡1) 

𝑡2− 𝑡1
)

2
+  (

𝑦𝑐𝑚(𝑡2)−𝑦𝑐𝑚(𝑡1) 

𝑡2− 𝑡1
)

2
   (3.10) 

where xcm= location of the center of mass in the parallel and perpendicular direction at the instant 

t); δmix is the thickness of the active layer or depth of mixing which was obtained by the Harris and 

Wiberg (1997) formulation: 

𝛿𝑚𝑖𝑥 = 0.07(𝜏𝑚 − 𝜏𝑐𝑟) + 6𝑑50    (3.11) 

𝜏𝑚 is the maximum skin friction shear stress, 𝜏𝑐𝑟 is the critical shear stress for transport of the 

median grain diameter (d50). 𝜏𝑚 was calculated based in Equation 2.4, taking into account only the 

wave effect, and 𝜏𝑐𝑟 from Equations 2.8 and 2.9. 

3.4 Results 

 3.4.1 Sedimentary Data 
In general, the samples are composed by sand, the median grain size distribution (d50) and sorting 

of the sediment samples collected in Patos beach in November 2017 are shown in Figure 3.11. 

Results were obtained through the GRADISTAT program (version 4.0), developed by Blott and Pye 

(2001), based on the geometric method of moments of Folk and Ward (1957). Sediment sorting is 

related to the degree of dispersion of grain sizes around the mean value. Values less than 1.27 

correspond to a very well sorted sample while between 2 and 4 to a poorly sorted. It is noticed an 

increase in d50 and sorting from approximately 8m to deeper depths. It is also observed an increase 

in d50 in the intertidal zone to the east, with more heterometric sediments, namely in points 9 and 

21. For lower depths, fine sediments are observed and there is a resemblance between the 

sediments in the central zone (close to 4m) with the western region of the intertidal zone of the 

beach (31/32/28). 
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Figure 3.11: (A) Distribution map of d50 (mm) for the study area. (B) Distribution map of sorting for the study area. Position 
of the samples in black dots and bathymetric lines. The pink dots represent the 3 locations of the sand used for coating. 
The orange triangle represents the location of the tracer injection in September 2018. 

Regarding sediment composition of the selected samples (5/19/9/16), as previously explained, 

sample 5 shows higher percentage of carbonates (58%). It was found that there is a reduction in 

the content of carbonates from the offshore to the coast (58% to 12%, respectively). These values 

are within the values obtained by Bernabeu et al. (2012) who determined that in an intermediate 

section of the beach the sediment has a carbonate content of 21.4%.  

Table 3.2 presents the characteristics of the injected tracer, which was composed of the 

combination of sand of three locations (displayed as pink dots in Figure 3.11), and the sediment 

characteristics of a sample collected at the injection point. As can be observed, the fluorescent 

tracer has a coarser grain size than the native sediment at the injection point. According to Table 

3.2, the tracer has a d50 of 0.34mm, while the local sediment is 0.17mm. This variation occurs as the 

sand used for coating was mainly collected at locations in the beach where the sand was coarser 

than at the injection position. 

Table 3.2: Characteristics of the sediment tracer and the sand at the injection point. 

 d50 (mm) Distribution of Sand (%) 

Tracer 0.34 
Fine 

Medium 
Coarse 

24 
49 
27 

Sand at tracer 
injection point 

0.17 
Fine 

Medium 
Coarse 

59 
38 
3 
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 3.4.2 Offshore Hydrodynamic Data 
The data of the significant wave height, peak period and direction measured in the buoy Alfredo 

Ramalho (9˚34.9’W / 41˚08.9’N at a depth of 1600m) were extracted between 24 September and 

22 October 2018, through the RAIA website (http://raia.inesctec.pt/). The buoy is located around 

123km SW from the Ria de Vigo. 

 

Figure 3.12: Time series of significant wave height, peak period, and wave direction at Alfredo Ramalho buoy. Gray shaded 
square presents the EM working period. The orange lines display the sampling days of the initial campaign. The red vertical 
lines display the fieldwork on October 9 and 22 of 2018. 

Figure 3.12 shows the measured offshore data. In this figures, the EM sampling period is 

represented in gray, while the sampling campaigns to study the displacement of the fluorescent 

tracer in the same period are represented by orange lines. At the time of the first sampling (25/09), 

the waves height is 1.5m, with a peak period of 10s and a direction of approximately NNW. In the 

second sampling (26/09), the values of significant wave height reach the minimum value recorded 

in the campaign (1m). However, there is a considerable increase in the peak period, close to 18s, 

while the direction rotates to the west. In the sampling of the following days (27/09 and 28/09), 

the significant wave height and direction stabilize (1.3m and 300˚, respectively), while the period 

decreases over the days. 

In the second and third campaigns (9/10 and 22/10), the wave height, peak period, and direction 

are similar to those observed in the last days of the first campaign. However, between the 12th and 

the 17th of October, a sharp increase in the wave height was observed. For the same period, the 

direction was frequently from the west. 

The tidal data measured in the Vigo tide gauge (8.73˚W / 42.24˚N) were extracted between 24 

September and 22 October 2018, at the website http://www.puertos.es/ and is presented in Figure 

3.13. 

http://raia.inesctec.pt/
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Figure 3.13: Sea surface level measured at Vigo tide gauge (blue line). The green line represents the pressure sensor 
measurements at Patos beach. 

 3.4.3 Hydrodynamic Conditions 
Local hydrodynamic conditions were measured close to the tracer injection point. The variation of 

water level, the significant wave height and peak period computed from the pressure sensor 

measurements between 24 and 26 of September 2018 are presented in Figure 3.14.  

As depicted in Figure 3.13, the measured water levels almost overlap the tidal levels measured by 

the tidal gauge for the sampling period. There is a small time lag since the tidal gauge is located 

further into the Ria than the PT. The local depth at the tracer injection point is 4.5m. The significant 

wave height decreases with time, ranging from approximately 0.45 to 0.1m. The peak period was 

around 10s but increased drastically to approximately 20s on September 26. These features are in 

agreement with the offshore buoy data (Figure 3.12). 

 

Figure 3.14: (A) Local depth; (B) Significant wave height; and (C) Peak Period, computed from pressure transducer records. 
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Figure 3.15 (B and C) presents the velocities measured by the EM between 24 of September and 1st 

of October. It is observed that the velocity amplitude is higher in X-direction than the Y-direction, 

verifying that the transversal processes were dominant, and that the low-frequency component 

(green line) values are smaller compared with the high frequency values (red line). 

The low-frequency data from the filtered velocity (�̅�, �̅�) was averaged over 15 minutes of data 

acquired every hour, in order to calculate the values of the average current in both directions 

(Figure 3.15 – D and E). The mean current in the cross-shore direction (�̅�) is clearly towards the 

coast since mostly the values are negative. The values of u range between -0.035 and 0.009m/s and 

the average value is -0.0036m/s. The mean velocity values parallel to the coast (�̅�) show higher 

minimum and maximum values (-0.05 and 0.033m/s), but the average value is almost zero.  

The orbital velocity amplitude, 𝑢𝑤, obtained from the high frequency data, ranged between 0.1 and 

0.35m/s approximately, as presented in Figure 3.15 – F and show an increase from the 26 to 28 

September following the increase in Hs. It is also noticed that 𝑢𝑤 is well correlated with the local 

water levels, with higher values occurring at low tides. 

 

 

Figure 3.15: (A) Measured tide water levels. (B and C) Velocities measured by the EM at 0.5m from the bottom, in the 
cross-shore and longshore direction. The blue line corresponds to the total velocity and the red and green lines are the 
high and low frequency velocities after filtering the data. (D and E) Mean values of longshore and cross-shore components 
of the velocity (m/s) measured with the EM at each 15 minutes at each hour (low frequency). (F) Orbital velocity amplitude 
measured with the EM (high frequency) over time. 
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Figure 3.16 (B and C) shows the skewness (Su), the asymmetry (Au) and the r and 𝜙 parameters. 

Initially, the nonlinearities of the waves are not significant. However, from the end of the 26th, 

beginning of the 27th, there is a clear increase in r, and in turn, the values of 𝜙 stabilize close to –

π/2, corresponding to skewed waves with a shape similar to a 1st order cnoidal wave (Figure 3.16- 

D and E). Figure 3.16-F presents the bed shear stress, calculated with the EM data with Swart (1974) 

formulation (Equation 2.28): until the beginning of 27 September, the values are smaller than 

0.01kg/m/s2 and then increase, reaching values that are higher than the critical bed shear stress.  

Analyzing in more detail Figure 3.16 it is possible to observe that the peaks in the bed shear stress 

from the 27 September to 1 October are in phase with the maxima in r and with the negative 

maxima of the asymmetry, and occur during low tide periods, that is, for minimum local water 

depths. Moreover, during this period, the values or r, 𝜙 and  decrease slowly to the values 

observed initially. 

 

Figure 3.16: (A) Measured astronomic tide. (B and C) Skewness and asymmetry. (D and E) r and 𝜙. (F) Bed shear stress 
(kg/m/s2) over time, obtained with the EM data. The dashed line represents the τcr for the sand tracer d50. 

Figure 3.17 -A shows Su and Au as a function of the Ursell number, Ur (Ruessink et al., 2012): 

𝑈𝑟 =
3

4

𝑎𝑤𝑘

(𝑘ℎ)3     (3.12) 

where aw=0.5*Hs and k is the local wave number computed with the linear wave theory. Most of 

the skewness and asymmetry values are positive and negative, respectively. It is observed an 

A 

B 

C 

D 

E 

F 



43 
 

increase of Su and a decrease of the asymmetry with Ur, which agrees closely with the results 

obtained by Ruessink et al. (2012). 

   

Figure 3.17: (A) Near-bed velocity skewness (Su) and asymmetry (Au) as a function of the Ursell number (Ur); and (B) 
Nonlinearity parameters r and 𝜙 as a function of the Ursell number. 

 

 3.4.4 Morphology 
In order to assess the sedimentary balance and morphological changes of Patos beach, the digital 

terrain model obtained from the bathymetric surveys carried out before (21/9) and after (3/10) the 

field campaign, was done (Figure 3.18, A and B). The bathymetry of September 21 is compared with 

that of October 3 in Figure 3.18-C. In general, it is observed accretion of sediment in the deeper 

areas (red) and erosion close to the tracer injection zone (blue), reaching variations of 

approximately 0.35 and -0.30m, respectively. 

A B 
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Figure 3.18: Bathymetric survey maps (A: 21/09/2018; B: 03/10/2018); C: Differences between maps A and B, where the 
red represents the accretion location and blue the erosion. Orange triangle represent the tracer injection. 
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Figure 3.19 compares the topographic measurements made at the beach intertidal zone between 

24 and 28 of September (A) and between 28 of September and 22 of October (B). 

In Figure 3.19 -A it is noticed a general accretion of sediments along the entire length, mainly in the 

intertidal zone, corresponding to the beach front and low intertidal zone, which is interpreted as a 

result of a predominance of wave conditions that allow the accumulation of material in the subtidal 

and intertidal zones of the beach.  

In Figure 3.19 -B there is a generalized loss of elevation, due to the erosion from the beach, with 

small accretion in front of the beach, these values range between approximately -0.6 and 0.32m, in 

the middle section of the beach.  

 

Figure 3.19: Maps of topographic differences between the beginning and end of the campaigns (A: 24 minus September 
28; B: September 28 minus October 22). Orange triangle represent the tracer injection position. The orange line represents 
the location of the beach profiles in Figure 3.20. 

Figure 3.20 presents the evolution of the topographic beach profiles obtained in the middle section 

of the beach (represented by the orange line in Figure 3.19), in line with the tracer injection point. 

These results agree with the digital terrain models described above. 

From the 24th to the 28th of September there is a slight accretion of the beach profile, observing a 

characteristic berm, probably associated to the decrease in Hs during this period. However, profile 

of 22/10/2018 shows considerable erosion (Figure 3.20), these conditions are consistent with the 

increase in the energy of the waves observed in in Figure 3.12. 

A B 
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Figure 3.20: Topographic beach profiles in a transect that crosses the tracer injection. 

 

 3.4.5 Tracer 

3.4.5.1- Total Sediment Transport 
The concentration distribution of fluorescent tracer for each field survey is represented in Figure 

3.21, as well as the low and high tide levels. The sand tracer is mainly found in the shore direction 

from the injection point. In the first survey, on September 25 the tracer barely moved, and there 

was only fluorescent tracer close to the injection point. In the following days, up to the 28th, the 

tracer is advected onshore possibly induced by the longer period waves that arise on the 26 

September. The increase in the offshore wave height between 12 and 17 October (reaching 5m) 

implied a greater diffusion of the tracer towards the beach, and a longitudinal dispersion on 

22/10/2018. The estimated tracer recovery rate was around 80%, thus the sand tracer experiment 

can be considered successful. 

The samples collected on the October 9, in the intertidal zone do not show the presence of the 

tracer, as already noticed on the September 28 samples at the same locations. As the samples are 

superficial, the tracer may have been buried due to the accretion that was observed during mild 

wave conditions (Figure 3.20). 
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Figure 3.21: Concentration distribution of tagged grains for each field survey (25, 26, 27, 28 of September, and 9, 22 of 
October 2018 – A, B, C, D, E and F, respectively); the injection point as an orange triangle; the center of mass for each 
tracer cloud at purple circle; collected samples as black dots; high tide as the purple line; and low tide as the red line. 

On October 1, when the PT and EM were recovered from the beach, it was made a visual inspection 

to identify the locations where the tracer was visible. Figure 3.22 shows the bottom at the injection 

point of the tracer location and at a location further onshore. It is observed that there was no 

evidence of the tracer at the injection site (compare Figure 3.21 with Figure 3.4-A), which suggest 

that the tracer moved. Note that the morphodynamical changes around the injection point (Figure 

3.18) suggest that there was no accretion. At the onshore sites where the tracer was located (Figure 

3.22-B), it is seen that the tracer distribution is not uniform at the bottom, it tends to accumulate 

preferentially on the crest of the bedforms. 

   

Figure 3.22: (A) Injection point at 01/10/2018, a week after the injection (B) Tracer distribution at the bottom. 
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Figure 3.22 suggest that there was a reorganization of the fluorescent tracer as it moves. According 

to Foti and Blondeaux (1995), there is selectivity of heterometric sediment grains around a ripple: 

the coarser sediments are located in the crests, where flux velocity is higher, while the finer fraction 

tends to deposit in the trough, where flux velocity is inferior. This result can be explained, as the 

tracer sediment grain size is coarser than the native sand of the beach in those areas (Table 3.2).  

The computed centroid movement presented in Figure 3.23 reveals the predominance of a cross-

shore displacement of the tracer. The velocity of the mass center and the net transport rates 

calculated using Equations (3.9, 3.10) are presented on Table 3.3. 

 

Figure 3.23: Tracer center of mass estimated for each field survey and injection point. 

 

Table 3.3: Location of the mass center, velocity of the mass center, and transport rate to each survey. 

Day 
Linear distance of the 
Mass Center from the 

injection point (m) 

Velocity of the 
Mass Center (m/s) 

Measured 
Sediment 

Transport (m2/s) 

2509 9 1.042x10-4 1.042x10-6 

2609 13 7.523x10-5 7.523x10-7 

2709 22 8.488x10-5 8.488x10-7 

2809 44 1.273x10-4 1.273x10-6 

0910 47 3.626x10-5 3.626x10-7 

2210 96 3.968x10-5 3.968x10-7 
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Between the 25th and 26th of September, there was a drop in the wave height, with a decrease in 

the net transport rates, from 1.042x10-6m2/s to 7.523x10-7m2/s. Between the 26th and the 28th, 

there was an increase in wave height and transport, from 7.523x10-7m2/s to 1.273x10-6 m2/s.  

On the period between 28 September, October 9 and 22, which are approximately ten days apart, 

there was a significant wave height variation. However, the transport was small and didn’t change 

much (3.626x10-7 and 3.968x10-7m2/s, on the October 9 and 22, respectively).  

3.4.5.2- Fractional Sediment Transport 
Figure 3.24 presents the percentage of fine (d50≤0.25mm), medium (0.25< d50<0.5mm), and coarse 

(d50≥0.5mm) of fluorescent tracer fractions in each collected sample. The injected fluorescent 

tracer (24/09/2018) has 24% of fine sediment, 49% of medium, and 27% of coarse sediment. On 

the 25th, a small percentage of tracer was found, mainly the medium fraction was detected, with 

no coarse tracer being found. This occurs since the number of samples with detected fluorescent 

tracer was reduced, as it was concentrated at the injection point and had not yet moved from it. 

On the 26th, the tracer remains very close to the injection point, being the collected tracer similar 

to the injected, except for one sample where no fine tracer was detected. On the 27th, there was a 

greater displacement of the tracer, dominating the medium fraction. Only one sample is similar to 

the original tracer distribution. On the 28th, the tracer reaches the beach. Samples closest to the 

beach deviate further from the initial tracer distribution, presenting mainly the medium fraction. 

Samples closest to the injection point and with higher quantities of detected tracer have a tracer 

distribution similar to the original tracer. While the samples with less percentage of detected tracer 

do not present coarse tracer. On October 9, most of the tracer continues to remain offshore. The 

fine fraction prevails over the coarse for all the collected samples. Finally, on October 22, after an 

intense wave climate, it appears that most of the tracer has moved towards the coast, with the fine 

sediment tending to the south and the coarse sediment towards the north. 
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Figure 3.24: Distribution of the granulometry of the samples with the fluorescent 
tracer in percentage for the different days of the survey. Fine fraction is represented 
in green, medium in yellow, and coarse in red. Pie size represents the amount of 
fluorescent tracer in the samples. The orange triangle represents the injection point. 

 

 

 

 

2409 2509 2609 

2709 2809 0910 

2210 



52 
 

Figure 3.25-A presents the displacement of the center of mass for each fraction. Between the 24th 

to 28th the different classes of fluorescent tracer move towards the coast at different velocities and 

on the 22nd of October we observe a clear distinction in the transport directions of the different 

fractions, with the coarse moving north, the fine moving south, and the medium towards the coast. 

The net transport rates of each fraction are distinct. The fine fraction tends to move slower than 

the coarser fractions. It is observed that the sediment transport of the medium fraction has a similar 

tendency to the total (Figure 3.25-C). 

 

Figure 3.25: (A) Tracer center of mass of each fraction estimated for each field survey and injection point; (B) Distribution 
map of d50 (mm) for the study area, position of the samples, collected at 2017 campaign, as red dots, Tracer injection 
position as an orange triangle and position of the fine, medium and coarse fractions mass center in green, yellow and red, 
respectively; (C) Fraction transport rate in time. Green, yellow, red and blue represents fine, medium, coarse and total 
results, respectively. 
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3.4.5.3- Sediment Transport Formulations 
The sediment transport models of Abreu et al. (2013) and Silva et al. (2006), presented in Chapter 

2, were applied to the results obtained with the EM, in order to estimate the transport rates by the 

formulations until 28th of September 2018. 

Figure 3.26 compares the numerical results with the experimental data in the form of total 

sediment transport rate over time. The results of the models were calculated assuming that the 

distribution of the sediment at the bottom was uniform, with the median diameter of the sediment 

equal to 0.348mm, which corresponds to the d50 of the mixture of fluorescent tracer injected at the 

bottom. In general, it is observed that the model simulates reasonably the trend of experimental 

results for both formulations. However, Silva's formulation has a better adjustment in terms of 

values to the first two campaign results (25 and 26 September), while Abreu's formulation fits 

better to the last (28 September). 

 

Figure 3.26: (A) Measured transport rate with the tracer method; (B) Calculated transport rate obtained with Abreu’s and 
Silva’s formulation (blue and red, respectively). 

3.5 Discussion 

Few tracer experiments have been performed in the submerged coastal areas (e.g., Cascalho et al., 

2017; Bosnic et al., 2017) and none has addressed the transport of heterometric sediments. This 

study pretends to understand the sedimentary dynamic of Patos beach, located at the south coastal 

area of Ria de Vigo, which is mainly influenced by wave action (Campistegui, 2015). In particular, to 

comprehend the mechanisms related to the wave asymmetry that drive the sediments transport, 

and study fractional sediment transport. 

The experiment with the fluorescent tracer was successful since it was possible to follow the 

displacement of the tracer cloud. It was obtained a recovery rate of approximately 80%, which is 

good compared to other experiences (e.g., recovery rate between 7-38% Bosnic et al., 2017; 3.9-
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15% Smith, 2007; and 70-90% Bertin et al., 2007). Tracer experiments can be ruined easily if the 

tracer does not behave in the same way as natural sand, also if the movement of the tracer is not 

properly monitored (Madsen, 1998). We can consider that these assumptions were achieved, and 

after painting, there was no considerable change in the sediment, as the characteristics of the 

coated sediment (d10, d50, d90) didn’t change more than 4% in relation with the original sediment.  

The low wave energy recorded on the beach prevented the fast movement of the tracer, allowing 

proper monitoring of the tracer evolution. Under these conditions, sediment tracer took four days 

to reach the beach, located approximately 60m from the injection point, which agrees with the 

accretion observed at the beach face. The results disclose the importance of cross-shore sediment 

transport. For higher depths, coarser d50 were observed, which might indicate that the sediments 

in this area are not mobilized by the waves. 

Swell arrived at September 26, being evident with the increase of the period (T), and in the orbital 

velocity. Northwest swell is important in the southern margin of Ria de Vigo, being the main forcing 

process on these areas (Campistegui, 2015). 

As deep-water waves approach shallow coastal areas, they begin to interact with the bottom, 

changing their shape and orbital motion. As the wave propagate to the shore, nonlinearities appear, 

with an increase in the skewness and asymmetry (Abreu et al., (2019). It is observed a significant 

change in skewness and asymmetry after the 26th, which will influence the results of r and 𝜙. As 

referred by Ruessink et al. (2009), the variability in Su and Au is dependent primarily on the local h, 

H and T, this can be observed in the data. 

After four days of field campaign, the maximum in the bed shear stress were in phase with the low 

tide period. Values of r increase, and it is observed a stabilization of 𝜙, approximately –π/2, that 

according to Nomden (2011), is related to skewed waves with a shape similar to a 1st order cnoidal 

wave, with a forward leaning tendency, that will explain the transport towards the coast. Only after 

the entrance of the swell in Patos beach that it is possible to measure this pattern of stabilization 

tendency of 𝜙 and increase of r. 

On days 26 to 28, transport of the sediment tracer occurs towards the coast, being the wave 

nonlinearities responsible for this movement. Swell arrived, presenting an evident increase in the 

period and orbital velocity, explaining the increase of sediment transport. The mobilization of the 

sediment is evident in the bed shear stress results. Morphological data presents accretion, 

reinforcing the onshore sediment transport for this period. The contribution of the mean currents 

is not significant near the injection point. The transport towards the coast reveals lower transport 

rates of the fine fraction, and higher for the coarser fraction. The sediment transport of the fine 

sediment in suspension is more affected by non-stationary mechanisms, associated to the ripples, 

which contribute to a decrease in the onshore transport (Silva and Temperville, 2006). 

Simultaneously, as the tracer reaches the breaking zone, the undertow current will also induce an 

offshore transport of the finer sediments. 

On the following days, tracer reaches the intertidal zone, and the transport is dominated by 

processes that occurs in the breaking and swash zones. There is no transport in a preferential 

direction, as observed by the small transport rates, which denotes the absence of significant 
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currents induced by the waves, reinforced by the erosion observed in the morphological data, but 

a substantial diffusion of the tracer in the longitudinal direction of the beach (22nd October). Finer 

tracer sediments displace south/westwards and the coarser to north/eastwards. The fractions had 

the tendency to be organize according to the granulometric distribution observed in the beach, as 

previously observed in the granulometric survey that was done in 2017. This results since the finest 

sediments are in suspension and will be advected by the mean currents in the water column. A 

hypothesis is that during the studied period, the waves from west, with considerable wave height 

at offshore diffracted because of the Peninsula de Monteferro, which can cause recirculation at 

Patos beach and generate a mean current towards southwest. These processes can be observed 

also around groins. When waves approach a groin at an angle, wave diffraction and refraction 

produce smaller waves in the protected side, resulting in an alongshore current, which flows 

towards the groin (Pattiaratchi et al., 2009). 

Sediment transport at Patos beach is predominantly cross-shore to the beach, with the coastal drift 

towards the south being minor, negligible (Rey et al., 2002). This behavior is confirmed by the study 

of Rey et al. (2004), in which sand from the beach was extracted in two sectors (crest of the swash 

bar and low area of the beach face) and painted. On September 18-19, 2000, under low wave 

conditions, it was observed that there was a transport to the coast, (between 0.039x10-5m2/s and 

0.15x10-5m2/s). These values are smaller than those obtained in our experiment. However, the 

present experiment was carried out in different areas of the beach. Nonetheless, the trend of 

transport towards the coast is the same. 

According to Foti and Blondeaux (1995), there is selectivity of heterometric sediment grains around 

a ripple: the coarser sediments are located in the area of the crests while the finer fraction tends 

to deposit in the trough. This behavior was observed in the present experiments. The selectivity of 

the tracer around the bedforms is evident, with the coarser tracer migrating to the crest of the 

bedforms. Coarser sediment from the same origin it is heavier, being transported as bedload into 

the direction of the largest velocity, in this case, being transported towards the coast. In a ripple, 

higher velocities are observed at the crests and because of that, fine sediment would not settle 

easily in these areas. This can be explained as bedforms change the bed shear stresses exerted by 

the bottom flow, forming vortices (Silva, 2001). 

It is necessary to notice that the sampling process is discrete, i.e. taken in one position. The non-

uniformity of the tracer and the discrete nature of sampling can induce errors in the results. 

The formulations were used to try to better understand the transport behavior between 24 and 

28 of September 2018. The calculated transport rate is in the order of magnitude of the measured 

transport rate, revealing the dominance of the wave hydrodynamics, out of the breaking zone, in 

the sediment transport. The numerical estimations of the transport by the formulations, agree 

well with the measurements of the first two days, but sub estimate the transport in the 

succeeding days. Note that the qs were computed from the EM data, which is close to the tracer 

in the initial days. The influence of the mean current on the total net transport rates was found 

negligible, asserting that the main component of the transport is due to the wave action. The 

better description of the qs with Silva’s formulation can be attributed to the fact that considers 

the influence of the ripple on sediment transport.
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Chapter 4 

Laboratory Set-up and Methods 
 

4.1 Introduction 

 4.1.1 Scientific Context of the Study 
The development of predictive models for sediment transport under waves relies mostly on insights 

and quantitative data obtained from laboratory experiments. As a result of scale effects, the 

experiments need to be conducted at large scale facilities, either in large oscillatory flow tunnels 

capable of generating field-scale oscillatory flows over the sediment bed or in large wave flume in 

which field-scale wave conditions can be performed (e.g., Dohmen-Janssen and Hanes, 2002; 

O’Donoghue and Wright, 2004a; Silva et al., 2011). Thus, the sediment dynamics and the measured 

net sediment transport rates can be directly related to the flow conditions, enabling 

parameterization of processes, which may be combined to formulate practical sediment transport 

models and access their performance (e.g., Van der A et al., 2013). Considering the body of large-

scale, horizontal-bed experiments conducted to date, the majority of them have been carried out 

in flow tunnels rather than in large wave flumes (Van der Werf et al., 2009) and have involved bed 

comprised well-sorted, unimodal sediment. 

The most of the world’s coastal regions comprise heterogeneous sedimentary environments 

(Holland and Elmore, 2008). Improved models that can account for the complexities of sediment 

mixtures under waves are required to the application of wave-driven sediment transport models in 

such environments.  

The importance of mixture effects such as “armoring” and “sheltering” within a heterogeneous 

sediment bed has long been recognized in the context of fluvial sediment transport (Armanini, 

1995; Blom et al., 2008). Despite the differences between fluvial and sea wave environments in 

terms of typical sediment size distributions and nature of the flow, similar or analogous mixture 

processes will likely be at work for heterogeneous sediments under waves. Indeed, a limited 

number of experiments involving sand mixtures have been conducted to date (e.g., O’Donoghue 

and Wright, 2004b; Hassan and Ribberink, 2005) and were mostly done in large-scale wave tunnels. 

These results have shown that there are selective processes in sediment transport, with reduced 

transport of the fine sand fraction and enhanced transport of the coarse fraction within the mixed 

sand bed. The heterogeneity of the sand bed is accounted for in some practical sand transport 

formulae using hiding/exposure corrections (e.g., Silva, 2001; Hassan, 2003; Van Rijn, 2007). 

However, the applied corrections are based on limited experimental data, none of which has come 

from controlled experiments involving sediment mixtures under large-scale waves. 

This work presents an experiment done in the scope of STENCIL project (Strategies and Tools for 

Environment-friendly Shore Nourishment as Climate Change Impact Low-Regret Measures) that 

aimed to improve our knowledge of the dynamics and transport of sediment mixtures under waves 

through a set of controlled experiments in the large wave flume (Großer Wellenkanal, GWK) in 
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Hannover (Figure 4.1). The GWK enables wave experiments above sand beds to be conducted at 

full-scale. Only in these full-scale conditions can the turbulent wave bottom boundary layer and 

flat-bed sheet flow regime with small relative roughness be realized. These field-type conditions 

cannot be performed in more common small-scale wave flumes. Our focus is on total and fractional 

sand transport rates and pathways, through the tracer method. The GWK was used in the past for 

experiments with single-sized sediments (e.g., Dohmen-Janssen and Hanes, 2002; Schretlen et al., 

2010) using an experimental set-up similar to that used here for mixed sediments. The previous 

experiments provided valuable experience in performing such experiments in the GWK and 

experimental data on single-sized sediments that can be taken into account. To our knowledge, the 

present experiments represent the first attempt to study the dynamics of a horizontal bed of mixed 

sediment under controlled full-scale wave conditions. 

 

Figure 4.1: Large Wave Flume facility. 

This chapter presents the setup of the laboratory experiments held in the GWK, the characteristics 

of the sand, wave conditions, and the imposed runs, followed by a brief explanation of the 

instruments that were deployed and will be considered in the analysis. In the instruments 

subsection, a particular attention it will be given to the measurements obtained with the 

echosounders as they will lead to the total net transport rates. Finally, an entire section will be 

focused on the tracer method, from the explanation of the painting process until the post-

processing. The tracer technique will allow measuring the total and fractional net transport rate. 

4.2 Experiments 

The experiments were conducted in the large wave flume, or Groβer Wellenkanal (GWK), of Coastal 

Research Centre in Hannover, Germany, a joint research facility of the University of Hannover and 

the Technical University of Braunschweig (https://www.fzk.uni-hannover.de/en/das-

fzk/ausstattung/gwk/). The flume has a length of 307m and is 5m wide and 7m deep. The GWK has 



59 
 

a highly controllable wave generation system and excellent measurement capability, enabling the 

experiments to be conducted in a controlled, repeatable, and with the required degree of accuracy. 

In this flume, regular and irregular waves with heights from 0.5 to 2.5m and periods of 2 to 15s can 

be generated. An online absorption system for the preclusion of wave reflection is presented at the 

wave generator.  

4.2.1 Experimental Set-up 
The test section covered 30m of the flume, where the horizontal bed of sand was inserted, as shown 

in Figure 4.2. It occupied the full 5m width of the flume and had 0.9m deep, with a 0.3m sand bed 

in the top and a 0.6m geotextile layer below. The water depth in the test section was approximately 

3.5m. The test section was separated from the wave paddle on the left and the wave-dissipating 

beach (1:15 slope) at the far end on the right (Figure 4.2), beginning at 96.6m and ending at 

126.96m (x=0m corresponds to the wave paddle). Both ends of the test section are sloped to allow 

a gradual change of the water depth and avoiding floe perturbations.  

The experiments were carried out between May and June 2018.  

 

Figure 4.2: Sketch of the experimental setup (h=4.4m). Coordinate system: wave paddle (x=0m), instrument frame wall 
(y=0m), flume floor (h=0m), and. Initial sand bed (z=0m) (Staudt, 2018a). 

4.2.2 Sand 
The tested sand bed was composed of a mixture of fine (F) and coarse (C) well-sorted sands with 

median grain size (d50) of 0.21mm and 0.58mm, respectively. The experiments were carried out for 

one reference portion and three sediment mixtures: 100%F + 0%C (Sand A – 100F); 75%F+25%C 

(Sand B – 75F); 50%F + 50%C (Sand C – 50F) and 25%F + 75%C (Sand D – 25F). 

The sand was from the Schlingmeier Quarzsand Company, having a chemical constitution of 99.6% 

of silica (SiO2), the rest of the constituents (Al2O3, K2O, Na2O, CaO, MgO, Fe2O3, TiO2) are just 

residual. Figure 4.3-A shows the grain size distribution, representing in blue the fine sample, and in 

orange the coarse sample. It is noticed that the two curves do not overlap. Figure 4.3-B presents 

the grain-size distributions for the mixed sand beds considered. 
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Figure 4.3: (A) Grain size distribution for the original fine and coarse sand (blue and orange lines, respectively) and (B) 
Mixed sediment: Sand A, Sand B, Sand C and Sand D (blue, green, yellow, and purple, respectively). 

4.2.3 Wave Conditions 
A regular trochoidal wave was generated at the wave maker and was propagate along the wave 

flume, inducing sediment transport at the test section. Two regular wave conditions (denoted in 

the following by 15w and 10w) with the same wave period, 7s, and different wave heights, 1.5 and 

1m, were considered for each sand mixture, giving a total of 8 experiments (Table 4.1). For each 

wave condition, 5 sets of 200 regular waves were generated. 

Table 4.1: Experimental conditions: wave height and percentage of fine and coarse sediment. 

Experiment 100F15w 100F10w 75F15w 75F10w 50F15w 50F10w 25F15w 25F10w 

H (m) 1.5 1.0 1.5 1.0 1.5 1.0 1.5 1.0 

Fine (%) 100 100 75 75 50 50 25 25 

Coarse (%) 0 0 25 25 50 50 75 75 

4.2.4 Runs 
Each experiment started with pouring the new sand in the top 0.3m layer of the test section; the 

sands were well mixed to ensure horizontal and vertical uniformity. Before filling the flume, 

sampling takes place to ensure bed composition. The flume was filled with approximately 5.6x106 

liters of water from the near river, taking close to 8 hours to not disturb the test section. 

The test started with profiling of the initial bed surface. Then, a run of 200 regular waves was 

conducted (approximately 23.3 minutes for 15w). After that, bed profiling was done again, and bed 

sampling was also performed. This process was carried for all the runs, with exception of the last 

sampling after the fifth run. In this case, sampling was done after draining the flume, to make a 

detailed sampling with better resolution.  

After running one wave condition on a sand bed mixture, the flume was drained and the sand bed 

needed to be blended and then flatted again, before starting the next wave condition (10w). As the 

river water contained silt, the bed surface had a thin layer, that was removed before each wave 

A 

B 
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condition (Figure 4.4-A). At the end of each experiment, all the sand needed to be extracted from 

the test section by tractors (Figure 4.4-B), and then a new bed was deployed and flatted to start 

again. A better description of each step is described in Appendix A. 

    

Figure 4.4: (A) Extraction of the dark layer that settled in bed; (B) removal of the sand and deployment of a new sand 
mixture in the test section. 

4.3 Instruments 

A variety of instruments provided by the different institutions that participated in the experiments 

were used to collect data. Wave Gauges (WG) and Pressure Transducers (PT) were used to collect 

wave parameters along the wave flume. At the test section a set of instruments were deployed to 

make detailed measurements of flow velocities and sediment concentrations (Figure 4.5 - A): 

Acoustic Doppler Velocimeter (ADV), Acoustics Concentration Velocity profiler (ACVP), Conductivity 

Concentration Meter (CCM), Conductivity Concentration Profiler (CCP), Acoustic backscatter (ABS), 

Transverse Suction System (TSS) and Laser In-Situ Scattering and Transmissometry (LISST). A Sand 

Ripple Profiler (SRP) and echosounders evaluated bed morphologies. Sediment samples (before, 

during and after each experiment) were done to evaluate sand sorting. A scheme of the 

experimental set-up and the position of some instruments in the wave flume are provided in 

Appendix A. 

Data from the WGs, ADVs, ACVP, ABSs, SRP, and echosounders were considered and analyzed in 

the scope of this thesis. The WGs, ADVs and echosounders data were acquired and first processed 

by the members of the flume technical team since these instruments belong to the facility. Davide 

Boscia (University of Aberdeen) processed the data from the ACVP, as well as the SRP (Boscia, 2021 

– under revision). These instruments are briefly described in the following. Details of the data 

processing are also provided for the WG, ADV and echo sounders. 

B A 
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4.3.1 Acoustic Doppler Velocimeter 
A single-point Acoustic Doppler Velocimeter (ADV) was used to obtain time-dependent velocities 

in the flume. The probe consists of three receive transducers, each mounted inside the receiver 

arm, and a transmit transducer located at the bottom end of the stem. The ADV measures the fluid 

velocity using the Doppler Effect, by transmitting short pairs of sound pulses, listening to their 

echoes, and measuring the change in pitch or frequency of the returned sound. The instrument 

allows the measurement of the three velocity components in relatively high concentrations of 

sediments (Abreu, 2011). 

An array of three sideways oriented ADVs were installed perpendicular to the direction of wave 

propagation at different elevations (1.28, 1.78, and 2.28m from the bottom) and at 106.43m from 

the wave paddle (Figure 4.5 - B). The measured velocities for each ADV were acquired at 25Hz. The 

signal was filtered with a high-pass filter to remove some noise signal. Then a zero up-cross analysis 

was performed to obtain each individual wave characteristic (Uon, Uoff, R and α).  R is the skewness 

coefficient (R=Uon/(Uon-Uoff)) and α the ‘acceleration skewness parameter’ (α=2Tpc/T), T is the wave 

period, Uon and Uoff are the velocity values at the crest and wave trough, respectively, and Tpc is the 

time interval measured from the zero up-cross point to Uon (Chapter 2). 

    

Figure 4.5: (A) Instrument frame (view towards the beach) and (B) ADV position (view towards the wave paddle). 

4.3.2 Wave Gauge 
A wire type wave gauge was used in these experiments (Figure 4.6 – A). The principle is based on 

measuring the voltage drop, which is proportional to the depth of immersion of the wire. In total 

five wave gauges were used, four near to the wave paddle, to verify the wave propagation and one 

at the test section. 

The measured surface water elevation for each WG was acquired at 100Hz. The signal was filtered 

with a high-pass filter to remove some noise signal. Then a zero up-cross analysis was performed 

to obtain each individual wave characteristic (H and T). 

A B 
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4.3.3 Acoustic Concentration and Velocity Profiler 
The ACVP (Figure 4.6-B) measures the sediment flux close to the mobile sediment bed from the 

high-resolution vertical profiling of the multi-component flow velocity and suspended sediment 

concentration (Hurther et al., 2011).  

The instrument is based on Doppler Effect and consist of a downwards looking emitter and two 

downwards looking receivers symmetrically deployed on either side of the emitter. The emitter 

sends several acoustic pulses towards the bed producing a backscattering echo of the sediment 

particles, which will be recorded by the receivers. The particle velocities are calculated from the 

known Doppler frequencies.  

4.3.4 Acoustic Backscatter 
The acoustic backscatter (Figure 4.6 – C) was used to measure suspended sediment concentration 

profiles and bed morphology changes. The instrument consists of three transducers, which transmit 

sound at 1, 2, and 4MHz. The use of multiple frequencies allows estimates of particle size 

distribution to be made. The receiver measures the sound scattered by sediment in suspension. In 

the STENCIL experiments, the vertical extent was approximately from 25 to 110cm below the 

transducer to cover potential ripple development. 

4.3.5 Sand Ripple Profiler 
The SRP presented in Figure 4.6-D, measures the bed morphology over time. This consists of a 2MHz 

transducer that can measure a profile of 1.6m long, to verify if bed features were developed during 

the tests, and how they moved. 

 

  

Figure 4.6: (A) Wave gauge, (B) Acoustic Concentration Velocity Profiler, (C) Acoustic Backscatter and (D) Sand Ripple 
Profiler. 

A B 
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4.3.6 Echosounders 
A detailed knowledge of the morphological changes during each experiment enables to calculate 

the net transport rates. Before and after each wave run, bed level profiles were measured over the 

test section (6 per experiment, 48 in total).  

Two echosounders were attached at different lateral positions to the movable measurement 

platform. When moving the carriage along the flume, two profiles are measured simultaneously. In 

total four bed profiles at positions y=3m, 3.5m, 4m, and 4.5m are acquired. No profiles were taken 

between 0.5 and 2.5m because the instrument frame blocked the area (Figure 4.7). The constant 

velocity of 11.7 cm/s and a sampling rate of 4.92 Hz results in a vertical and horizontal accuracy of 

the echosounders of 2.5mm and 2.38cm, respectively. Horizontal bars fixed between the flume 

walls (at 1.1m height) were used as markers for the start (x=88m) and end of the bottom profile 

(x=133m).  

 

Figure 4.7: (A) Arrangement of echo sounders on the measurement platform and (B) measured transects. (Figure extracted 
from the report: Posanski, 2018). 

4.3.6.1  Measurement Methodology of Total Transport Rates 
By applying the mass conservation principle to the measured profiles, the net sand transport rates 

can be obtained. This was successfully used before either in oscillatory water tunnels (e.g., Abreu, 

2011) or the GWK (Schretlen, 2012). 

For calculation of net transport rates, the mass conservation equation is applied to each data point 

of the profiles: 

𝑞𝑠𝑖𝑛 − 𝑞𝑠𝑜𝑢𝑡 =  
∆𝑧𝑏∗(1−𝜀0)∗∆𝑥

∆𝑡
     (4.1) 

where qs is the sediment transport rate in volume per unit width (m2/s) and ε0 is the porosity of the 

sand bed. This equation states that the difference between sediment flowing into (qsin) and the 

sediment flowing out (qsout) of some section must be accounted for by changes in the bed elevation 

in that section (Δzb). In the present experiments, a constant value of porosity is assumed (0.4) based 

on Schretlen (2012), the horizontal resolution, ∆𝑥 is approximately 2.38cm and ∆𝑡 the respective 

studied time (5600s from Run 1 to Run 5). To minimize bed compaction effects, the profile before 

the first wave run was neglected.   

B 
A 
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In order to solve Equation 4.1 for the four transects along the wave flume, at least one boundary 

condition must be known. At the positions where the concrete bottom of the flume is detected by 

the echosounders (z=0m), the net transport rates were set to zero. 

The processing was performed using MATLAB software. The flume technical team processed the 

raw data, obtaining the final bed level, by subtracting the position of the flume bottom by the raw 

measured depths. The positions of the markers (x=88m and x=133m) were used to assign X-

positions to the Z-values. After inspecting all the profiles, positions where the sediment transport 

(qs) was zero, were selected as boundaries. Data outside these boundaries was cut off and the signal 

of the markers removed. Then a filter was used to clean spikes from the profiles. 

Different approaches were implemented to calculate the net transport rates from Equation 4.1 

according to the type of boundary conditions considered: (i) applying conservation of sediment 

volume from left to right along the test section, qsl; (ii) applying conservation of sediment volume 

from right to left along the test section, qsr; (iii) applying a weighted averaging method (Posanski, 

2018) to the results obtained in (i) and (ii), qsw; and (iv) applying the Mean method to the results 

from (i) and (ii), qsm.  

This gives for each bed profile four estimates of the net transport rate. A final value for each method 

is obtained by averaging the results obtained for the four profiles studied in each experiment. 

 Left- and right-hand side method: 

Equation 4.2 and Equation 4.3 presents the Equation 4.1 solved from left to right, and from right to 

left (left-hand side and right-hand side), respectively: 

𝑞𝑠𝑙 𝑖 = 𝑞𝑠 𝑖−1  −  (1 − 휀0)
∆𝑥

∆𝑡
 (𝑧𝑖

𝑛+1 − 𝑧𝑖
𝑛)   (4.2) 

𝑞𝑠𝑟 𝑖 = 𝑞𝑠 𝑖+1 + (1 − 휀0)
∆𝑥

∆𝑡
 (𝑧𝑖

𝑛+1 − 𝑧𝑖
𝑛)   (4.3) 

The subscripts i and n represent, respectively the space and time indexes. The right and left 

estimations of qs should be the same if the mass was conserved. However, in general they do not 

match precisely (e.g., Abreu, 2011; Schretlen, 2012). These variations can be due to porosity 

changes, due to the removal and refilling of sand in the channel section after each test 

(compaction), errors in the bed level measurement, and loss of sediment out of the test section, in 

the offshore and onshore direction. 

 Weighted averaging method: 

According to the weighted method, the differences in the results between the left- and right-hand 

side methods are related to changes in the volume. Higher values of volume changes will lead to a 

stronger difference between the two results. The reliability of the calculation reduces with distance 

from the starting point. The uncertainty of the calculated transport rates is, among others, 

determined by the magnitude of morphological changes - either erosion or accretion.  

In order to obtain the most representative result out of both methods a weighting function was 

applied that generates a weighted mean (qsw) of qsl and qsr. The function is an array that linearly 
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reduces from 1 to 0. By taking the sum of qsl and qsr multiplied with the array (in reverse order), the 

weighted mean is obtained (Posanski, 2018). 

 Mean method: 

This method ignores the sand that has been transported on and offshore of the test section. 

Assuming that compaction produces an average decrease between the initial and final profiles (∆𝑐), 

then by correcting this effect on the final profile, we get no loss of sand from this bed profile. When 

applying this correction to both qsl and qsr,it is imposed the mass conservation. 

4.4 Tracer Method 

4.4.1 Painting Process 
Two colours of fluorescent ink, green and orange, were selected to coat the sediment for the wave 

conditions 15w and 10w, respectively. As the sand bed mixture is the same, this allows to analyse 

separately the evolution of the tracer. The sand was coated with a mixture of ink and cellulose 

diluent (40% to 60%, respectively) following the proportions of 1:25 of mixture and sediment 

described by Silva et al. (2007). In total, 400kg of sand was painted, 200kg of green fluorescent ink 

(100kg of fine and 100kg of coarse sediment), and the others 200kg of orange fluorescent ink.  

The coating was made considering 50kg of sand each time. We measured 50kg of clean and dry 

sand (of fine or coarse sand) and introduced it in the concrete mixer (Figure 4.8-A). After that, we 

measured 0.8kg of ink and the rest 1.2kg of cellulose diluent. This solution had to be well mixed and 

was added in the concrete mixer in movement. The sediment painting process was carried out using 

the concrete mixer in motion to minimize sediment aggregation during the ink dryness process. 

After the sand was dry, it was stored in buckets (Figure 4.8-B). The best methodology was to paint 

all the material necessary with one colour and then clean the mixer with gravels, to ensure that will 

not have any contamination and then paint the rest of the sand with the other colour. 

The amount of tracer deployed in the wave flume was estimated from the minimum number of 

coated particles that can be identified in the image analysis (section 4.4.5). According to Bosnic 

(2017), the image analysis starts detecting grains in a significant portion from the injection of 0.1g 

of tracer in a sediment sample of 1.2kg. Converting this ratio to 72.000kg, i.e., the total volume of 

sand introduced in the flume, considering the porosity (0.4), it would be necessary at least 6kg of 

fluorescent tracer in order to detect the tracer if it spread all over the bed. So, to ensure the 

detection of the fluorescent tracer it was defined an amount of 25kg of fluorescent tracer to all the 

experiments. 

The 25kg of tracer to be deployed in each experiment was cleaned with fresh water. For example, 

for Sand C (50F), wave 1 (15w), 12.5kg of fine and 12.5kg of coarse green tracer was weighed, and 

then, that mixture was washed with a detergent solution to eliminate surface tension and to avoid 

associated grain floating problems. 
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Figure 4.8: (A) Painting process and (B) painted sand. 

To evaluate if the sediment grains were affected by the painting process, a comparison between 

the granulometry of the natural sand and the painted sand with fluorescent ink was made. As can 

be seen from Figure 4.9 and Table 4.2, there are no considerable variations in the results obtained, 

both for the fine and coarse fraction. Values of d50 vary less than 0.004mm after painting the 

sediment. 

 

Figure 4.9: Grain size distribution for the fine (A) and coarse (B) fraction, before and after painting process (original and 
tracer, respectively). 

Table 4.2: Portion of particles with diameters smaller than 10%, 50% (median grain size) and 90%, for fine and coarse 
fractions (d10, d50 and d90, respectively), before painting (Original), and after painting (Tracer). 

  d10 (mm) d50 (mm) d90 (mm) 

Fine 
Original 0.1338 0.1959 0.377 

Tracer 0.1331 0.1938 0.370 

Coarse 
Original 0.3845 0.6663 0.9226 

Tracer 0.4171 0.6704 0.9237 

4.4.2 Tracer Insertion 
The fluorescent tracer was placed in the test section in a strip of 5m width, 0.25m length, and 0.02m 

depth (Figure 4.10). This strip was placed at x=99.1m on beds 100F and 75F, and at x=104.1m on 

beds 50F and 25F (Appendix A). The injected tracer had the same proportion as the native sand in 

the bed. For each sand mixture, two tracer experiments were conducted. In 15w runs, it was 

employed the green fluorescent tracer and for the following 10w the orange tracer.  
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Figure 4.10: (A) Introduction of the green tracer, (B) test section framework with green tracer (15w). (C) tracer injection 
strip, (D) introduction of the orange tracer and (E) test section framework with orange tracer (10w). 

4.4.3 Sampling 
At the beginning of each experiment, before filling the flume a few cores were done, to ensure the 

bed composition. After filling the channel and after the first run of 200 waves, bed samples were 

extracted in the central section of the channel every 2.5m, depending on the position of the tracer 

injection strip. These samples were collected with the support of an adapted suction core of 5 

meters (Bernabeu et al., 2009), made of PVC, as shown in Figure 4.11. The cores with an 

approximately length of 13 cm, were sectioned, with the first layer of 1cm and the remaining of 

2cm, as far as it was possible to divide the core. This process was done for all runs, except for the 

last one, in which a more detailed sampling was made after the channel leak. The information 

obtained with the cores in each run allowed adjusting the locations of the samples previously 

defined. The position of all the cores were taken based on the ruler at the sidewalls of the flume. 

A B 

C D E 
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Figure 4.11: Sampling process with the channel filled. Extracted core. 

In the sampling performed after draining the flume, a “pistol” was used allowing easier extraction 

of the core (Figure 4.12), without the need for lateral cutting of the core, as common. A sample was 

extracted, divided into the initial 1cm and the rest in 2cm, as referred before. This core had a length 

of 20 cm within the sand. After removing each core, the pistol was washed to not contaminate the 

next sample. A transversal and longitudinal sampling of the channel was made to have a better 

resolution of the distribution of the tracer (Figure 4.12). Cores were extracted at 1.25, 2.5, and 

3.75m from the instrument wall (Y direction).  

In total, 359 cores were extracted, acquiring a total of 1731 samples. Sampling schemes for all 

bottoms and wave conditions and the reference system are presented in Appendix A. 

 

Figure 4.12: Sampling process with the drained channel. Sampling instrument, ‘pistol’. 

4.4.4 Post Processing 
The total of 1731 samples were carefully inspected by a UV light, identifying 1360 which contained 

fluorescent tracer. These samples were washed and placed in containers to be dried in a stove 

(Figure 4.13). Afterwards, these were stored in properly labeled bags for later photographic analysis 

(Figure 4.14). 
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Figure 4.13: Cleaning and drying process of the sediment samples. 

4.4.5 Determination of the Tracer Concentration 
Tracer particles detection and counting were done by image analysis using a Matlab toolbox created 

for this purpose (SedPhoto toolbox), as mentioned in Chapter 3. This toolbox converts RGB images 

into Lab color space images, identifying the pixels of each painted grain and converting to a 

corresponding area from the image segmentation, which is defined based on threshold values of a 

and b (color opponent dimensions) obtained from the spectral signature of the fluorescent grains 

and of an adjustment of lightness (L). This procedure is done using the UV light images only (Ribeiro, 

2017). 

High values of L hinder detection of fine grains and favor the coarse grain identification, while low 

values of L merge the tracer grains. The variation of variables a and b are responsible for the 

separation of the green and orange tracers in the same sample.  

A sensitivity study of the Lab parameters was carried out with the photographs, both for fine and 

coarse sediments, as well as for their mixture, reaching optimum values that needed to satisfy these 

requirements: a) to define well a tracer grain, and b) to distinguish the two tracer colors. 

 

Figure 4.14: Image acquisition system. 
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4.4.5.1  Detection of the Sand Fractions and Grain Separation Method  
With the purpose of calculating fractional transport rates, the image analysis must be able to 

distinguish the fine and coarser fractions in the samples. Moreover, the use of heterometric sand 

raises a hiding effect during the sample processing, as finer grains tend to hide behind the coarser 

ones. This effect can underestimate the number of fine particles detected in a sample and produce 

errors in the determination of fractional net transport rates. A verification method was designed to 

compensate for this effect. 

To study this a known mass of fine tracer was defined, and then it was introduced in different 

sediment samples of distinct proportions of coarse and fine sand. For each sand mixture (A, B, C, 

and D), a sample of 10g of native sand was taken, and was added 0.05g of fine or coarse tracer. As 

an example: in a sample of 50F + 50C (5g of fine + 5g of coarse), it was added 0.05g of coarse tracer. 

Then, another sample was made of 5g of fine + 5g of coarse and added 0.05g of fine. Both samples 

were photographed. 

The objective was to investigate if the areas of tracer detected of each fraction did not change 

significantly due to the 'hiding' of the tracer and to evaluate their difference. The results obtained 

are presented in Figure 4.15 for the fine and coarse of the orange tracer. The same study was done 

for the green tracer but as the results are similar, they are not presented. 

 

Figure 4.15: Area of fine and coarse fraction of fluorescent tracer in order of the percentage of coarse sediment (A and B, 
respectively). 

Figure 4.15-A shows that for fine tracer grain there is some variability in the area of the detected 

tracer as the sample gets more heterometric (approximately 12%). However, the trend is 

approximately constant, validating that although the samples are heterometric, when maintaining 

this post-processing methodology, the results of tracer concentration will not be affected.  

To obtain these results it was necessary to make some assumptions in the experimental procedure. 

For example, when the fluorescent grains are very close, this will create an unrealistic area, as the 

SedPhoto will detect them together. These values have been excluded from the analysis. On the 

other hand, detected grains with less than the fine grain area were also excluded since these 

consisted of an error. For example, if the program detects a fluorescent grain that occupies only 4 

pixels, this will be neglected since it is not within the minimum values to be considered a fine grain.  
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The spreading method of the samples into the frame had to follow a constant and careful procedure 

since this influenced the detection of the fluorescent tracer. Usually, the samples are introduced 

into the mold and then spread through agitation, or with the aid of a spatula. However, this cannot 

be done, since it was found that the finer sediments moved to the bottom of the mold, affecting 

the detection of the fine fraction. Thus, the procedure defined was to homogenize the samples in 

a container then spread them carefully into the mold in proportions. 

On the other hand, Figure 4.15-B, shows that for the same percentage of coarse sand the detected 

area of the fine tracer is inferior to the coarse tracer (almost half). This results from the difference 

between the areas of each grains. In fact, this study also enables to understand for which area there 

is a distinction between the fine and coarse fluorescent tracer, which allows to separate them later. 

4.4.5.2 Digital Granulometry Estimation of the Tracer 
As the image analysis gives the grain size dimensions, it can be used for estimating the grain size 

distribution. In order to validate this method, a comparison was made between digital particle size 

analysis and dry sieves granulometry analysis. The digital particle size analysis process started with 

the aid of a Matlab script (Regionprops) that identifies in the image, the grains that were detected 

by SedPhoto. The Regionprops script will give the diameter associated with a circle with 

approximately the same area value detected by the image. Later the pixel value was converted into 

metric units. Finally, the ‘discretize’ function was used to give the percentage of each fraction in a 

photo in order to obtain the d10, d50 and d90 of the tracer.  

To comprehend if the tracer granulometry distribution changes when the tracer is mixed within a 

sample, the following idealized analysis was made: photographs that contained only fine or coarse 

tracer were taken (named “Validation” in Table 4.3), and subsequently photographs of the same 

fine or coarse tracer were taken in a real sand sample, i.e., containing the tracer and original sand 

(named “Samples” in Table 4.3). The values shown in Table 4.3 present the results obtained for the 

orange and green tracer. As can be observed, d50 values obtained for fine and coarse fractions are 

slightly higher for the ‘Validation’ method since there are no effects by nearby sediments. This 

occurs for the green and orange tracer. 

Table 4.3: Portion of particles with diameters smaller than 10%, 50% (median grain size) and 90%, for fine and coarse 
fractions (green and orange ink), to the calibration and sample process. 

Green Photo d10 (mm) d50 (mm) d90 (mm) 

Fine 
Validation 0.1136 0.1954 0.2804 

Samples 0.1005 0.1925 0.3090 

Coarse 
Validation 0.5657 0.7005 0.8590 

Sample 0.4057 0.6629 0.8365 

Orange     

Fine 
Validation 0.1005 0.1835 0.2710 

Samples 0.1005 0.1676 0.2385 

Coarse 
Validation 0.4686 0.6692 0.8277 

Sample 0.3600 0.6615 0.8910 

Table 4.4 shows the relative errors associated with d50 previously obtained, in comparison with the 

tracer samples obtained with the traditional sieve method. It appears that for the green tracer the 

error for both fine and coarse is always less than 5%, while for the orange tracer the values are 
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slightly higher, however, less than 14%. Interestingly, the errors obtained with ‘Validation’, which 

at first sight should be smaller than those of ‘Samples’ are not in the case of the green tracer. 

Table 4.4: Median grain size relative error of the fine and coarse fraction, for the green and orange tracer. 

Relative Error Photo Fine (%) Coarse (%) 

Green 
Validation 0.83 4.49 

Samples 0.67 1.12 

Orange 
Validation 5.31 0.18 

Sample 13.52 1.33 

Therefore, it is considered that the fluorescent tracer grains are well captured by the photographs 

and by the proposed method. 

4.4.5.3 Calibration 
As referred in Chapter 3, the tracer concentration, or dilution, was obtained through the ratio 

between the area occupied by tracer particles and the image area. These relative dilutions were 

converted into mass dilution using a calibration curve. 

To build this calibration curve, the following method was implemented: 

 -It was extracted 10g of the original sand that was clean and dried. 

 -The 10g of sand was always uniformly distributed in the mold that was created only for 

this purpose. 

 -It was taken a photo of the original sand, to confirm that the sample is not contaminated.  

 -After that, 0.001g of tracer was added to the original sand. The mixture of sand had to be 

well mixed and then introduced in the mold, then took a photo in the same conditions as before. 

This process of mixing the 0.001g of tracer to 10g of original sand was repeated 3 times, and 3 

photos of that concentration of tracer were taken. Then to the resulting mixture (of original sand 

and tracer), another 0.001g of tracer were added and then photographed 3 times. This procedure 

was repeated 10 times adding 0.001g of tracer each time. 

 - The same procedure was made with increments of 0.01g of tracer. 

 -Finally, it was done the same process, but for 0.1g (5 times). In this case, before adding 

0.1g of tracer, it was extracted 0.1g of the mixture. This was done in this way because until now, 

the change in the mass was only of 0.7%, and if we did that for the 0.1g, we would add 7% of the 

mass, which is not negligible. 

All the images taken were processed in Matlab with the SedPhoto toolbox. It is important to notice 

that for each experiment, with different proportions of fine or coarse sediment, the calibration was 

done for each color of tracer (orange and green).  

The processing referred above was done for different percentages of fine and coarse fraction (100% 

F + 0% C; 90% F + 10% C; 75% F + 25% C; 50% F + 50% C; 25% F + 75% C), maintaining the percentages 

of fine and coarse fractions in the original sand and in the introduced tracer. Figure 4.16 - A shows 

that as the percentage of coarse increased, the slope of the calibration line also increased. 
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This effect is noticed, since, when introducing the same tracer mass, although, with variable 

percentages of fine and coarse fraction, the amount of fine and coarse grains will be different. As 

an example, the areas corresponding to 50% fine + 50% coarse and 25% fine + 75% coarse will be 

quite different. The total area of the sand tracer in the second case will be greater (Y’>Y, presented 

in Figure 4.16-B), despite the mass is the same (X in Figure 4.16-B), which justifies the increasing 

effect of the slope of the calibration line. 

  

Figure 4.16: (A) Calibration process for distinct sand proportions: Area of total tracer in order to weight of total tracer. (B) 
Scheme of equal tracer mass for distinct proportions of fine and coarse tracer. 

Analyzing separately the coarse and fine fractions, a linear relationship is established between area 

and weight of tracer (Figure 4.17). 

 

Figure 4.17: Overlap of all the coarse fraction only, and fine fraction (A and B, respectively). 

After this analysis, the following calibration lines were obtained for the fine and coarse lines for the 

green and orange tracer (Figure 4.18). Tracer concentrations of each sediment sample were 

computed, first, considering all tracer particles, and then separately for each grain size class. 
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Figure 4.18: Regression lines of the green and orange fluorescent tracer obtained with the photograph method. 

4.4.6 Measurement of Total and Fractional Sand Transport Rates with Tracer 
The sediment transport rate was estimated based on the spatial integration method (SIM), a 

Lagrangian method that analyses the behaviour of a cloud of tracers in space and time (Madsen, 

1987). Average advection velocity (�̅�) is computed through the displacement of the centre of mass 

over time (Equation 3.10). 

The product between the mean velocity and the depth of the active layer gives the sediment 

transport rate (qs in m2/s), presented in Equation 3.9. This method was applied to observe to which 

direction each fraction tends and study total and fractional sediment transport. 

4.4.6.1 Active Layer 
In this work, different methods of measuring the active layer were studied. The active layer was 

obtained from fluorescent tracer cores, which were injected at different locations in the channel. 

This method will be defined as Cores. In this approach, 3 cores were introduced before filling the 

flume, close to the center (y=2.6m), at 107.6, 117.6, and 122.6m (X-direction). Most of these cores 

were injected until reaching the rock bottom, having a depth of 30cm. At the end of the experiment, 

after draining the flume, we measured the distance from the rigid bottom to the position where 

the tracer core surface was found and to the bed surface, retrieving the disturbance depth. This 

estimate takes into account the local accretion or erosion. 

The active layer was also measured from the samples that were collected from the bed in each 

experiment to calculate the displacement of the tracer. This method will be defined as Samples. In 

this case, the bed was sampled, and later, once the samples were divided vertically, it was possible 

to study the variation of the concentration in the vertical and thus see how deep the tracer went. 

In this case, we have adopted the 80% cut-off criteria defined by Kraus (1985). 
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The active layer was calculated using the Harris and Wiberg (1997) formulation since this method 

was implemented in Chapter 3. Finally, it was also considered the height of the bedforms detected 

in two of the experiments, using the Acoustic Backscatter and Sand Ripple Profiler measurements 

The approach used for later calculations of sediment transport with the fluorescent tracers’ 

experiments was the method of measuring the active layer with the samples (mixing layer concept) 

since we are studying less than two hours periods. According to the work of other authors, this 

would be the adequate method to use. 
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Chapter 5 

Laboratory Results 
 

New experiments were carried out in the Large Wave Flume (GWK) of Hannover. The experiments 

aimed to increase our insights into selective transport processes under regular asymmetric wave 

conditions. In this chapter, the processed data and the main experimental results will be presented. 

The discussion of the results is then made, and conclusions are drawn at the end. 

5.1 Hydrodynamic Data 

For each sand bed mixtures (see Table 4.1), waves were generated in five series of 200 waves. 

Despite identical wave paddle stroke and water depth, the bed morphology changed over the 

experiments, resulting in variations in wave height and shape at the test section. Therefore, wave 

ensemble averages were computed. 

 5.1.1 Wave Gauges 
The wave height and period were measured at different positions in the flume: four WG were close 

to the wavemaker and one at the test section (WG5 – X=108.31m). Figure 5.1 presents the 

ensemble average values of the wave height (H) and period (T) of the five wave gauges for all the 

sand beds (100F, 75F, 50F, and 25F) for the two wave conditions studied (15w and 10w). It is 

observed that the wave period has almost no changes in both wave conditions for all the 

experiments, variating less than 0.005s. At the location of the test section (WG5), the wave height 

for wave condition 15w shows a clear increase between 25F/50F to 75F/100F, of approximately 

0.2m. For wave condition 10w, the dispersion of the values is minor, being closer to 1m. However, 

it is observed an increasing tendency in H as we go to finer beds. It was noted that the standard 

deviations of these parameters concerning the five runs are, in general, minimal. 

 

 

Figure 5.1: Wave gauges results of H and T over the studied sand beds (25F/50F/75F/100F) for both wave conditions 
(15w/10w). WG1 presented in blue, WG2 in red, WG3 in yellow, WG4 in purple and WG5 in green. 
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 5.1.2 Acoustic Doppler Velocimeter 
Three sideways oriented ADVs were installed perpendicular to the direction of wave propagation 

at different elevations (1.28, 1.78, and 2.28m from the studied bed, ADV1, ADV2 and ADV3, 

respectively). Figure 5.2 compares the measured velocities out of the wave boundary layer of all 

experiments, for ADV1. These results are ensemble average values of the runs. It is possible to 

observe that, in general, that are no significant differences for the different experiments in both 

wave conditions. The increase in the offshore (negative) velocity for Sand A (100F), and an increase 

in the positive (onshore) velocity for Sand C (25F+75C), do not exceed differences of 0.1m/s. 

Nevertheless, some minor differences can be found between the curves, leading to different values 

of the velocity and acceleration skewness parameters R and α. 

 

Figure 5.2: Time series of the ensemble average velocities for all the experiments (ADV1). 

Figure 5.3 shows the acceleration skewness parameter, α, the skewness coefficient, R, and orbital 

velocity, Uw, measured at different vertical positions in the test section (X=106.43m). Condition 10w 

shows minor variations between the ADV’s, as α and R values remain almost constant for the 

different experiments. Condition 15w presents slight variations between the ADV’s, especially in 

ADV1, closer to the bottom. The variability of values for α and R is higher than for 10w conditions, 

ranging between 0.33-0.38 and 0.61-0.65 (in both cases around 5%), not showing a clear trend with 

the percentage of fine sediments. The minimum value of α in ADV3 is not noticeable in the other 

ADV’s. Concerning the orbital velocity, Uw, it decreases for the sand mixtures with finer sediments: 

approximately 14% for the 15w and 7% for the 10w condition. 

Table 5.1 lists the characteristics of the flow measured 1.28m above the bed during all the 

experiments. For each flow condition, the velocity values at the wave crest and trough (Uon, Uoff, 

respectively), the skewness coefficient (R), the acceleration skewness parameter (α), the mean flow 

velocity (<U>), the third-order moment of the time-dependent velocity (<U3>) and the wave 

mobility number (Ψmax), are presented.  
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Figure 5.3: ADVs results of α, R and Uw for the studied sand beds (25F/50F/75F/100F) for both wave conditions (15w/10w). 
ADV1 presented in blue, ADV2 in red and ADV3 in yellow (at 2.2, 2.7 and 3.2m from the concrete bottom, respectively). 

The transport regime was characterized through the wave mobility number: 

𝛹𝑚𝑎𝑥 =  
𝑢𝑚𝑎𝑥

2

(𝑠−1)𝑔𝑑50
     (5.1) 

Here umax is the maximum positive velocity, s is the sediment specific gravity, g is the acceleration 

due to gravity and d50 is the median sediment grain size. 

According to O’Donoghue et al. (2006), flat bed sheet-flow regime prevails when Ψmax≥300, the 

ripple regime when Ψmax ≤190 and a transition regime prevails when 190< Ψmax <300. As observed 

in Table 5.1, 100F15w and 75F15w are clearly related to sheet-flow regime and 50F10w and 25F10w 

to ripple regime, the other tests are related to transition regime. 

Table 5.1: Experimental conditions measured with ADV1. 

Test Uon 

[m/s] 
Uoff 

[m/s] 
R 

[-] 
 

[-] 
<U> 

[m/s] 
<U3> 

[m3/s3] 
Ψmax 

[-] 

100F15w 1.361 -0.778 0.64 0.37 -0.098 0.261 545 

100F10w 0.840 -0.515 0.62 0.41 -0.052 0.076 208 

75F15w 1.356 -0.874 0.61 0.37 -0.116 0.248 477 

75F10w 0.876 -0.540 0.62 0.40 -0.058 0.084 200 

50F15w 1.387 -0.894 0.61 0.38 -0.098 0.306 271 

50F10w 0.886 -0.540 0.62 0.40 -0.041 0.095 111 

25F15w 1.457 -0.870 0.63 0.37 -0.102 0.339 231 

25F10w 0.917 -0.578 0.61 0.41 -0.036 0.113 92 

 5.1.3 Acoustic Concentration and Velocity Profiler 
The ACVP was located in the instruments frame, 111.26m from the wave paddle. It successfully 

measured the flow velocities and sediment concentrations in the entire water column from above 

the wave boundary layer down to the instantaneous undisturbed bed for the experiments 
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100F15w, 100F10w, 75F15w, and 75F10w. The data referred to the experiments made with 50F 

and 25F were not considered since the generation of bedforms damaged the data (Boscia, 2021).  

Figure 5.4 shows the vertical profiles of the phase- averaged longshore velocity at 24 phases of the 

wave for the 4 experiments, showing a profile approximately every 0.28s for the 7s waves. ACVP 

data were analyzed from the detected bottom to a height of 100mm for all studied experiments. 

The initial no-flow bed level is located at z=0mm. The data provides a good insight into the vertical 

structure of u(z) within the wave boundary layer. The positive values correspond to onshore 

velocities (towards the beach), and negative values to offshore velocities. These results show the 

characteristic variation of the velocity within the wave boundary layer, with an overshoot and a 

decrease in velocity amplitude until the bottom. As can be observed the positive component of the 

velocity is higher than the negative. For example, in experiment 100F15w, the positive velocity 

reaches close to 1.3m/s, while the negative reaches -0.8m/s, approximately, being this variation 

related with the velocity asymmetry. The results also show that the velocity skewness depends on 

z, with higher values in the lower levels of the boundary layer.  

The boundary layer thickness according to Jensen et al. (1989), δ, is the distance from the bottom 

to the point of maximum velocity amplitude. Considering this definition, it was defined a boundary 

layer of 0.024, 0.0195, 0.0192 and 0.0173m for experiments 100F15w, 100F10w, 75F15w and 

75F10w, respectively. 

 

Figure 5.4: ACVP phase-averaged velocity profiles every 0.28s for 100F15w, 100F10w, 75F15w and 75F10w experiments 
(z=0 is initial bed level). 

Figure 5.5 shows the measured time-dependent horizontal velocity at seven vertical levels above 

the bed for experiments 100F15w, 100F10w, 75F15w, and 75F10w. The uppermost level (z=60mm) 

is located outside the wave boundary layer. In general, it is observed an increase of the intensity of 

the velocity from the bed to 30mm followed by a decrease towards 60mm, again showing the 

velocity overshoot. 
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Figure 5.5: Time-series of horizontal velocity outside and inside the wave boundary layer for experiment 100F and 75F 
(z=0m corresponds to the initial bed). 

Table 5.2 shows results of the measured ACVP data, out of the boundary layer (30mm above the 

sand bed).  

Table 5.2: Measured ACVP data out of the boundary layer at 30mm from the bed. 

Test 
Uon Uoff R  <U> Ψmax 

[m/s] [m/s] [-] [-] [m/s] [-] 

100F15w 1.33 -0.82 0.62 0.35 -0.0173 521 

100F10w 0.62 -0.46 0.57 0.36 -0.0129 113 

75F15w 1.51 -0.94 0.61 0.38 -0.0050 588 

75F10w 0.86 -0.64 0.58 0.36 -0.0097 191 

Analyzing the ADV results obtained at 1.28m from the bottom with the ACVP data at 0.03m, there 

is a slight increase in the absolute values of the parameters in the ADV as presented in Tables 5.1 

and 5.2. This increase is consistent when observing Figure 5.6. 

Figure 5.6 shows the vertical profile of the ACVP time average velocities, for the four experiments 

and the one measured by the ADV1. In general, the mean flow is onshore in the lower levels and 

shift to negative velocities at the levels above the wave boundary layer, showing a tendency to 

agree with the ADV measurements. First, it is observed an increase of the velocity as we move away 

from the immobile bed. Then it is verified a strong negative shear starting with an onshore 

maximum and ending with an offshore minimum, approximately 8 millimeters above. This is 

followed by a gradual increase of offshore velocities, with negative shear in the upper levels. 

However, for experiment 100F10w this tendency is not observed. The onshore positive velocities 

measured in the lower levels of the boundary layer correspond to the ‘onshore’ streaming. The 

mean horizontal flow velocity (streaming) profiles in flume experiments shows a characteristic 
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three-layer shape with ‘onshore’ and ‘offshore’ streaming. These ‘onshore’ streaming can be 

caused by the ‘onshore’ erosion depth exceeding the ‘offshore’ component due to the velocity 

skewness of the oscillatory flow - erosion depth asymmetry, while above the sheet flow layer, 

generally a ‘offshore’ streaming it is observed (Schretlen, 2012). For all the experiments, the 

presence of an offshore mean flow is verified above the wave boundary layer, which was also 

observed by Schretlen (2012). 

 

Figure 5.6: Vertical structure of the mean horizontal flow velocity profile measured with the ACVP, and position and 
measured velocity at the ADV, for conditions 100F15w, 100F10w, 75F15w and 75F10w. 

In Figure 5.7 it is plotted the maximum onshore streaming velocity against the maximum onshore 

free stream velocity for a series of runs of experiments 100F15w, 100F10w, 75F15w, and 75F10w. 

It is shown that the streaming velocity varies between 0.02 and 0.08m/s and increases with the free 

stream velocity.  

For the same bed condition (100F or 75F), the maximum free stream velocity and the maximum 

streaming velocity are lower for condition 10w. On the other hand, it is verified that for the same 

wave condition (15w or 10w), the maximum onshore streaming is similar and that 75F maximum 

free stream values are higher than for 100F. 

 

Figure 5.7: Maximum positive streaming velocity as a function of the maximum free stream velocity. 
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Figure 5.8 shows the measured time-dependent concentration at seven vertical levels above the 

bed for experiments 100F15w, 100F10w, 75F15w, and 75F10w. The uppermost level (z=60mm) is 

located outside the wave boundary layer. It is observed a decrease of the intensity of the 

concentration as we move away from the bottom. Concentrations higher than 210g/l define the 

top of the sheet flow layer (Dohmen-Janssen and Hanes, 2002): for the present experiments this 

level ranges between 2mm (75F10w) and 5mm (75F15w). 

 

Figure 5.8: Time-series of concentration profiles for experiment 100F and 75F at different phases (z=0m corresponds to 
the initial bed). 

5.2 Sedimentary Data 

Before each experiment, samples were collected to ensure the initial bed conditions. Nine sediment 

samples were taken across the test section at five different positions along the wave flume (x = 

101.61, 106.61, 111.61, 116.61, and 121.61m) at two cross-shore positions each (y = 1.70 and 

3.30m), except the sample at x=111.61m, which was taken only at y=3.30m as the CCM was located 

close to y=1.70m (Staudt, 2018b).  

Table 5.3 presents the sedimentary properties at the beginning of each experiment. An increase in 

d50, d10, and d90 is observed as the percentage of fine fraction decreases. Data shows that the 

percentages of fine material are not the same as those initially defined (75% / 50% / 25%): there is 

a decrease in the proportion of the fine fraction for 75F and 50F, and a slight increase for 25F. The 

d50 results of 100F and 75F beds are similar. Nevertheless, the sorting (spread of the sizes around 

the average) is different, changing from a well-sorted to a moderately sorted bed. 

 

 

 



84 
 

Table 5.3: Percentage of fine sediment and sediment properties (d10, d50 and d90) of the sampled data before each 
experiment. 

Test Fine (%) d50 mix (mm) d10 mix (mm) d90 mix (mm) Sorting (-) 

100F15w 100 
0.21 0.16 0.31 1.32 

100F10w 100 

75F15w 68 
0.24 0.15 0.64 1.75 

75F10w 68 

50F15w 47 
0.44 0.17 0.70 1.83 

50F10w 45 

25F15w 27 
0.57 0.19 0.76 1.71 

25F10w 26 

5.3 Morphological Data 

 5.3.1 Morphological Features 
In general, the measured topographic data were analyzed for runs 2 to 5 of each experiment. As 

the horizontal bed compacted significantly during the first run, the data from the first run was 

neglected in the data processing. 

Figure 5.9 and 5.10 shows for each wave condition (15w and 10w) the four measured profiles after 

Run 1 and Run 5 for the studied beds (100F, 75F, 50F and 25F), in the test section (between 90 and 

124m from the wave paddle). In these figures z=0m corresponds to the flume floor (0.9 m below 

the undisturbed bed level). 

In experiment 100F15w it is observed a slight deformation of the bed. It was observed erosion at 

the offshore direction, where the waves transformed due to the decreasing water depth, and 

accretion towards the onshore direction. The transport regime can be characterized as sheet-flow 

regime and no bedforms developed. Under condition 100F10w it was observed the development 

of bedforms at the offshore end of the test section, slowly migrating towards the frame. No regular 

forms developed in the vicinity of the frame and the transport regime is considered in the sheet-

flow regime. 

In experiment 75F15w several large, irregular forms were developed. Under wave condition 10w 

three-dimensional bedforms were generated that were smaller and more regular than the 

bedforms in condition 15w. The CCM data suggested the existence of a sheet flow layer on top of 

these large bedforms (Staudt, 2018b). 

In experiment 50F15w it was observed the development of large, irregular bedforms. The bed 

lowered towards the offshore and onshore slopes. ABS data showed a bedform height of 11±7cm 

and a wavelength of 111±52cm, while the SRP presented an average height of 13.5cm and a length 

of 116cm of the bedforms. Under wave condition 10w it was formed relatively regular bedforms 

along the test section, with the ABS presenting a bedform height of 6±3cm and a wavelength of 

70±20cm, while the SRP presented an average height of 14.75cm and a length of 84cm of the 

bedforms. 
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In bed 25F over the two wave conditions, along the whole test section, was observed the formation 

of regular bedforms that were slightly larger for condition 15w than for 10w. ABS data measured a 

height of the bedforms of 7±4cm and 6±2cm; and a length of 83±32cm and 72±24cm, for 15w and 

10w, respectively. SRP has measured only for 10w condition, registering a mean height of 14.63cm 

and length of 98cm. 

 

Figure 5.9: Measured profiles for wave condition 15w after Run 1 and Run 5 for all beds. Each column represents a different 
profile. Dashed vertical lines represent the location of the instruments frame. 

 

Figure 5.10: Measured profiles for wave condition 10w after Run 1 and Run 5 for all beds. Each column represents a 
different profile. Dashed vertical lines represent the location of the instruments frame. 

Figure 5.11 presents a photograph of the test section from the wave paddle towards the beach, 

with the instrument frame on the right. The left image illustrates the final bed for experiment 
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100F15w and the right image for experiment 25F10w. In the first case, it is verified a flat bed, while 

in the second case it is observed the presence of bedforms generated by the wave action. 

     

Figure 5.11: Top view of the test section for experiment 100F15w and 25F10w after empty the flume. 

 5.3.2 Active Layer 
As describe in Madsen (1987) the computation of the net transport rates with the SIM method, 

require an estimation of the active layer, this being the average vertical dimension of the transport 

system, interpreted physically as the thickness of the mobile layer or the depth of disturbance. 

When faced with a sheet flow transport regime, the active layer can be of the order of a few 

centimeters. However, for the regimes when the ripples are developed, the active layer thickness 

may be slightly higher and even be of the order of ripples height. 

Figure 5.12 presents the average values in space for the entire test section of the active layer 

measured with the Cores method (blue error bars), the Samples method (orange error bars), and 

with the Harris and Wiberg formulation, for wave condition 15w and 10w. The error bars represent 

the dispersion of the measured data. The active layer for wave condition 15w, in general, is bigger 

for all the methods, compared with condition 10w. However, the Cores method show a significant 

decrease as the percentage of fine sand increase, while the Samples method and H&W formulation 

exhibit a slight decrease. The results obtained for condition 10w show the same tendency, except 

for the Samples method, where it is observed an increase from 50F to 75F beds. It was also noticed 

that the values computed from H&W formulation are significantly lower than those measured 

physically at the flume, except for bed 100F, where the values are very similar. 
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Figure 5.12: Active layer of wave condition 15w and 10w (top and bottom panel, respectively) for distinct beds, obtained 
through Harris and Wiberg formulation (blue star), tracer Cores (blue error bars) and collected Samples (red error bars). 

The development of bedforms at the two last experiments (50F and 25F) raised the question if the 

height of the ripples could be related to the obtained active layer.  

Figure 5.13 shows the average value of the active layer for the Cores and Samples tracer method 

and the ripple heights measured with the ABS and SRP sensors. The active layer measurements with 

the ABS are lower than the values obtained with the SRP. Active layer calculations with the Samples 

method are more consistent with ABS data and will be considered in the net transport calculations. 

 

Figure 5.13: Average value of active layer of wave condition 15w and 10w) for distinct beds, obtained through tracer Cores 
(blue stars) and collected Samples (orange stars). Ripple heights measured with the Acoustic Backscatter (blue error bar) 
and Sand Ripple Profiler (red error bar). 
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5.4 Sediment Transport 

 5.4.1 ACVP (total) 
When combining the measured time-dependent concentration results with the measured time-

dependent flow velocities at the corresponding z-levels obtained with the ACVP, the sediment flux 

can be determined.  

Figure 5.14 presents the sediment fluxes close to the bed, within and above the sheet-flow layer. 

Panel (A) displays the free-stream velocity at 30mm height as a reference, indicating selected 

phases for which the instantaneous flux profiles are shown in panel (C). Panel (B) presents the 

instantaneous horizontal sediment flux, φ (z, t). 

The results show that the instantaneous fluxes in the sheet flow layer vary practically in phase with 

the free-stream velocity and decrease upwards in the water column. For bed 100F, the highest 

values of sediment fluxes are obtained above z=0m, approximately at z=0.004m and z=0.01m for 

conditions 15w and 10w, respectively. While for bed 75F, the highest values occur closer to z=0m. 

The fluxes are asymmetric, with higher maximum values onshore and lower offshore, which denote, 

for every experimental condition, a net sediment transport in the wave direction. 
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Figure 5.14: (A) Velocity times-series at z=30mm; (B) time-space diagram of instantaneous horizontal sand fluxes; (C) 
sediment fluxes at the phases indicated in the free-stream velocity panel above (A), for 100F15w, 100F10w, 75F15w and 
75F10w experiments. 
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Figure 5.15 shows the results of the time-dependent fluxes at different levels inside and outside 

the sheet flow layer, for conditions previously referred. Sediment fluxes are more pronounced for 

wave condition 15w for the same bed. However, for bed 75F it has a higher magnitude in the 

onshore and offshore direction.  

The net transport rates were computed integrating the sediment fluxes in the wave cycle and in the 

vertical. The values obtained are 6.92x10-5, 1.18x10-5, 9.92x10-5 and 1.32x10-5 kg/m/s for 

experiments 100F15w, 100F10w, 75F15w and 75F10w, respectively. 

Figure 5.15: Measured averaged sediment fluxes at different levels for experiments 100F15w, 100F10w, 75F15w and 
75F10w. 

 5.4.2 Profiles (total) 
The echosounders processing started with the filtering processes of the raw data, to eliminate any 

existing noise (Figure 5.16). The two maximums shown in the left figure correspond to the iron bars 

that were placed at the ends of the test section, as described in Chapter 4. 

 

Figure 5.16: Bed profiles made with one echosounder (Run 1 and Run 5, red and blue lines, respectively). (A) Raw data and 
(B) filtered data for profile y=4m. Experiment 50F10w. 
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As described in Chapter 4, different approaches were implemented to calculate the net transport 

rates from Equation 4.1: net transport rate from left-hand side (qsl), net transport rate from right-

hand side (qsr), weighting function (qsw), and extraction of the ‘porosity’ (mean method - qsm). All 

these methods were implemented in experiment 50F10w and will be presented as an example. In 

this experiment, there was no accumulation of sediment in the boundaries of the test section. 

Figure 5.17-A present the net transport rates from the left-hand side estimations for the four 

profiles of experiment 50F10w, and Figure 5.17-B from the right-hand side estimations. Figure 5.17-

C shows the results obtained by the weighted method, which is based on the combination of the 

previous methods. Figure 5.17-D corresponds to the results obtained with the Mean method, 

where the initial compaction between the initial bed and Run1 was extracted. The last two methods 

lead to more coherent tendencies, as at the ends of the test section, the transport will be closer to 

zero. These values having been considered for the calculation of the average transport. 

The results were affected by the dimension of the profiles, since they did not cover the entire flume, 

in addition to that in some cases some sand left the test area. The weighted and the mean method 

were developed in order to balance these errors. 

 

  

Figure 5.17: Sand transport rates for the experiment 50F10w. The four lines represent the four profiles of the echosounder 
over the width of the flume. Left and right hand-side formulation (A and B, respectively) and weighted and mean methods 
(C and D, respectively). 

The transport rates were estimated at locations where the flux was constant, instead of extracting 

the data from the instruments location. Abreu (2011) suggested that measurements close to the 

extremities of the test section could induce errors due to end effects and that areas with nearly 

constant transport rates are representative of the net transport rate within the flume. Thus, three 
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positions over each profile at the test section were selected and then an average value was 

computed. The results are presented in Figure 5.18.  

In Figure 5.18, the vertical error bars reflect the standard deviation from all transport 

measurements for one wave condition for each bed with the Mean method. The results show a 

decrease tendency of the total net transport rates as the mixture becomes coarser (d50 of the 

mixture increase). 

 

Figure 5.18: Measured net transport rate for both wave conditions (15w in blue and 10w in orange) for all the tested beds 
(100F, 75F, 50F and 25F), determined from the profile measurements with the Mean method. 

Figure 5.19 shows the results of the net transport rate measured with the bed profiles through the 

mean method (qsm) and the weighted method (qsw). The mean method fits in the results obtained 

with the weighted method, considered within the STENCIL project (Van der Werf et al., 2019). 

 

Figure 5.19: Measured net transport rate for both wave conditions for all the tested beds (100F, 75F, 50F and 25F), 
determined from the bed profiles integrated with the mean method (blue line) and the weighted method (orange line). 
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 5.4.3 Tracer 
Tracer concentrations of each experiment sample were computed, first considering all tracer 

particles and then separately for each fraction to understand the distribution of the fine and coarse 

fractions for the distinct beds and wave conditions. These results were analyzed in the horizontal 

and vertical directions to observe the tracer displacement over the bed and obtain the tracer 

transport. Finally, the digital granulometry of the extracted samples with tracer was performed and 

analyzed. Results of experiment 50F are presented in this chapter, while the remaining experiments 

are in Appendix B. 

5.4.3.1- Total Sediment Transport 
Initially, the total recovery rate was measured using Equation 3.8 and presented at Appendix B. 

Lower values were observed for experiment 100F15w and a maximum of 67% for both 25F sand 

beds. 

As referred to previously in Chapter 3, the estimates of the sediment transport rates (qs) with the 

tracer method is based on the product between the mean velocity of the mass center and the depth 

of the active layer. In order to determine the position of the mass center and calculate the mean 

velocity of the mass center, the integration of the concentration in the vertical was done.  

Figure 5.20 presents the horizontal concentration distribution of the fluorescent tracer obtained 

after all the wave runs for experiments 50F15w and 50F10w (A and B, respectively). The position of 

the tracer injection is represented by the white rectangle, the collected samples with black dots 

and the position of the mass center by the purple dot. The tracer concentration maps of the total 

mixture show that for 15w the mass center moved farther away from the injection point than for 

10w condition, which denotes a higher sediment transport rate. 

 

 

 

Figure 5.20: Distribution of the fluorescent sediment integrated in the vertical for experiment 50F15w and 50F10w for the 
total mixture (A and B, respectively) after run 5. The white rectangle represents the position of the tracer injection, and 
the purple dot the position of the center of mass. 

Figure 5.21 shows the total sediment transport obtained with the fluorescent tracer of all 

experiments considering both the Core and Samples method to compute the active layer thickness. 

The Core method, in general, gives higher values than the Samples method for wave conditions 
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15w and 10w, excepting for bed 100F, where the values are similar. These results are in line with 

the active layer depths shown in Figure 5.12. Wave conditions 15w and 10w show the same 

increasing trend from 25F to 50F. The error bars refer to the different active layers measured. 

 

Figure 5.21: Measured sand transport for both wave conditions (15w and 10w) and the distinct tested beds (100F, 75F, 
50F and 25F), determined by the tracer method, for the Core and Samples methodologies implemented for measuring the 
active layer. 

Figure 5.22 compares the transport results obtained using the tracer method (Samples), the ACVP 

and the profiles (qsm). For 10w wave condition, the profiles and fluorescent tracer results depict the 

same increasing trend as the percentage of fine sand increases. 

 

Figure 5.22: Measured sand transport for both wave conditions (15w and 10w) for all the tested beds (100F, 75F, 50F and 
25F), determined by the tracer method, for the Samples methodology, determined with the ACVP and with the profiles 
(blue, orange, and yellow lines, respectively). 

In order to verify the consistency of the results obtained at the end of Run 5, the transport of the 

fluorescent tracer was studied in the intermediate runs (Run 1 to Run 4). Once a sampling of the 
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central line of the channel was made between each run, the position of the center of mass was 

computed considering the average vertical concentrations. The active layer was verified from the 

collected samples. Figure 5.23 shows the vertical distribution of the concentration for experiment 

50F10w, as well as the obtained position of the center of mass. 

 

Figure 5.23: Tracer concentration distribution at y=2.5m along the test section (vertical cut) for experiment 50F10w (Run 
1, Run 2, Run 3 and Run 4 represented by A, B, C and D, respectively). The purple dot represents the mass center and the 
black rectangle the tracer initial placement. 

The tracer net transports were therefore computed for the different experiments, except for 

100F15w, 75F15w and 75F10w, since the sampling process between the runs had technical 
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problems. Figure 5.24 show that the average values (Run1-Run4) and the values calculated in Run5 

are coherent (in some cases very similar) for mixtures 50F and 25F which gives confidence to the 

values obtained. 

 

Figure 5.24: Measured sand transport for both wave conditions (15w and 10w) for all the tested beds (100F, 75F, 50F and 
25F), determined by the tracer method, with the Samples methodology, after Run5 and in the intermediate runs (blue and 
orange lines, respectively). 

5.4.3.2- Selective Sediment Transport 
Fine and coarse fluorescent tracer concentrations were analyzed separately to measure selective 

transport rate. Figures 5.25 and 5.26 present the concentration distribution after all the runs of the 

detected fluorescent tracer of experiments 50F15w and 50F10w for the fine and coarse fraction (A 

and B, respectively). As observed, the displacement of the mass center (purple dot) of the fine 

fraction moved less than the coarse fraction. Similar results are observed for the experiments with 

25F (see Appendix B). For the 75F experiments, the finer fraction moved further onshore than the 

coarser fraction. In all cases the net transport rate for all conditions is positive, i.e., in the waves 

direction.  

 

Figure 5.25: Distribution of the fluorescent sediment integrated in the vertical for experiment 50F15w for the fine and 
coarse fractions (A and B, respectively) after Run5. The white rectangle represents the position of the tracer injection, and 
the purple dot the position of the center of mass. 
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Figure 5.26: Distribution of the fluorescent sediment integrated in the vertical for experiment 50F10w for the fine and 
coarse fractions (A and B, respectively) after Run5. The white rectangle represents the position of the tracer injection, and 
the purple dot the position of the center of mass. 

Figure 5.27 shows the measured net transport rates for all the experiments performed. For both 

wave conditions, bed 75F presents higher transports for the fine fraction. However, this tendency 

changes for beds 50F and 25F, where the coarse sediment transport became larger. 

 

Figure 5.27: Measured sand transport for both wave conditions (15w and 10w) for all the tested beds (100F, 75F, 50F and 
25F), determined by the tracer method, for the Samples methodology, for the fine and coarse factions (blue and red, 
respectively). 

5.4.3.3- Digital Granulometry 
From the samples collected in the final runs, it was possible to observe the new distributions of the 

grain sizes in the test section. Figure 5.28 displays the digital granulometry of the fluorescent tracer 

obtained for beds 50F15w and 50F10w for which the initial d50=0.44mm. The results obtained for 

the other experiments are presented in Appendix B. For the 1.5m wave height it is mainly observed 

grain sizes between 0.25 to 0.5mm onshore of the injection strip and at the offshore direction finer 

sediment. For the wave condition 10w, d50 higher than 0.25mm stays closer to the injection area at 
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the onshore direction, while the fraction below 0.25mm move in the offshore direction or away of 

the instruments frame. 

 

Figure 5.28: Distribution of the vertical average values of d50 for experiment 50F15w and 50F10w (A and B, respectively). 
Black dots represent the collected samples and the white rectangle the tracer injection. The d50 intervals represent silt (0-
0.063mm), very fine sand (0.063 – 0.125mm), fine sand (0.125 – 0.25 mm), medium sand (0.25 – 0.5 mm) and coarse sand 
(0.5 – 1mm). 

Figure 5.29 presents the initial d50 of the beds given in Table 5.3 and the mean d50 of the fluorescent 

tracer for different bed vertical layers. These results are based on all the collected samples at 

distinct layers, D1, D2, D3, D4, and D5 which correspond, respectively, to levels 0-1cm; 1-3cm; 3-

5cm; 5-7cm and 7-9cm. The results do not show a clear correspondence between the d50 and the 

level of the layer, and show systematic lower values of the median grain size, except for 75F10w, 

where the results are close to the initial value. 

 

Figure 5.29: Digital granulometry of the fluorescent tracer along the vertical for all the tested mixtures. The horizontal 
red lines represent the initial d50 of the mixture. 
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5.5 Discussion 

 Hydrodynamic data 

The data obtained by the ADV allowed understanding the shape of the imposed waves in the wave 

flume. The velocity skewness (R) presented values greater than 0.5, meaning that the magnitude of 

the velocity at the crest is greater than at the trough (positive skewed). Otherwise, α (wave 

skewness parameter) less than 0.5 indicates a crest of shorter duration than the trough. This shape 

of the waves acts as driven mechanism for sediment transport (Abreu, 2011). 

The characteristic three-layer structure of the wave boundary layer streaming is observed in these 

experiments, as observed by Schretlen (2012). This structure is different from the streaming profile 

shape measured in oscillating flow tunnels for similar velocity skewed oscillatory flows and similar 

sand. The onshore streaming within the wave boundary layer is not reproduced in the oscillatory 

flow tunnels and above the wave boundary layer, a mean current onshore is observed in oscillatory 

flow tunnels, while a mean current offshore under surface waves (return flow) is observed. 

The maximum onshore streaming velocity against the maximum onshore free stream velocity for 

experiment 100F15w presents slightly lower values when compared with the previous data 

collected at the same facility (Schretlen, 2012). However, analyzing the measured results, it appears 

that for the same wave condition (e.g., 15w or 10w), the maximum streaming velocity increases 

with an increasing free stream velocity. 

The negative mean current (directed towards the wave paddle) in the middle part of the water 

column measured by the ADV, it is a common observation in wave flumes. Due to the Stokes-drift 

caused by the surface waves, there is a mean mass transport under the crests in the direction of 

wave propagation and as the flume is confined this generates a negative mean current to offshore. 

Other authors observed this process in the same facility (e.g., Dohmen-Janssen and Hanes, 2002 

and Schretlen, 2012). Schretlen (2012) mentioned that surface waves induce Lagrangian and 

Eulerian mean velocities. The first occurs since the wave will move with larger forward velocities at 

the top of its orbit than the backward velocities at the bottom and because the particles move with 

the wave during its forward motion and against it during its backward motion, spending more time 

moving forwards than backwards. The second results from a return flow compensating for mass 

flux in the direction of wave propagation. The Lagrangian mean velocity leads to an onshore 

directed mean velocity, close to the bed, while the mean velocity resulting from the Eulerian 

process can either be on- or offshore directed. 

 Sedimentary data 

The sand bed did not present the percentages of fine and coarse sediment initially defined. For the 

75F and 50F sands the percentage of the fine fraction was lower (68 and 46, respectively). That 

occurred since the sand mixture was prepared in a truck, being dumped later outside the flume 

facility. Afterward, this material was transported to the test area by tractors. Among these 

processes, it is natural that some fine sediment was lost or displaced towards the bottom. 
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 Sediment transport 

The measurements made with the ACVP show that the sediment flux takes place in the lower levels 

of the sheet-flow layer, and is onshore due to the velocity and acceleration skewness, which lead 

to differences at the on and offshore flow velocities and erosion depth asymmetry. The higher flow 

velocity and velocity asymmetries generate more sediment being brought up in the upper sheet-

flow layer. 

The estimates of net transport rates based on the topographic profiles for the STENCIL experiments 

with the different integration methods were not the same. These differences arise since the survey 

of the profiles was not done along the entire length of the flume, but only in the test section and 

for some conditions, sand left the test section. This has repercussions in the calculation of sediment 

transport, generating some doubts regarding the results, since the principle of mass conservation 

was not maintained. The survey was defined only close to the test section as the time for each 

experiment was limited, not being practicable to do the complete extension of the flume between 

each run. Besides, 3D bedforms were developed, bed porosity was not constant, and compaction 

effect had occurred. 

Given the poorly sorted nature of the sediment, it was likely that due to reorganization of the sand 

grains, the bed compacted during all the runs, not only after the first sequence of waves. If this 

happened, our left-hand side approach would yield a positive horizontal transport rate even in 

cases when there is no physical horizontal transport.  

The left to right method says no compaction had occurred after the first run and all loss of sand 

ends up onshore between the test section and the beach. The weighted method considered zero 

net transport rate at the offshore boundary, ignoring the fact that a few amounts of sand has been 

transported onshore away from the test section and therefore assume all loss volume is due to 

compaction only, as the mean method. The first method will overestimate the actual transport rate 

because there is some compaction after 20 minutes of waves, and the last two will underestimate 

the net transport rate because an unmeasured volume of sand is certainly transported onshore 

away from the test section. Therefore, the ‘real’ value of net transport rate probably lies between 

the values given by these methods. 

There was no evidence of significant transport in the offshore direction at the left side of the test 

section. The boundary condition for calculating net transport rate from left to right was better 

defined while the boundary condition for calculating from right to left presented some errors, being 

discard the net transport rates estimated with this method. Previous experiments developed in the 

GWK involving net transport measurements (Schretlen, 2012) also used a left to right approach, so 

this technique was considered as the weighted and mean method. 

The tracer experiments, when compared with the former methods, have the advantage to compute 

both the total and fractional transport rates.  

The present experiments were made considering mixtures of different grain sizes, 0.21 and 

0.58mm. This can affect the precise quantification of the fluorescent tracer, as the fine fraction will 

hide under the coarse fraction, becoming difficult to count them. A careful analysis had to be done 
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either in the calibration and disposal of the sand samples in the tray in order to not neglect the fine 

fraction (see section 4.4.5.1). 

Two questions can be asked regarding the sampling of the fluorescent tracer in the controlled 

experiments of the GWK: why no more samples were taken? Why was a regular sampling 

distribution not maintained? 

First, there was a limitation of time and space for doing the intermediate sampling, in order to fulfill 

the schedule and access time to the GWK flume. In this case, between runs, we had limited time 

(less than 20 minutes) to do the sampling and the respective sample divisions. In this way, it was 

impossible to collect a large volume of samples, as well as it was necessary to be careful with 

sampling location since there were instruments buried in the sand. Therefore, only one central line 

was defined for sampling after Runs 1-4. 

Secondly, a regular distribution was not maintained, since instruments were placed in the middle 

of the channel, making impossible to collect samples in this area and very close to it. Besides, the 

excessive number of samples and subsequent analysis are also an influential factor, since as more 

samples, more material would have to be transported to Portugal and analyzed. Thus, the tracer 

displacement between the runs was observed, and depending on its position, a sampling grid was 

defined.  

The center of mass of the tracer was computed from the concentration in the samples with ArcGIS 

software. The influence of the interpolation in the displacement of the center of mass was accessed. 

It was observed that whatever the resolution of the spacing, the displacement values of the CM did 

not change much, having a relative error of 1.6%. 

Although we are performing a controlled experiment, distinct factors may influence the results. For 

example, sometimes the tracer concentration is very low, and may induce an unrealistic active 

layer. On the other hand, the sampling method used at the end of Run 5 (see section 4.4.3) might 

contaminate the lower layers of the core if there is a larger percentage of tracer at the bed surface. 

Because of that, the 80% factor defined by Kraus (1985) was implemented to define the active layer 

depth. As mentioned by Madsen (1987), the quantitative estimation of sediment transport with 

this tracer method depends linearly on the depth of tracer mixing into the bed. Therefore, an 

inaccurate estimation of this quantity can drive large errors in the net transport rates. 

The recovery rates were very distinct between the experiments. The recovery rate of the 100F15w 

experience was 9%. This occurred since the tracer was initially introduced directly into the channel, 

not having been washed. The diluent caused the tracer to come to the surface, at least part of it, 

causing a loss of tracer. Nevertheless, the net transport rates computed with the tracer method 

agree for this experimental condition with those obtained with the profiles and the ACVP, what 

confers consistency to the results. For the following experiments the sediment tracer was washed 

previously: the recovery rates are nearly 40% for the experiments with 75F and higher than 50% for 

50F and 25F.  

The distinct techniques used in these experiments to measure the net transport rate (tracer, ACVP, 

profiles) made the results more coherent and valid. The measured total net transport rates present, 

in general, a decrease as the d50 of the sand mixture increases. The coarser sediments have higher 
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critical bed shear stress and, for the same hydrodynamic conditions, less capacity of being 

transported. The profile method results fit the tendency described. However, as described, there is 

some uncertainty in the chosen method of integration and in the precision of the results as the leak 

of sand out of the test section was not considered in the integration of the sediments balance 

equation. For the tracer experiment results, that tendency is observed for the wave conditions 10w, 

but it is not for the ones with 15w. In the last case, the net transport rates have almost similar 

values, independently of the bed mixture, except for the 75F15w. In fact, the orbital velocity 

amplitude increased for the coarser mixtures, as depict in Figure 5.3 (and minor changes in R and α 

were also observed), counteracting the tendency of having less transport rates as the d50 increases. 

We do not find a plausible explanation for the decrease observed in 75F15w condition. There is 

only the evidence of a lower value of α in the measurements of the ADV3, but which are not 

noticeable neither in ADV1 and the ACVP data. 

Regarding the ACVP data, these are local measurements and are representative of the transport 

rates in the test section for plane bed sheet flow conditions (e.g., 100F15w). The existence of bed 

forms where the ACVP is located can disturb the measurements, and therefore the results obtained 

for the 75F conditions might not be representative of the test section (see Figures 5.9 and 5.10). 

The total net sand transport rates measured with the profiles for experiments 100F15w and 

100F10w are higher than measured by Dohmen-Janssen and Hanes (2002) (cases Mi and Mh) and 

Schretlen (2012) (cases Re1575m, Re1565m and Re1065m) in the same wave flume with 

comparable wave and sand conditions. On the other hand, the results obtained with the tracer 

method include the values measured by the previous authors, since the error bar is larger. However, 

on average, the values obtained by the tracer method are also higher than those measured by other 

authors. Comparing the results with Series B, measured by Ribberink and Al-Salem (1994) in the 

LOWT, with the same d50 and similar wave conditions, the STENCIL results are higher than those. 

The analysis of the sediment transport rate (total and for each fraction) as a function of the root 

mean square wave velocity (urms) corresponding to the wave conditions 15w and 10w and for the 

different studied mixtures (Sand B - 75F25C; Sand C - 50F50C and Sand D - 25F75C) is presented in 

Figure 5.30. It is observed that the total transport rate is positive, that is, in the direction of wave 

propagation, and increases with the value of urms, for all mixtures. Concerning the fractional 

transports, it is observed that for the mixture 75F25C (Sand B), the transport rate of the finer 

fraction is close to the total transport rate, while the coarse fraction is less transported. For 50F50C 

(Sand C), the transport rates of the two fractions are similar. For 25F75C (Sand D), the opposite to 

that observed for Sand B is verified, being here the coarse fraction more transported than the fine 

one. 
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Figure 5.30: Observed sediment transport rate (total and for each fraction) obtained with the fluorescent tracer 
experiment as a function of the root mean square velocity of Sand B (A: 75F25C), Sand C (B: 50F50C), and Sand D (C: 
25F75C) of STENCIL experiments. 

To study the interaction between different grain sizes in mixtures in more detail, the measured fine 

transport rates of this fraction in a mixture are compared with the transport rates of the same 

fraction in case of uniform sand for the same hydraulic conditions. To account for the reduced 

presence of the size fractions in the sand bed in the mixture situation, the fractional transport rates 

qs,i are divided by their probability of occurrence pi in the original sand mixture. 

It is observed in Figure 5.31 that, for any value of the root mean square of the wave, the fine fraction 

of the mixture is less transported than the uniform sediment of the same particle size. It is verified 

that the transport rate of the fine material decreases as its percentage decreases in the bed 

mixture. On average, there is a 41% decrease from the uniform sand (Sand A – 100F) for the Sand 

B mixture, 65% from the uniform sand for the Sand C mixture, and finally 88% decrease from the 

uniform bottom for the Sand D mixture. These results are indicative that the transport of fine 

sediment is inhibited by the presence of coarser sediment (armoring effect). This effect was also 

observed by Hassan et al. (2005), who compared the results of the fine fraction of Series P 

(d50=0.21mm) with the results obtained in Series B experiments (carried out under the same 

experimental conditions). They observed that the fine fraction of the mixture was less transported 

than the uniform sediment with the same particle size, having a decrease of approximately 33%. 

This value is close to the decrease observed between the uniform bed (Sand A) and the mixture 

with 75% fine material (Sand B), of 44%. Note that these two beds are in sheet-flow regime, as in 

the case studied by Hassan et al. (2005), however, with higher sediment transports at GWK. 

It is important to remember that the Sand A and Sand B beds are under the sheet-flow regime, 

while Sand C and Sand D are already under the ripple regime. Moreover, as the percentage of the 

coarser fraction increases, there is a changing in the transport regime, from sheet flow plan bed to 
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wave induced bed forms. The presence of bed forms for the 50F and 25F experiments can induced 

non-steady effects mainly for the finer fraction, promoting a transport also in the offshore direction. 

The granulometric distribution of the bed corroborates this assumption, as is it finer in the offshore 

direction from the tracer injection point (see Figure 5.28 and the Figure B.8- Appendix B). 

 

 

Figure 5.31: Fine sediment transport rate observed for different percentages of this sediment in the bed material – 
STENCIL. 

Regarding the transport of the coarse sediment fraction, there are no experiments carried out with 

a uniform distribution of this sediment and it is not possible to carry out the same analysis as for 

the fine sediment. According to Figure 5.32, although there is a transition in the transport regime, 

there is an increase in the transport of the coarse fraction as it increases its percentage in the 

bottom mixture, for the higher urms. However, for lower urms values, this increase is unclear. The 

exposure effect of the coarser fractions is observed. One hypothesis to explain this behavior is to 

assume that for 75F25C the coarser grains become immersed in the finer bed and less exposed to 

the flow. On the other hand, as the percentage of coarser sand increases the coarser sizes protrude 

higher into the flow and experience a higher flow exposure. The changes in the coarser fractional 

transport are not well document in the literature (see Cloin, 1998). This behavior was observed by 

Hassan (2003) for the coarse sediment of the P series (d50=0.97mm – 30%), compared with the 

results of the uniform Q series, with the same particle size and S series, with a percentage of 20% 

of coarse material in a mixture of 3 fractions. 
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Figure 5.32: Coarse sediment transport rate observed for different percentages of this sediment in the bed material – 
STENCIL. 
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Chapter 6 

Verification and Improvement of Sand Transport 

Models with Laboratory Data 
 

6.1 Introduction 

In this chapter, the models presented in Chapter 2 will be applied to a set of experimental data 

related to different conditions of flow and sediment distribution. In each case, the transport 

calculated by the model will be compared with the experimental results to verify if the models are 

able to correctly predict the transport rates. For this purpose, the following experimental series 

were considered for this study: 

- series C (Ribberink and Al-Salem, 1992), series B (Ribberink and Al-Salem, 1994), series 

E (Katopodi et al., 1994) and the series I, J and H (Dohmen-Janssen, 1999). All the 

experimental cases mentioned, refer to conditions of uniform particle size and for 

which the bottom is locally flat and horizontal; 

- Series K and P (Hamm et al., 1998; Hassan et al., 1999). These experiments considered 

a sand bed composed of more than one fraction and different hydraulic conditions in 

plane bed sheet flow; 

- The new sand transport data collected during the present study, with uniform and 

graded sand (see Chapter 4 and 5). These new data were the first experiments with 

graded sand performed in a large wave flume. The complete data set consists of 40 

different experiments, with different sand mixtures and for flow conditions. 

The main goal of this chapter is to verify the behavior of Silva et al. (2006) and Abreu et al. (2013) 

models, and if necessary, introduce modifications in some of the processes described in the models 

to improve the numerical solutions. Furthermore, we will address the validity of using the size-

fraction approach for modelling size-graded sand transport, to verify if the introduction of a 

correction factor will improve the results and to gain more insight into the selective transport 

behavior of the different graded transport models. 

In this chapter, model verifications with uniform sand data are presented in section 6.2, and for 

graded sand in section 6.3. Moreover, the new data set of experiments (STENCIL project) will be 

studied in section 6.4, with the application of both models. Finally, a brief discussion will be done 

at section 6.5. 
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6.2 Model Verification with Uniform Sand Data 

 6.2.1 Description of the Uniform Sand Data 
To confirm that the models presented in Chapter 2 respond accurately to the introduced 

hydrodynamic conditions at a uniform bed, sediment transport was calculated for different 

experiments, with or without associated asymmetry, as well as currents, and for flat and rippled 

beds. For that purpose, Series B, C, E, J, I, H, and WI were considered. 

Series E (Katopodi et al., 1994) were carried out to measure the sediment transport inside the 

bottom boundary layer generated by the overlap of a sine wave and a current. The experiments 

were carried out in the Large Oscillating Water Tunnel (LOWT) of WL | Delft Hydraulics (for a 

description see Ribberink and Al-Salem, 1994). This facility enables a full-scale simulation of wave-

induced oscillatory flows near the seabed. The median diameter of the sediment grain considered 

in the simulations was 0.2mm. The experimental conditions considered in this series were defined 

so that the amplitude of the orbital wave velocity decreases while the current velocity increases. 

Series H, I, and J were carried out by Dohmen-Janssen (1999) in the LOWT of WL | Delft Hydraulics. 

These are analogous to those performed by Katopodi et al. (1994). However, different values of the 

median diameter of the sediment were considered (Series H: d50=0.13mm; Series I: d50=0.32mm; 

Series J: d50=0.21mm). This set of experiments was intended to determine the influence of the grain 

diameter and the possible occurrence of non-stationary effects on sediment transport. 

Series B (Al-Salem, 1993; Ribberink and Al-Salem, 1994) considered an oscillatory flow associated 

with a 2nd order Stokes wave with a period between 6.5 and 12s, for a bed with a median diameter 

of the sediment of 0.21mm. Under these experimental conditions, it was observed that the 

sediment flow is confined to a thin layer near the bottom whose thickness does not exceed 1cm. 

Series C (Al-Salem, 1993) consisted of oscillatory flows with velocity and acceleration skewness. The 

experiments were carried out also in the LOWT facility, in a plane-bed condition sheet flow regime 

for a bed with d50 of 0.21mm. The imposed waves were regular asymmetric (2nd order Stokes) with 

a root-mean-square value of the horizontal oscillatory flow velocity of 0.55m/s and a period of 6.5s 

(experimental condition 1 – velocity-skewed wave). 

Watanabe and Isobe (1990) executed a set of experiments in an Oscillating Water Tunnel with 

rippled beds (Series WI) for two distinct sediments (d50 of 0.18mm and 0.87mm). These experiments 

intended to observe the presence of non-stationary effects on sediment transport. For an 

oscillatory flow over a rippled bed, the transport does not always proceed in the direction of the 

mean flow. The non-stationary effects are due to the presence of vortices that are formed in the 

areas adjacent to the crest of the ripple, maintaining the sediments in suspension. 

Table 6.1 synthetizes the experimental conditions.  
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Table 6.1: Hydraulic conditions of all series of experiments with uniform sands. Here d50 is the median grain diameter; T is 
the flow period; urms is the root mean square velocity; u0 is the mean current velocity. 

 Wave type Regime d50  
(mm) 

T (s) urms  
(m/s) 

u0  
(m/s) 

Serie E  wsin+c Sf 0.21 7.2 0.64-1.13 0.15-0.4 

Serie H wsin+c Sf 0.13 4.0-12.0 0.35-1.0 0.23-0.43 

Serie I wsin+c Sf 0.32 7.2 0.46-1.1 0.26-0.42 

Serie J wsin+c Sf 0.21 4.0-12.0 0.33-0.9 0.23-0.41 

Serie B 2nd order 
Stokes 

Sf 0.21 5.0-12.0 0.2-1.0 0 

Serie C 2nd order 
Stokes + c 

Sf 0.21 6.5 0.55-0.8 0-0.4 

Serie WI 2nd order 
Stokes + c 

R 0.18;0.87 3.0 – 6.0 0.21-0.31 (-)0.3-0.25 

To compare the observed and calculated net transport rates with the formulations of Abreu and 

Silva, the Brier Skill Score (Van Rijn et al., 2003) will be considered as a measure of the formula 

accuracy: 

BSS=1-<|qs,calculated – qs,measured|2>/<qs,measured
2>   (6.1) 

Van Rijn et al. (2003) proposed the following skill qualification: excellent: BSS=1.0-0.8; good: 0.8-

0.6; fair: 0.6-0.3; poor: 0.3-0; bad:<0. The root-mean-square error was also considered to verify the 

models performance: 

RMSE= √∑ (𝑞𝑠,𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 − 𝑞𝑠,𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
2𝑁

𝑖=1 𝑁⁄ )   (6.2) 

 6.2.2 Silva’s Model 
The Silva et al. (2006) model was modified considering the implementation of some adjustments 

suggested by Abreu et al. (2013) and introduced in Chapter 2, such as the description of the velocity 

from r and φ (index of skewness and waveform parameter, respectively), as well as the bed shear 

stress calculation. In this subsection the results obtained by Silva et al. (2006) and the “New” 

modified model are presented for the series mentioned above in Figures 6.1, 6.3, and 6.5 and 

Figures 6.2, 6.4, and 6.6, respectively. The comparison with the measured results is made to verify 

whether the 'New' model agrees with the results previously obtained.  

In Figures 6.1 – 6.6, the values of <qs> calculated were plotted against <qs> measured: the 

continuous line represents the perfect agreement between the model and the experimental results, 

and the two dashed lines mark the region in which the numerical results differ from observed by a 

factor of 2. 

Figure 6.1 represents the solutions obtained by Silva et al. (2006), verifying that 100% of the 

calculated transports are within factor 2, and that, in general, the numerical results overestimate 

the experimental results. These numerical solutions were obtained through the calibration of the 

model, presented in Silva (2001). Applying the same hydrodynamic conditions and without new 

calibrations to the 'New' model (Figure 6.2), 89% of the calculated results are within the factor of 
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2, and that, contrary to what was presented earlier, the numerical results underestimate the 

experimental values. 

All the performance criteria, BSS, indicate an excellent agreement between the measurements and 

predictions for the series E, I, J, and H for the results obtained by Silva et al. (2006) and for the new 

model. The bias was slightly higher for the new model, except for Series J, where the new 

description of the model gave better results (Silva: BSS=0.96 and bias=24.25%; ‘New’: BSS=0.94 and 

bias=-2.00%). 

 

Figure 6.1: Comparison between the total transport rate calculated by Silva’s (2006) model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series E and J (d50=0.21mm), I (d50=0.32mm) and 
H (d50=0.13mm). 

 

Figure 6.2: Comparison between the total transport rate calculated by the ‘New’ model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series E and J (d50=0.21mm), I (d50=0.32mm) and 
H (d50=0.13mm). 
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The analysis of Figure 6.3 and Figure 6.4 reveals that 100% of the experimental results are within a 

factor of 2 in both models, for series B and C. However, the calculated results, presented in Figure 

6.3 (Silva model) are slightly underestimated compared to those observed, while in Figure 6.4 

(‘New’ model), the results are more homogenized. This can be seen from the analysis of the bias, 

which for the first case is -9.65% and -21.82% (Series B and C, respectively), while for the latter, it 

is -5.89% and 12.05%. The BSS value is higher than 0.91 for both models, representing excellent 

results. The RMSE of Silva’s model were inferior for Series B and higher for Series C (3.85 and 

2.82x10-6 m2/s, respectively) in comparison with the ‘New’ model (6.49 and 1.99x10-6 m2/s, 

respectively) 

 

Figure 6.3: Comparison between the total transport rate calculated by Silva’s (2006) model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series B and C (d50=0.21mm). 

 

Figure 6.4: Comparison between the total transport rate calculated by the ‘New’ model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series B and C (d50=0.21mm). 
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For Series WI (Figure 6.5 and Figure 6.6) it is observed for both models a large scatter of the plotted 

points. However, the models seem to predict the situations when the phase lag effects occur, but 

it does not correctly reproduce the enhancement or reduction of sediment transport rate in the 

wave direction due to this mechanism. For the original Silva’s models 35% of the results are in the 

factor of 2, while in the ‘New’ approach, only 26% is restricted to the factor. 

 

Figure 6.5: Comparison between the total transport rate calculated by Silva’s (2006) model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of Watanabe and Isobe (WI) series (d50=0.87 and 
0.18 mm). 

 

Figure 6.6: Comparison between the total transport rate calculated by the ‘New’ model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of Watanabe and Isobe (WI) series (d50=0.87 and 
0.18 mm). 
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 6.2.3 Abreu’s Model 
Abreu’s model, described in Chapter 2, was applied to the same data set (series E, I, H, J, B, C, and 

WI). The model showed to be very sensitive to the variation of ks (the Nikuradse roughness height), 

as previously observed (Abreu, 2011). For example, Series E, H, J, B, C, and WI-0.18mm used 

ks=15d50, while Series I and WI-0.87mm used ks=2.5d50.  

The implementation of some adjustments was done to improve the model's performance. First, the 

friction factor considered by the authors (Nielsen 1992, Equation 2.19) was changed to the friction 

factor of Swart (1974). In this case, the equation of ks is defined as presented in Equation 2.5, with 

no replacement of ks depending on the studied sediment. As can be seen in Table C.1 (Appendix C), 

the Swart formulation for fw shows better values for BSS, RMSE, and R2 on the computed transport 

rates. Finally, a variation of ϕ (phase lead parameter) was considered, which according to Abreu et 

al. (2013), shows a high dependence on the results. To study this dependence, several values of ϕ 

were considered (25, 35, 45, 51, 65, 75), being ϕ =51° defined by the authors as the one with better 

results. When applying this ϕ variation to Abreu's model, now with fw defined by Swart, it was found 

that a fit value of 45° presents better approximations (Table C.2 in the attachment). This study was 

done both for uniform sand data (series E, I, H, J, B, C, and WI) and for mixed beds (Series K and P), 

which will be presented later. Using the new approximation for a uniform bed, we shift from BSS, 

RMSE, and R2 values of 0.83, 3.93, and 0.83 to 0.90, 2.95, and 0.9, respectively. Thus, after 

evaluating the model, it was defined that the Abreu model would consider ϕ = 45°, fw defined by 

Swart (1974) and a ks considered in the study of Silva et al. (2006), this being the 'New' model of 

Abreu that will be studied from now on. 

Figure 6.7 represents the results obtained by Abreu’s ‘New’ model for Series J, E, I and H: 78% of 

the calculated transports are within factor 2, and that, in general, the numerical results 

overestimate the experimental results. Series H presents the worst results, presenting a good BSS 

and an RMSE of 6.76x10-6m2/s. The remaining series present a BSS of 0.82 to 0.96. 

 

Figure 6.7: Comparison between the total transport rate calculated by Abreu’s ‘New’ model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series E and J (d50=0.21mm), I (d50=0.32mm) and 
H (d50=0.13mm). 
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For Series B and C presented in Figure 6.8, 100% of the experimental data results within a factor of 

2, with an excellent agreement (BSS of 0.84 and 0.94, respectively) and a coefficient of 

determination (R2) not inferior to 0.91. 

 

Figure 6.8: Comparison between the total transport rate calculated by Abreu’s ‘New’ model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series B and C (d50=0.21mm). 

For Series WI it is observed (Figure 6.9) a large scatter of the plotted points, verifying that the model 

does not seem to predict the situations when the phase lag effects occur, only 18% of the results 

are in the factor of 2. 

The ‘New’ Abreu’s model represents the series under study well, except in cases where phase lags 

have an important impact on sediment transport (rippled beds). 

 

Figure 6.9: Comparison between the total transport rate calculated by Abreu’s ‘New’ model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of Watanabe and Isobe (WI) series (d50=0.87 and 
0.18 mm). 
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6.3 Model Verification with Graded Sand Data 

 6.3.1 Description of the Graded Sand Data 
When two or more sediment distributions with different median diameters coexist, interaction 

processes between the sediment grains may occur. The finer sediment is protected by coarser, and 

the latter are more exposed to the flow. These interaction processes will influence the transport of 

the different fractions present. 

In this section, the application of the sediment transport models to the set of experimental results 

of the Series K and P is made. Series K (Hamm et al., 1998) is characterized by a bi-modal distribution 

of 50% fine material, d50 =0.13mm, and coarse material, d50=0.32mm. Series P (Hassan et al., 1999) 

has a distinct distribution, 70% fine material, d50=0.21mm, and 30% coarse material, d50=0.97mm. 

The authors selected a bi-modal distribution so that there was no overlap in the dimensions of the 

sediments, which enabled the calculation of the transport rate for each of the fractions. Table 6.2 

presents the sedimentary characteristics of each series, as well as the geometric standard deviation. 

Table 6.2: Sand size characteristics for the graded sand conditions of Series K and P. The d10, d50 and d90 grain diameters 
of the mixtures and fractions it is presented, as the percentages of each fraction (F: fine fraction; C: coarse fraction). 

 Mixture Fractions 

d10 
(mm) 

d50 
(mm) 

d90 
(mm) 

σg 
d50 F 
(mm) 

d90 F 
(mm) 

d10 C 
(mm) 

d50 C 
(mm) 

Serie K 
(50%F:50%C) 

0.097 0.194 0.406 1.85 0.21 0.182 0.217 0.32 

Serie P 
(70%F:30%C) 

0.16 0.24 0.99 2.31 0.97 0.32 0.79 0.97 

Series K and P were performed at LOWT facility of WL|Delft Hydraulics, with 2nd order Stokes 

waves with different velocities (Table 6.3) using a R of approximately 0.65 for Series P and 0.66 for 

Series K. These experiments were executed to study sediment transport processes with size-graded 

sediment, showing a clear effect of size-gradation on the measured transport rates in oscillatory 

sheet-flows and confirming the need to take into account these type of processes in sediment 

transport models. 

Table 6.3: Hydraulic conditions of all series of experiments with uniform sands. Here T is the flow period; urms is the root 
mean square velocity; u0 is the mean current velocity. 

 Wave type Regime T (s) 
urms 

(m/s) 
u0 

(m/s) 

Serie K 
2nd order 

Stokes 
Sf 6.5 0.59-0.84 

0.024-
0.035 

Serie P 
2nd order 

Stokes 
Sf 6.5 0.59-0.90 

0.026-
0.029 

In the previous section, the models described the sand bed as uniform sediment, characterized by 

a mean diameter (d50). For graded sand conditions, an improvement must be accounted, as the bed 

material can be divided into distinct size-fractions (multi-fraction approach). The multi-fraction 

approach, as described in Chapter 2, is based on the calculation of the net transport rate of a 
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fraction j with diameter dj and percentage pj of that fraction in the bed material. Then the total net 

transport rate is equal to the sum of the transport rates of all fractions.  

Silva (2001) and Hassan (2003) considered that the roughness height (ks), which computes the 

bottom shear stress, is the same for all fractions and is obtained from the d50 of the sand mixture. 

Van Rijn (2007) studied the effect of considering a roughness based on the grain diameter of each 

fraction or whether the same roughness, based on the median grain diameter of the mixture. Van 

Rijn (2007) compared the predicted net transport rates from quasi-steady formulae using both 

approaches with the medium sand results of Hassan (2003), and obtained the best results with the 

first approach. In this work will be assumed that the roughness of each fraction is based on the 

grain diameter of each fraction, assuming segregation of the fractions during the experiment, as 

described by Van Rijn (2007), and observed during the majority of Hassan’s (2003) graded sand 

experiments. 

 6.3.2 Silva’s Model 
The same approach presented in subsection 6.2.2 will be considered. The results of Silva (2001) and 

the modified model will be compared for a Series K and P, characterized by their graded sand 

distribution. First the behavior of the model with d50 of the mixture will be studied, then the multi-

fraction approach calculated, and finally the introduction of the correction factor of Day. 

6.3.2.1- d50 of the Mixture 

Figure 6.10 presents the total net transport rate results obtained by Silva (2001) and the ‘New’ 

model, assuming that the distribution of sediment at the bottom is uniform. Thus, Equation 2.30, 

N=1, and the median diameter of the sediment is equal to the d50 of the mixture. In general, it is 

observed that both models simulate reasonably well the experimental results, as 100% of 

calculated transports are within the factor 2. However, the numerical results slightly overestimate 

the measured results. Series K presents a better agreement with the ‘New’ model, with a higher 

BSS 0.97, instead of 0.79, a bias decrease (48% to 19%) and the RMSE decreases (8.69 to 3.18x10-6 

m2/s). Series P, on the other hand, presents fewer changes, as BSS has the same value, 0.95, while 

the bias changed from 20.9% to 2.44%, and the RMSE is approximate (5.0 and 5.6x10-6 m2/s, Silva’s, 

and ‘New’ model, respectively). 
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Figure 6.10: Comparison between the total transport rate calculated by the ‘New’ and Silva’s (2001) models, <qs> 
calculated, with the experimental results, <qs> measured, for the experimental conditions of series K and P (N=1, uniform 
sediment distribution: d50=0.194 and d50=0.24mm, respectively). 

 

6.3.2.2 – Multi-fraction Approach 
In Figures 6.11 to 6.13, the experimental results are compared with the numerical results in the 

form of the fractional and total sediments transport rate, using the multi-fraction approach. The 

numerical results consider that the sediment distribution is divided into two fractions and do not 

consider any correction factor. The median diameter of each fraction, as well as the corresponding 

percentages are shown in Table 6.2. 

For the set of tests corresponding to Series P, it is verified that the total transport rate is equally 

well represented by the models. However, there is a slight discrepancy in transport for each 

fraction, where the transport rate of finer sediments is higher than that observed and for coarser 

sediments is lower. Nevertheless, it is observed that for the fractions, in general, the new model, in 

its majority, presents better approximations to the observed values (BSS: fine=0.94; coarse=0.91; 

total=0.96). 

For the Series K, the same trend of good representation of the total transport is verified, mainly for 

the new model. However, when studying the fine fraction, it is verified that in the case where the 

net transport is negative, although the direction is well simulated, the magnitudes are not. The 

coarse fraction is better represented by the model. 
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Figure 6.11: Comparison between the fine fraction transport rate calculated by the models, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series K and P (N=2, two fraction approach). 

 

 

Figure 6.12: Comparison between the coarse fraction transport rate calculated by the models, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series K and P (N=2, two fraction approach). 



119 
 

 

Figure 6.13: Comparison between the total transport rate calculated by the models, <qs> calculated, with the experimental 
results, <qs> measured, for the experimental conditions of series K and P (N=2, two fraction approach). 

6.3.2.3 – Verification of Silva’s Model with Hiding/exposure Factor 
Figures 6.14 to 6.16 present the results of Silva’s ‘New’ model considering that the sediment 

distribution is divided into two fractions, as shown in subsection 6.3.2.2, and considering the 

interaction between the two fractions of the mixture. For this purpose, the expression that 

determines the effective Shields parameter, Equation 2.3, was multiplied by the correction factor 

of Day, ξ, (Equation 2.33). The Egiazaroff (1965) factor was tested in the model but will not be 

presented since it affects the sediment transport less than 1%. This agrees effect was already 

expected since, according to the study of Hassan (2003), the Day factor leads to better results 

regarding the transport rate. 

For Series P, the median diameter of the fine fraction (d50=0.21mm) does not differ much from the 

value of the diameter of the grain that does not need correction (dA=0.22mm), so the factor of Day 

is very close to 1 (ξeff =0.97). Thus, the results illustrated in Figure 6.14 for the fine fraction do not 

differ much from the results illustrated in Figure 6.11. For the coarse fraction, the value of the 

correction factor is equal to 1.25. Comparing Figures 6.15 and 6.12, the transport rate of this 

fraction is now well described by the model. Regarding the total transport rate, it is observed that 

the implementation of the Day correction results in an increase of about 17% in the value net 

transport rate. Thus, for Series P particle size distribution, the factor of Day can correct the 

transport rate of coarser sediments, although it is ineffective to simulate the decrease in the 

transport of finer sediments associated with the armoring effect. This result is independent of the 

model used, as Hassan et al. (2001) and Silva et al. (2006) reached the same conclusion using 

distinct models. 

For the sediment distribution considered in Series K, the correction factor was not as effective. The 

values are well represented by the model, nonetheless, an improvement in the results as verified 

in Series P is not observed. In general, the results are within the factor of 2, as can be seen in the 
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figures, except for one point that finds outside this limit, corresponding to experiment K1, for which 

the transport value of the fine fraction is small and negative. 

 

Figure 6.14: Transport rate of the fine fraction calculated by the ‘New’ Silva’s model, <qs> calculated, with the experimental 
results, <qs> measured, for the experimental conditions of series K and P with the implementation of the hiding/exposure 
factor of Day (N=2, two fraction approach). 

 

 

Figure 6.15: Transport rate of the coarse fraction calculated by the ‘New’ Silva’s model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series K and P with the implementation of the 
hiding/exposure factor of Day (N=2, two fraction approach). 
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Figure 6.16: Total sediment transport rate calculated by the ‘New’ Silva’s model, <qs> calculated, with the experimental 
results, <qs> measured, for the experimental conditions of series K and P with the implementation of the hiding/exposure 
factor of Day (N=2, two fraction approach). 

 6.3.3 Abreu’s Model 
The same approach presented for Silva’s model will be executed in this section for the graded sand 

in Series K and P. First the behavior of the model with the d50 of the mixture will be studied, then 

the multi-fraction approach, and finally the introduction of the factor of Day. 

6.3.3.1- d50 of the Mixture 
Figure 6.17 presents the total net transport rate results obtained by the ‘New’ Abreu’s model, 

assuming that the distribution of sediment at the bottom is uniform. Thus, in Equation 2.30, N=1, 

and the median diameter of the sediment is equal to the d50 of the mixture. The model simulates 

reasonably well the experimental results for both series, as 100% of calculated transports are within 

the factor 2. However, the numerical results slightly overestimate the measured results for Series 

K, and underestimate for Series P. Both Series present a BSS higher than 0.8 and a RMSE not higher 

than 10x10-6 m2/s. 

 

Figure 6.17: Comparison between the total transport rate calculated by Abreu’s ‘New’ model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series K and P (N=1, uniform sediment distribution: 
d50=0.194 and d50=0.24mm, respectively). 
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6.3.3.2 – Multi-fraction Approach 
In Figures 6.18 to 6.20, the experimental results are compared with the numerical results in the 

form of the fractional and total sediments transport rate, using the multi-fraction approach. The 

numerical results consider that the sediment distribution is divided into two fractions and do not 

consider any correction factor. The median diameter of each fraction, as well as the corresponding 

percentages are shown in Table 6.2. 

For the set of tests corresponding to Series P, it is verified that the total and fractional transport 

rates are within the factor 2. However, the coarse fraction results present worst agreement with 

the measured data, producing a BSS of 0.80. 

In Series K, the model does not reproduce the offshore sediment transport of the fine fraction. The 

coarse fraction is better represented by the model, presenting BSS of 0.96 and a RMSE of 3.69. 

Overall, a good representation of the total transport is verified (BSS=0.90). 

 
Figure 6.18: Comparison between the fine fraction transport rate calculated by Abreu’s ‘New’ model, <qs> calculated, with 
the experimental results, <qs> measured, for the experimental conditions of series K and P (N=2, two fraction approach). 

 
Figure 6.19: Comparison between the coarse fraction transport rate calculated by Abreu’s ‘New’ model, <qs> calculated, 
with the experimental results, <qs> measured, for the experimental conditions of series K and P (N=2, two fraction 
approach). 
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Figure 6.20: Comparison between the total transport rate calculated by Abreu’s ‘New’ model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series K and P (N=2, two fraction approach). 

6.3.3.3 - Improvement of Abreu’s Model with Hiding/exposure Factor 
Figures 6.21 to 6.23 present the results of Abreu’s ‘New’ model considering that the sediment 

distribution is divided into two fractions but considering the interaction between the two fractions 

of the mixture, as studied for Silva’s model. 

The results illustrated in Figure 6.21 for the fine fraction do not differ much from the results 

illustrated in Figure 6.18. Comparing Figures 6.19 and 6.22, the transport rate of the coarse fraction 

is now better described by the model. For Series P particle size distribution, the factor of Day can 

correct the transport rate of coarser sediments, although it is ineffective to simulate the decrease 

in the transport of finer sediments associated with the armoring effect. 

For the sediment distribution considered in Series K, the correction factor was not as effective. The 

coarse fraction has a good agreement. However, the fine fraction does not follow that behavior, 

generating a total sediment transport that it is within the factor of 2, but presents a RMSE of 

8.24x10-6 m2/s. 
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Figure 6.21: Transport rate of the fine fraction calculated by the ‘New’ Abreu’s model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series K and P with the implementation of the 
hiding/exposure factor of Day (N=2, two fraction approach). 

 

Figure 6.22: Transport rate of the coarse fraction calculated by the ‘New’ Abreu’s model, <qs> calculated, with the 
experimental results, <qs> measured, for the experimental conditions of series K and P with the implementation of the 
hiding/exposure factor of Day (N=2, two fraction approach). 
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Figure 6.23: Total sediment transport rate calculated by the ‘New’ Abreu’s model, <qs> calculated, with the experimental 
results, <qs> measured, for the experimental conditions of series K and P with the implementation of the hiding/exposure 
factor of Day (N=2, two fraction approach). 

6.4 Model Verification with STENCIL Experimental Data 

 6.4.1 Description of STENCIL Data 
The experiments that were carried out within the scope of this work (STENCIL project) were 

described in Chapter 4. In these, two particle sizes were considered (fine: d50=0.21 and coarse: 

d50=0.58mm) with different proportions of fine and coarse material (Table 4.1). The distribution of 

the two sediments was chosen so that there was no overlap in the dimensions of the corresponding 

sediments, which made it possible to calculate the transport rate for each fraction. The 

experimental results obtained showed that selective processes occur in the transport of sediments. 

 6.4.2 Silva’s Model 

6.4.2.1- d50 of the Mixture 
In this subsection, the sediment transport model presented in previous subsections (Silva's new 

model) is applied to the data set acquired in the scope of this work (STENCIL data) described above. 

Figure 6.24 compares the results measured using the tracer and profiles method, described in 

Chapter 5, with the values calculated with the model considering a uniform d50 for the mixture 

(Table 5.3). It is verified for both wave conditions (15w and 10w) the model predicts a decrease in 

transport as the percentage of the fine fraction increases. The model does not represent well the 

sedimentary transport when considering a uniform distribution to characterize the bottom. 



126 
 

 

Figure 6.24: Measured (including standard deviation) net transport rates obtained with the tracer and profiles methods 
(blue and red line, respectively) vs. calculated net transport rates with the ‘New’ Silva’s model (black line) to the studied 
bed, for the experimental conditions 15w and 10w (N=1, uniform distribution). 

6.4.2.2 – Multi-fraction Approach 
Figures 6.25 and 6.26 present the model results considering that the sediment distribution is 

divided into two fractions (fine: d50=0.21mm and coarse: d50=0.58mm) and without considering the 

correction factor due to the armoring effect. The fractional transport rates are normalized, i.e., they 

were computed according to the % of each fraction in the mixture. The median diameter of each 

fraction, as well as the corresponding percentages are indicated in Table 5.3. It is observed that for 

both the 15w and 10w condition, the fine fraction transport rate decreases as the percentage of 

fine decreases in the composition of the bed. On the contrary, the coarse fraction transport grows 

significantly for 15w and slightly for 10w. The model through the multi-fraction approach is able to 

reproduce these trends, but not the exact magnitudes. Total transport in turn is not very well 

represented in terms of trends. 
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Figure 6.25: Measured (including standard deviation) net transport rates obtained with the tracer methods vs. calculated 
net transport rates with the ‘New’ Silva’s model to the studied bed, for the experimental conditions 15w (N=2, two fraction 
approach). 

 
Figure 6.26: Figure: Measured (including standard deviation) net transport rates obtained with the tracer methods vs. 
calculated net transport rates with the ‘New’ Silva’s model to the studied bed, for the experimental conditions 10w (N=2, 
two fraction approach). 

6.4.2.3 – Hiding/exposure Factor 
For the STENCIL set of experiments, the value of dA, which will enter Equation 2.33, varies during 

the experiments under study, thus affecting the value of Day's correction factor. As can be seen 
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from Table 6.4, the values of correction factor move away from 1 as the percentage of coarse in the 

mixture increases. 

Table 6.4: Median diameter of the distinct mixtures (d50mix), the grain diameter that does not need correction (dA) and 
the correction factor of Day for the fine and coarse fraction (ξF and ξc , respectively) of each sand bed. 

Mixtures d50mix (mm) dA (mm) ξF (-) ξC (-) 

Sand B – 75F25C 0.238 0.269 0.950 1.147 

Sand C – 50F50C 0.439 0.493 0.824 1.032 

Sand D – 25F75C 0.566 0.656 0.7650 0.975 

 

 

Figure 6.27: Fine, coarse and total transport rates calculated by the ‘New’ Silva’s model, <qs> calculated, with the 
experimental results, <qs> measured, for the 15w and 10w (A and B, respectively) STENCIL experimental conditions, with 
and without the implementation of the hiding/exposure factor of Day (without: circle, square, triangle; with: asterisk, dot 
and plus). 

Figure 6.27 shows the comparison of the calculated results of Silva's formulation with and without 

the use of the Day factor, with the values measured with the tracer method. It is observed that, in 

A 

B 
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general, the data are within a factor of 2, however the variation between the values obtained with 

the correction does not vary much with the multi-fraction approach for both wave conditions. 

 6.4.3 Abreu’s Model 

6.4.3.1 – d50 of the Mixture 
In this subsection, the sediment transport model presented previously (Abreu's new model) is 

applied to the data set acquired in the scope of this work (STENCIL data) described before. 

Figure 6.28 compares the results measured using the tracer and profiles method, described in 

Chapter 5, with the values calculated with the model considering a uniform d50 for the mixture. For 

both wave conditions (15w and 10w) the model describes a decrease in transport as the percentage 

of the fine fraction increases. The model does not represent well the sedimentary transport when 

considering a uniform distribution to characterize the bed. 

 

Figure 6.28: Measured (including standard deviation) net transport rates obtained with the tracer and profiles methods 
(blue and red line, respectively) vs. calculated net transport rates with the ‘New’ Abreu’s model (black line) to the studied 
bed, for the experimental conditions 15w and 10w (N=1, uniform distribution). 

6.4.3.2 – Multi-fraction Approach 
Figures 6.29 and 6.30 present the model results considering that the sediment distribution is 

divided into two fractions and without considering the correction factor of Day.  

It is observed that for wave condition 15w the model underpredict in 38% the measured data. The 

decrease and increase in the fine and coarse fraction, respectively, as the percentage of fine sand 

decrease, it is observed, however with less magnitude. On the contrary, the net calculated net 

transport rate of the coarse fraction in wave condition 10w it is well represented, while the fine 

fraction it is better represented for 25% and 50% fine material in the bed. The total transport 
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decreases as the percentage of fine sand increases, while the measured net transport rate 

increases. 

 

Figure 6.29: Measured (including standard deviation) net transport rates obtained with the tracer methods vs. calculated 
net transport rates with the ‘New’ Abreu’s model to the studied bed, for the experimental conditions 15w (N=2, two 
fraction approach). 

 

Figure 6.30: Measured (including standard deviation) net transport rates obtained with the tracer methods vs. calculated 
net transport rates with the ‘New’ Abreu’s model to the studied bed, for the experimental conditions 10w (N=2, two 
fraction approach). 
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6.4.3.3 – Hiding/exposure Factor 
Figure 6.31 shows the comparison of the calculated results of Abreu's formulation with and without 

the use of the factor of Day, with the values measured with the tracer method. It is observed that 

the data are mostly out a factor of 2, especially in 15w. However, the variation between the values 

obtained with the correction does not vary much with the multi-fraction approach for both wave 

conditions. 

 

Figure 6.31: Fine, coarse and total transport rates calculated by the ‘New’ Abreu’s model, <qs> calculated, with the 
experimental results, <qs> measured, for the 15w and 10w (A and B, respectively) STENCIL experimental conditions, with 
and without the implementation of the hiding/exposure factor of Day (without: circle, square, triangle; with: asterisk, dot 
and plus). 

 

A 

B 
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 6.4.4 Improvement of the Models 
Since the models under study frequently did not follow the observed trend of transports, this 

subsection will consider the implementation of two variables in order to verify the response of the 

models. First, the introduction of streaming for Sand A and Sand B experiments was considered, 

since for these cases the associated regime was sheet-flow, and the ACVP acquired data. The 

computation of streaming was based on the work of Nielsen and Callaghan (2003) and the study 

carried out by Schretlen (2012), and is presented in Appendix C. Subsequently, for Sand C and Sand 

D, where the generation of bed forms was observed, the bed roughness, ks, take into account the 

characteristics of the bed forms following the work of Silva et al. (2006) (Equation 2.5). The average 

value of the bed forms dimensions generated during the experiments is found in Chapter 5. 

Figure 6.32 shows the results obtained with Silva model for 15w and 10w, considering the streaming 

for Sands A and B and an updated value for ks for Sand C and D experiments. As can be seen from 

Figure 6.32-A, the transport of the fine fraction from 50F to 25F follows the transport decrease 

behavior, which previously was not evident. For the coarse fraction the same is observed, however 

for the total transport, in these two cases the magnitude is higher in approximately 20x10-6m2/s, 

but with a similar trend to the one observed. Regarding the streaming applied to the 100F and 75F 

beds, a slight increase in the transport of all fractions is observed. 

In Figure 6.32-B, the transport without the application of these effects was already in agreement 

with the observed values. The streaming as well as ripple association, increasing the transport 

magnitude. The Brier Skill Score increased from 0.74 to 0.87 for the fine sediment transport, 

however decreased from 0.92 and 0.89 to 0.73 and 0.84 for the coarse and total sediment 

transport, respectively. The root-mean-square error decreased approximately 2.5x10-6m2/s for the 

fine and increased 3x10-6m2/s and 0.6x10-6m2/s for the coarse and total sediment transport, 

respectively, with the improvement of the model. 

 

Figure 6.32: Measured (including standard deviation) net transport rates obtained with the tracer methods vs. calculated 
net transport rates with the ‘New’ Silva’s model to the studied bed, for the experimental conditions 15w and 10w (A and 
B, respectively). 

A B 
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Figure 6.33 presents the results obtained for the Abreu’s model for 15w and 10w. The fine fraction, 

for both hydrodynamic conditions, is better resolved by the model with the considered changes. 

The coarse fraction for 15w for the 50F and 25F bottoms is better represented by the model, while 

for 10w, little variation is observed. The total transport for both wave conditions approximate the 

observed values. The Brier Skill Score increased from 0.41, 0.68 and 0.60 to 0.87,0.85 and 0.88, for 

fine, coarse and total sediment transport, respectively. The root-mean-square error decreased 

approximately 5x10-6m2/s with the improvement of the model. 

 

Figure 6.33: Measured (including standard deviation) net transport rates obtained with the tracer methods vs. 
calculated net transport rates with the ‘New’ Abreu’s model to the studied bed, for the experimental conditions 15w and 
10w (A and B, respectively). 

6.5 Discussion 

In many practical applications in coastal engineering, it is essential to resort to simple formulations 

of sediment transport as a function of macroscopic flow variables. This chapter presents the semi-

unsteady model by Silva et al. (2006), which considers non-stationary processes, as well as the 

quasi-steady model by Abreu et al. (2013). 

A selected large dataset of sediment transport measurements in oscillatory flows was used to verify 

two classes of transport models. The dataset consisted of different experiments with uniform sand 

and graded sand, including the new experimental results obtained at the wave channel (GWK). 

From the verification of quasi-steady models with uniform sand data, it was found that for some 

cases the models are not able to predict transport directions correctly. This situation occurs when 

short wave periods and small particles are involved, indicating that the assumption of quasi-

steadiness is not valid and phase-lag effects play a role in the transport process. For the semi-

unsteady model, the agreement between measurements and computations has improved in 

comparison with the quasi-steady models results. The inclusion of phase-lag influences in the 

transport models leads to an improvement of the model performance.  

A B 
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An improvement of both models was done to achieve better results. In Silva’s model was 

implemented the bed-shear stress proposed by Abreu et al. (2013), while for Abreu et al. (2013) 

model it was employed the formulation of Swart (1974) for the friction factor instead of Nielsen’s 

(1992) approach. A sensitivity test of the phase lead parameter was also performed, verifying better 

agreement for ϕ=45. The new models were considered in the following applications to graded 

sand beds, where the multi-fraction approach was also implemented. 

The graded transport models using the multi-fraction approach, as described in Chapter 2, were 

also verified with laboratory data. Comparison of the calculated sediment transport with the 

observed data was done, verifying that the semi-unsteady model of Silva et al. (2006) presented 

better agreement, especially for the fine fraction, as the model is capable to reproduce the offshore 

sediment transport of Series K, while the model of Abreu et al. (2013) couldn’t. In general, both 

models were able to predict coarse fraction transport rates. 

The application of the multi-fraction approach allowed the models to represent the transport of 

different fractions, allowing better predictions of the transport rates per size-fraction. The models 

were able to predict the total net transport rates but also reproduce the composition of the 

transported sand correctly. Correcting the effective Shields parameter with the factor of Day hardly 

improved the predictions of both models. 

The experimental results recently obtained in the wave flume, with the STENCIL project, indicate 

that in the presence of a non-uniform distribution of sediments, selective transport processes 

occur. The semi-unsteady transport model and the quasi-steady model were studied in order to 

quantify the transport rate of different fractions that make up the sediment bed under study. To 

describe the interaction effects between each of the fractions, the correction factor of Day (1980) 

was considered, however, barely any changes were noticed compared to the results obtained with 

the multi-fraction approach. The numerical results obtained showed that Silva’s model was able to 

satisfactorily reproduce the experimental results of the total transport rate and of each of the 

sediment fractions. The model of Abreu didn’t present the same behavior, especially for the most 

intense hydrodynamic condition (15w).  

The consideration of streaming, as well as the effect of the bed forms in the roughness height were 

able to better predict the trends observed in the measured data. 
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Chapter 7 

Conclusions 
 

7.1 General 

In the most general sense, the purpose of this thesis was to investigate the transport of mixed sand 

beds, subdivided into two main objectives: i) To gain a better understanding on the dynamics and 

transport of sediment mixtures under waves; and ii) To develop improved sediment transport 

models that take into account the complexities of heterometric sediment under waves. 

Two experiments were conducted which addressed the size-selective sediment transport processes. 

One was performed in the field, at Patos beach, Spain, and another under controlled, full scale 

conditions, at the large wave flume (GWK) in Hannover, Germany. This research has produced a 

new dataset on sediment transport of graded sands at full scale. 

The new data obtained at GWK was used to improve two types of sediment transport models 

(quasi-steady and semi-unsteady models). Previous collected data with uniform and graded sands 

were also analyzed in detail, to validate the performance of the models. For modelling graded sand, 

fractional and total net transport rate was calculated with the multi-fraction approach and then 

compared with the net transport rates from the wave-flume experiment to test and optimize the 

models (Silva et al.,2006 and Abreu et al.,2013). 

7.2 Field Experiment 

In Chapter 3, the aim was to understand the behavior of the native sand in the submerged area of 

the active beach profile, considering distinct sediment particle sizes, to comprehend its spatial 

distribution and to evaluate the fractional transport. This was completed by executing a fluorescent 

tracer field experiment in Patos beach, NW Spain, a protected beach, presenting the best conditions 

for this type of experiments. 

The results obtained in this field experiment allowed to established selective sediment transport at 

two spatial scales: tracer transport towards the beach, and organization of the tracer around the 

bedforms.  

The first transport scale was controlled by the wave evolution to the coast. In the shoaling area, the 

non-linear effects were responsible for the general transport of sand to the coast. As approaching 

the breaking region, a sediment segregation occurs, where the tracer coarse fraction increased its 

movement onshore relatively to the fine fraction, which, probably, was more susceptible to the 

mean offshore currents associated with the undertow. In the intertidal zone, the tracer spread in 

the longitudinal direction according to the known spatial distribution of the d50. The lack of current 
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measurements at the beach do not allow to conclude on the selective transport, an issue that can 

be addressed through numerical modeling. 

The second transport scale, verified with the photographs taken at the bed, illustrated an organized 

distribution of the tracer around the bedforms. These was controlled by boundary layer behavior 

under waves. Maxima orbital velocities on the ripple crest favor accumulation of the coarsest grains 

in this area, as observed by Foti and Blondeaux (1995) in the laboratory. This raises the 

representativeness of bed samples and the need for developing new methods, guaranteeing a 

continuous sampling of the bed, for example, based on AUV devices. 

The use of formulas to calculate sediment transport enabled to understand the behavior of total 

transport. Thus, the implementation of the models of Silva and Abreu's allowed to reproduce the 

trends in total sediment transport that were similar to the observed trends, confirming the 

dominance of the wave hydrodynamics in the sediment transport. 

7.3 Laboratory Experiment 

The main objective of the experimental laboratory study was to improve our knowledge of the 

dynamics and transport of sediment mixtures under non-breaking surface waves at full scale. Our 

focus was to understand total and fractional sand transport rates and pathways through the tracer 

method. Later, compare these results with commonly quasi-steady and semi-unsteady models. 

The tracer method for estimating the total and fractional transport rates was further investigated 

relative to former studies in order to develop a comprehensive methodology to retrieve fractional 

concentrations and distinguish the grain sizes presented in heterometric bed samples. Particular 

attention was given to the calibration procedure and to the deployment of the sample for 

photography. 

In the flume experiments, bed morphologies changed accordingly to the sediment mixture. Our 

results show that the grains size distribution and the sediment sorting determine the bedforms 

formation under similar hydrodynamic conditions. The increase of the coarse sediment fraction 

resulted in the development of bed forms and different transport regimes. Sand A and B (100% and 

75% fine sediment) were mostly transported in the sheet-flow regime, while Sand C and D (50 and 

25% fines) showed bed forms development. 

These new experiments showed that net total sand transport rates were in the waves direction, 

driven by non-linear and streaming effects, and increased with the orbital flow velocity amplitude. 

Previous researches showed that the majority of the sand in large wave flumes is transported close 

to the bed. The same was observed in the present experiments.  

Through the tracer technique, fractional sediment transports were measured. The net transport 

rate of the fine fraction in a mixture, compared with the transport rate of uniform sand with the 

same d50, shows that the transport of each fraction is affected by the presence of the other. 

Apparently, selective transport processes occur, increasing the contribution of the coarse size and 

decreasing the contribution of the fine size. By coexisting two populations of sediments with well-
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defined and different median diameters, we were able to verify the occurrence of interaction 

between the grains, with the finer sediments possibly being protected by the coarser, which in turn 

are more exposed to flow, known as armouring effect. These processes influence the transport rate 

of the different fractions, as can be seen from the transport rates measured with the tracer method. 

Some studies have already been carried out for this purpose (Hassan, 2003; Hamm et al., 1998), 

having observed the occurrence of selective processes in the transport of sediments. In accordance, 

the tracer grain distribution illustrates a horizontal sorting, with coarser sand onshore and finer 

fraction to the offshore direction, namely for the experiments where the coarser fraction was larger 

(Sand C and D). Vertical sorting was not investigated in deep: the grain size distribution in each 

layer, averaged in the horizontal do not show a vertical gradient. 

7.4 Sand Transport Modelling 

In the quasi-steady and semi-unsteady models presented, the net transport rate is measured as a 

function of the characteristics of the wave and mean current. The first model considers that the 

sediment particles respond instantaneously to variation in the flow, while the semi-unsteady model 

include a ‘memory effect’, where there is a response time of the sediment to the erosion and 

deposition processes. The numerical solutions were compared with an extensive set of 

measurements concerning distinct flow and bed conditions, as well as the new set of experiment 

carried out at GWK. This study allowed to identify limitations of the models under analysis and to 

propose new methodologies in order to obtain more adequate results.  

Through a sensitivity study of Abreu et al. (2013) model it was observed a great dependency of the 

computed transport rates on the friction factor; having changed the friction factor for the Swart 

formulation the results improved. Another sensitivity study addressed the phase lead parameter: 

the selection of 45 led to a better performance of the model results. The quasi-steady model of 

Abreu et al. (2013) was able to predict the transport rates of the series associated with sheet-flow. 

However, when applying the formulation to rippled beds, or very fine sediment, the transport rates 

and directions were not reproduced properly. This indicates that the assumption of quasi-

steadiness does not hold and phase-lag effects play an important role in the transport process. The 

semi-unsteady model of Silva et al. (2006) was adjusted with the bed shear stress of Abreu et al 

(2013) and this new model was tested and compared with the original model. Excellent agreement 

was obtained with the models for experiments with uniform sand.  

For graded sediment, the application of the multi-fraction approach according to Van Rijn (2007) 

method allowed the models to represent the transport of different fractions, enabling better 

predictions of the transport rates per size-fraction. The models were able to predict the total net 

transport rates but also reproduce the composition of the transported sand correctly. The effective 

Shields parameter with the correction factor of Day (1980), that increases the effective shear stress 

of the coarser grains and at the same time reduces the effective shear stress of the fine grains hardly 

improved the predictions of both models. 

The modified graded transport models were verified with the STENCIL results. The model of Silva 

showed reasonably good performance in predicting net transport rates. Abreu’s model didn’t, 



138 
 

especially for the first wave condition, with higher velocities. The application of streaming effect 

for the beds 100F and 75F, where sheet-flow occurred, and the consideration of the effect of bed 

forms in the roughness height, improved the results of both models, especially the trends. 

7.5 Recommendations and Future Work 

New experiment with graded sand are required for a higher range of sand mixtures and wave 

conditions, under sheet-flow as well as rippled bed conditions. As the wave boundary layer 

streaming is an important process in sediment transport, more experiments with instruments at 

distinct positions, should be elaborated in wave flumes under propagating surface waves, in order 

to better understand these processes. The armoring effect clearly determines the net transport of 

the finer fraction in a sediment bed mixture. The results obtained for the coarser fraction were not 

conclusive and new experiments with uniform coarse fractions should be considered.  

A detailed particle size analysis of the samples collected, in the bed and in the water column, in the 

scope of the STENCIL project should be done in the future. The vertical resolution of these samples 

could provide information of the distribution of the fractions and sediment size gradation driven by 

waves. These results later can be compared with computed data obtained with two-phase Eulerian-

Lagrangian models, as described in Rafati et al. (2020). 

The introduction of the sediment transport models addressed in morphodynamic models is 

required to improve the predictions. This modeling component was addressed at the begging of 

this thesis with the Delft3D model. The development and validation of hydrodynamic and 

morphodynamic components of Figueira da Foz Intel were successfully done (Ferreira et al., 2018 

and Fernández-Fernández et al., 2019). The objective of implementing the new optimized sediment 

transport formulations obtained in this work will be a component to be addressed in future work. 
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Appendix A 
 

A.1 - Experiments Organization 
A detailed description of the experiments is presented in Table A.1. For example, the experiments 

started with the introduction of the sand in the test section and implementation of the green 

fluorescent tracer. After, the flume was filled with river water. The first run was conducted, 

followed by the bed profiling and then sampling. This processes were conducted for run two, three 

and four. Finally, after run five, the bed profile was done and then the flume was drained, followed 

by a higher resolution sampling. After these process, the bed was mixed and the same process was 

conducted for orange fluorescent tracer, in order to study the second wave condition. These 

process was conducted for all beds. 

Table A.1: Description of the experiments. 

Sand A – 100F Sand B – 75F Sand C – 50F Sand D – 25F 
 Introduction of the 

sand in the test section 
Introduction of the 
sand in the test section 

Introduction of the 
sand in the test section 

Green Tracer 
introduction 

Green Tracer 
introduction 

Green Tracer 
introduction 

Green Tracer 
introduction 

Fill the flume Fill the flume Fill the flume Fill the flume 

Run 1 (200 waves) Run 1 (200 waves) Run 1 (200 waves) Run 1 (200 waves) 

Bed Profiling Bed Profiling Bed Profiling Bed Profiling 

Sampling Sampling Sampling Sampling 

Run 2 (200 waves) Run 2 (200 waves) Run 2 (200 waves) Run 2 (200 waves) 

Bed Profiling Bed Profiling Bed Profiling Bed Profiling 

Sampling Sampling Sampling Sampling 

Run 3 (200 waves) Run 3 (200 waves) Run 3 (200 waves) Run 3 (200 waves) 

Bed Profiling Bed Profiling Bed Profiling Bed Profiling 

Sampling Sampling Sampling Sampling 

Run 4 (200 waves) Run 4 (200 waves) Run 4 (200 waves) Run 4 (200 waves) 

Bed Profiling Bed Profiling Bed Profiling Bed Profiling 

Sampling Sampling Sampling Sampling 

Run 5 (200 waves) Run 5 (200 waves) Run 5 (200 waves) Run 5 (200 waves) 

Bed Profiling Bed Profiling Bed Profiling Bed Profiling 

Drain the flume Drain the flume Drain the flume Drain the flume 

Sampling with higher 
resolution 

Sampling with higher 
resolution 

Sampling with higher 
resolution 

Sampling with higher 
resolution 

Mix the bed Mix the bed Mix the bed Mix the bed 

Orange Tracer 
introduction 

Orange Tracer 
introduction 

Orange Tracer 
introduction 

Orange Tracer 
introduction 

Fill the flume Fill the flume Fill the flume Fill the flume 

Run 1 (200 waves) Run 1 (200 waves) Run 1 (200 waves) Run 1 (200 waves) 

Bed Profiling Bed Profiling Bed Profiling Bed Profiling 

Sampling Sampling Sampling Sampling 

Run 2 (200 waves) Run 2 (200 waves) Run 2 (200 waves) Run 2 (200 waves) 

Bed Profiling Bed Profiling Bed Profiling Bed Profiling 

Sampling Sampling Sampling Sampling 

Run 3 (200 waves) Run 3 (200 waves) Run 3 (200 waves) Run 3 (200 waves) 

Bed Profiling Bed Profiling Bed Profiling Bed Profiling 

Sampling Sampling Sampling Sampling 
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Run 4 (200 waves) Run 4 (200 waves) Run 4 (200 waves) Run 4 (200 waves) 

Bed Profiling Bed Profiling Bed Profiling Bed Profiling 

Sampling Sampling Sampling Sampling 

Run 5 (200 waves) Run 5 (200 waves) Run 5 (200 waves) Run 5 (200 waves) 

Bed Profiling Bed Profiling Bed Profiling Bed Profiling 

Drain the flume Drain the flume Drain the flume Drain the flume 

Sampling with higher 
resolution 

Sampling with higher 
resolution 

Sampling with higher 
resolution 

Sampling with higher 
resolution 

Extraction of all the 
sand of the test section 

Extraction of all the 
sand of the test section 

Extraction of all the 
sand of the test section 

Extraction of all the 
sand of the test section 
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A.2 - Sampling Reference System 
The scheme presented in this section is referred to the organization of the samples in X, Y and Z 

direction (A, B and C, respectively). X is referred to the wave paddle (x=0m), Y is referred to the 

frame wall (y=0m), and Z is referred to the top of the bottom (z=0m). For example, sample P4.1 will 

be at 109.11m from the wave paddle (4 corresponds to X) and at 1.25m from the frame wall (1 

corresponds to Y). Sample P3.5.1 will be as 107.861m from the wave paddle (3.5 corresponds to X) 

and at 1.8m from the wall frame. These samples with three number, presented by red, are located 

in between main sections. 

 

               

 

 

 

 

 

 

A 

B 
C 
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A.3 – Fluorescent Tracer Sampling 
Table A.2, A.3, A.4 and A.5 presents the position and number of the samples collected for wave 

condition 15w and 10w, for all studied beds (100F, 75F, 50F and 25F, respectively). 

Table A.2: Detailed organization of the sampling process for Sand A – 100F + 0C 

Sampling 
point 

Distance 
X0 = 96.6m 

WC1 – 15w WC2 – 10w 

Filled 
Flume 

2018/05/16 

Empty Flume 
 
 

Filled 
Flume 

2018/05/18 

Empty Flume 
 

2018/05/22 

A -1m    X (1 core) 

0 2.5 m    X (2 cores) 

1 5 m   X (1 core) X (3 cores) 

2 7.5 m X (1 core) X (1 core) X (1 core) X (3 cores) 

3 10 m X (1 core) X (1 core) X (1 core) X (3 cores) 

4 12.5 m X (1 core) X (1 core) X (1 core) X (2 cores) 

5 15 m     

6 17.5 m X (1 core) X (3 cores) X (1 core) X (1 core) 

7 20 m  X (2 cores)   

8 22.5 m X (1 core) X (3 cores) X (1 core) X (1 core) 

9 25 m  X (2 cores)  X (1 core) 

10 27.5 m X(1 core) X (3 cores)   

 

Figures A.1, A.2, A.3 and A.4 display a scheme of the top view of the flume. The strip position of the 

fluorescent tracer for each experiment and wave condition are presented, as the location of each 

collected sample after Run 5. Each point is related to the reference system described at section A.2. 

 

 

Figure A.1: Location of the fluorescent tracer and collected samples after run 5 viewed from the top of the flume, for wave 
condition 15w and 10w (Sand A – 100F+0C). 
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Table A.3: Detailed organization of the sampling process for Sand B – 75F + 25C. 

Sampling 
point 

Distance 
X0 = 

96.6m 

WC1 – 15w WC2 – 10w 

Filled 
Flume 

2018/05/25 

Empty Flume 
 

2018/05/28 

Filled 
Flume 

2018/05/30 

Empty Flume 
 

2018/05/31 

A -1m  X (1 core)  X (1 core) 

0 2,5 m  X (1 core)  X (1 core) 

1 5 m X (R1/R2) X (1 core) X (1 core) X (3 cores) 

2 7,5 m X (1 core) X (1 core) X (1 core) X (2 cores) 

3 10 m X (1 core) X (1 core) X (1 core) X (3 cores) 

4 12,5 m X (1 core) X (1 core) X (1 core) X (2 cores) 

5 15 m  X (1 core)  X (1 core) 

6 17,5 m X (1 core) X (3 cores) X (1 core) X (1 core) 

7 20 m  X (2 cores)   

8 22,5 m X (1 core) X (3 cores) X (1 core) X (1 core) 

9 25 m  X (2 cores)   

10 27,5 m X (R4/R5) X (3 cores)  X (1 core) 

 

 

 

 

 

 

Figure A.2: Location of the fluorescent tracer and collected samples after run 5 viewed from the top of the flume, for wave 
condition 15w and 10w (Sand B – 75F+25C). 
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Table A.4: Detailed organization of the sampling process for Sand C – 50F + 50C. 

Sampling 
point 

Distance 
X0 = 

96.6m 

WC1 – 15w WC2 – 10w 

Filled 
Flume 

2018/06/05 

Empty Flume 
 

2018/06/06 

Filled 
Flume 

2018/06/08 

Empty Flume 
 

2018/06/09 

A -1m     

0 2,5 m X (1 core) X (1 core) X (1 core) X (1 core) 

1 5 m X (1 core) X (1 core) X (1 core) X (2 cores) 

2 7,5 m  X (2 cores)  X (2 cores) 

3 10 m X (1 core) X (3 cores) X (1 core) X (3 cores) 

4 12,5 m X (1 core) X (3 cores) X (1 core) X (3 cores) 

5 15 m  X (1 core)  X (1 core) 

6 17,5 m X (1 core) X (3 cores) X (1 core) X (2 cores) 

7 20 m  X (2 cores)  X (1 core) 

8 22,5 m X (1 core) X (1 core) X (1 core) X (1 core) 

9 25 m  X (2 cores)  X (1 core) 

10 27,5 m X (1 core) X (1 core) X (1 core) X (1 core) 

 

 

 

 

 

 

Figure A.3: Location of the fluorescent tracer and collected samples after run 5 viewed from the top of the flume, for wave 
condition 15w and 10w (Sand C – 50F+50C). 
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Table A.5: Detailed organization of the sampling process for Sand D – 25F + 25C. 

Sampling 
point 

Distance 
X0 = 

96.6m 

WC1 – 15w WC2 – 10w 

Filled 
Flume 

2018/06/15 

Empty Flume 
 

2018/06/18 

Filled 
Flume 

2018/06/20 

Empty Flume 
 

2018/06/21 

0 2,5 m X (1 core) X (1 core) X (1 core) X (1 core) 

1 5 m X (1 core) X (1 core) X (1 core) X (2 cores) 

2 7,5 m  X (2 cores)  X (2 cores) 

2.5 8.75m     

3 10 m X (1 core) X (3 cores) X (1 core) X (3 cores) 

3.5 11.25m     

4 12,5 m X (1 core) X (3 cores) X (1 core) X (3 cores) 

4.5 13.75m     

5 15 m  X (1 core)  X (1 core) 

5.5 16.25m     

6 17,5 m X (1 core) X (3 cores) X (1 core) X (2 cores) 

6.5 18.75m     

7 20 m  X (2 cores)  X (1 core) 

8 22,5 m X (1 core) X (1 core) X (1 core) X (1 core) 

9 25 m  X (2 cores)  X (1 core) 

10 27,5 m X (1 core) X (1 core) X (1 core) X (1 core) 

 

 

 

 

Figure A.4: Location of the fluorescent tracer and collected samples after run 5 viewed from the top of the flume, for wave 
condition 15w and 10w (Sand D – 25F+75C). 
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A.4 – Test Section 
This figure represents a scheme of a horizontal cut of the test section at A, and the top view of the study section at B (Staudt, 2018a). 

 

 

B 

A 
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A.5 – Instruments  
Table A.6 presents the X, Y and Z position of the instruments. X is referred to the wave paddle 

(x=0m), Y is referred to the frame wall (y=0m), and Z is referred to the top of the concrete bottom 

(z=0m). 

Table A.6: Location of the studied instruments. 

Instrument X (m) Y (m) Z (m) 

WG1 50 - - 

WG2 51.9 - - 

WG3 55.2 - - 

WG4 60 - - 

WG5 108.31 - - 

ADV1 106.43 - 2.200 

ADV2 106.43 - 2.700 

ADV3 106.43 - 3.200 

ACVP 111.26 1.250 1.032 

ABS1 110.86 0.510 1.735 

ABS2 110.88 0.555 1.735 

ABS3 110.89 0.605 1.737 

SRP - - 1.645 

 
Echosounders 

- 3.00 
3.50 
4.00 
4.50 

 
1.420 
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Appendix B 
 

B.1 – Recovery Rate  
Table B.1 refers to the measured recovery rate of the fluorescent tracer for wave condition 15w 

(green tracer) and 10w (orange tracer), for all bed conditions. These values were obtained with 

Equation 3.8. 

Table B.1: Recovery rate of the tracer experiments. 

Sand beds 15w 10w 

100F0C 9% 56% 

75F25C 37% 37% 

50F50C 65% 50% 

25F50C 67% 67% 

 

B.2 – Tracer Concentration 
Figures B.1 and B.2 presents the tracer concentration integrated in the vertical (top view of the test 

section, where x=0 is located towards the wave paddle and x=30 is closer to the beach; y=0 is 

located at the wall frame) for experiments 100F15w and 100F10w, respectively. The location of the 

tracer insertion is displayed by a white rectangle, while the center of mass, obtained by 

interpolation of the concentration is presented by a purple dot. The same is represented in Figures 

B.3, B.4, B.5 and B.6, for experiments 75F15w, 75F10w, 25F15w and 25F10w, respectively. 

However, for these cases, where mixtures are studied, the concentration of total, fine and coarse 

tracer are presented separately (A, B and C, respectively in the figures). 

 

 

Figure B.1: Distribution of the fluorescent sediment integrated in the vertical for experiment 100F15w. The white rectangle 
represents the position of the tracer injection, and the purple dot the position of the center of mass. 

 

 

 

Figure B.2: Distribution of the fluorescent sediment integrated in the vertical for experiment 100F10w. The white rectangle 
represents the position of the tracer injection, and the purple dot the position of the center of mass. 
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Figure B.3: Distribution of the fluorescent sediment integrated in the vertical for experiment 75F15w for the total mixture, 
fine and coarse fractions (A, B and C, respectively). The white rectangle represents the position of the tracer injection, and 
the purple dot the position of the center of mass. 

 

 

Figure B.4: Distribution of the fluorescent sediment integrated in the vertical for experiment 75F10w for the total mixture, 
fine and coarse fractions (A, B and C, respectively). The white rectangle represents the position of the tracer injection, and 
the purple dot the position of the center of mass. 
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Figure B.5: Distribution of the fluorescent sediment integrated in the vertical for experiment 25F15w for the total mixture, 
fine and coarse fractions (A, B and C, respectively). The white rectangle represents the position of the tracer injection, and 
the purple dot the position of the center of mass. 

 

 

Figure B.6: Distribution of the fluorescent sediment integrated in the vertical for experiment 25F10w for the total mixture, 
fine and coarse fractions (A, B and C, respectively). The white rectangle represents the position of the tracer injection, and 
the purple dot the position of the center of mass. 

 

A 

B 

C 

A 

B 

C 



151 
 

B.3 – Tracer d50 
Figures B.7 presents the digital tracer d50 distribution integrated in the vertical (top view of the test 

section) of the experiments 75F15w (A) and 75F10w (B), with the samples locations (black dots) 

and initial tracer location (white rectangle). The same is displayed for experiment 25F15w (Figure 

B.8 – A) and 25F10w (Figure B.8 – B). 

 

Figure B.7: d50 distribution of the fluorescent sediment integrated in the vertical for experiment 75F15w and 75F10w (A 
and B, respectively). The white rectangle represents the position of the tracer injection, and the black dots are the 
extracted samples. 

 

 

Figure B.8: d50 distribution of the fluorescent sediment integrated in the vertical for experiment 25F15w and 25F10w (A 
and B, respectively). The white rectangle represents the position of the tracer injection, and the black dots are the 
extracted samples. 
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Appendix C 
 

C.1 – Abreu et al. (2013) Model Performance 
Table C.1 presents the performance of Abreu’s models with fw of Nielsen (1992) and with Swart 

(1974). Values of the Brier Skill Score, Root Mean Square Error and Coefficient of Determination, 

for the uniform studied series (Series B, C, I, H, J, E) , and graded sand series (Series K and P). 

Table C.1: Performance criteria for default Abreu’s model, with Nielsen (1992) fw and with Swart (1974) fw. 

 BSS RMSE R2 

Uniform Graded Uniform Graded Uniform Graded 

Nielsen 
(1992) 

0.83 0.73 3.93 1.99 0.83 0.75 

Swart 
(1974) 

0.90 0.78 3.02 1.78 0.90 0.80 

 

Table C.2 shows the performance Abreu’s model with Swart (1974) fw, for distinct phase lead 

parameters, for the series with uniform and graded sand. Shaded values correspond to better 

results of the model. 

Table C.2: Performance criteria for Abreu’s model, with Swart (1974) fw, for different phase lead parameter. 

 BSS RMSE R2 

Uniform Graded Uniform Graded Uniform Graded 

ϕ = 25° 0.64 0.68 5.69 2.16 0.99 0.81 

ϕ = 35° 0.70 0.82 5.18 1.61 0.73 0.88 

ϕ = 45° 0.90 0.84 2.95 1.51 0.90 0.84 

ϕ = 51° 0.90 0.78 3.02 1.78 0.90 0.80 

ϕ = 65° 0.78 0.36 4.50 3.04 0.89 0.45 

ϕ = 75° 0.55 -0.20 6.33 4.16 0.82 0.07 

 

C.2 – Streaming 
According to Van der A et al. (2013), the vertical orbital water particle motions will transfer 
horizontal momentum in and out of the wave boundary layer, leading to a wave-averaged stress 

−(�̃��̃�̅̅ ̅̅ ) due to horizontal oscillatory velocities �̃�. The vertical gradient of this stress drives a positive 
mean flow (boundary layer streaming) in the direction of the wave propagation To implement the 
effects of boundary layer streaming, following the work of Nielsen and Callaghan (2003) and 
implementation of Schretlen (2012), the Shields parameter will be affected by the these factor 
leading to:  

𝜃 =
|𝑢|𝑢 −(�̃��̃�)̅̅ ̅̅ ̅̅

(𝑠−1)𝑔𝑑50
      (C.1) 

where, 

−(�̃��̃�̅̅ ̅̅ ) =
2

3𝜋
𝑓𝑒𝐴

𝜔3

𝑐
     (C.2) 

where, Contrary to Equation C.5, here not the grain roughness (2.5d50) is used, but a larger 

roughness (70 √𝜃2.5 − 0.05𝑑50) based on the mobile bed (sheet flow layer). 
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𝑓𝑒 = 𝑒𝑥𝑝 [5.5 (
170 √�̂�2.5−0.05𝑑50

𝐴
)

0.2

− 6.3]   (C.3) 

where, 𝜃2.5 is the peak value of the grain roughness Shields parameter corresponding to the friction 

factor formula: 

𝜃2.5 = 0.5𝑓2.5
(𝐴𝜔)2

(𝑠−1)𝑔𝑑50
     (C.4) 

where, f2.5 is the grain roughness wave friction factor calculated from a standard wave friction factor 

formula: 

𝑓2.5 = 𝑒𝑥𝑝 [5.5 (
2.5𝑑50

𝐴
)

0.2
− 6.3]    (C.5) 

and A is the equivalent sine wave near-bed semi-excursion: 

𝐴 =
√2

𝜔𝑝
√𝑣𝑎𝑟{𝑢(𝑡)}     (C.6) 

𝜔p is the peak angular frequency. 
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