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Resumo O constante crescimento de ervas infestantes obriga os produtores a manter
um processo contínuo de remoção das mesmas com recurso a mecanismos
mecânicos e/ou químicos. Entre os mais populares, destacam-se o uso de
arados e roçadores no primeiro grupo, e o uso de herbicidas no segundo
grupo. No entanto, estes mecanismos são considerados agressivos para as
videiras, assim como no segundo caso perigosos para a saúde pública, visto
que os químicos podem permanecer no ambiente, contaminando frutos e
linhas de água. Adicionalmente, estes processos são caros e exigem mão de
obra que escasseia nos dias de hoje, agravado pela necessidade destes pro-
cessos necessitarem de serem repetidos mais do que uma vez ao longo do
ano. O uso de animais, particularmente ovelhas, para controlar o crescimento
de infestantes é uma prática ancestral usada em todo o mundo. As ovelhas,
enquanto pastam, controlam o crescimento das ervas infestantes, ao mesmo
tempo que fertilizam o solo de forma gratuita, ecológica e sustentável. Não
obstante, este método foi sendo abandonado visto que os animais também
se alimentam da rama, rebentos e frutos da videira, provocando naturais
estragos e prejuízos produtivos.

Para mitigar este problema, uma nova solução baseada em tecnologias
de Internet das Coisas é proposta no âmbito do projeto SheepIT, cuja espinha
dorsal foi construída no âmbito desta tese. O sistema monitoriza as ovelhas
enquanto estas pastoreiam nas vinhas, e implementam um mecanismo de
controlo de postura que condiciona o seu comportamento de forma a que se
alimentem apenas das ervas infestantes. O sistema foi incorporado numa
infraestrutura de Internet das Coisas com comunicações sem fios de baixo
consumo para recolha de dados e que permite semanas de autonomia,
mantendo os dispositivos com um tamanho adequado aos animais.

Neste contexto, a tese suportada neste trabalho defende que é possí-
vel projetar uma sistema baseado em tecnologias de Internet das Coisas,
capaz de monitorizar e condicionar a postura de ovelhas, permitindo que
estas pastem em vinhas sem comprometer as videiras e as uvas. A tese
é suportada em três pilares fundamentais que se refletem nos principais
contributos do trabalho, particularmente: a arquitetura do sistema e respetivo
sistema de comunicações; o mecanismo de controlo de postura; e o suporte
para implementação de um sistema de localização de baixo custo e baixo
consumo energético. A arquitetura é validada em contexto de simulação,
e o mecanismo de controlo de postura em contexto de simulação e de
experiências em campo. É também demonstrado o funcionamento do
sistema e o contributo deste trabalho para a conceção da primeira versão
comercial do sistema.





Keywords Monitoring and Posture Control, Internet of Things, Wireless Sensor Networks,
Communications, Energy Efficiency, Sheep

Abstract The unwanted and adverse weeds that are constantly growing in vineyards,
force wine producers to repeatedly remove them through the use of me-
chanical and chemical methods. These methods include machinery such
as plows and brushcutters, and chemicals as herbicides to remove and
prevent the growth of weeds both in the inter-row and under-vine areas.
Nonetheless, such methods are considered very aggressive for vines, and, in
the second case, harmful for the public health, since chemicals may remain
in the environment and hence contaminate water lines. Moreover, such
processes have to be repeated over the year, making it extremely expensive
and toilsome. Using animals, usually ovines, is an ancient practice used
around the world. Animals, grazing in vineyards, feed from the unwanted
weeds and fertilize the soil, in an inexpensive, ecological and sustainable
way. However, sheep may be dangerous to vines since they tend to feed
on grapes and on the lower branches of the vines, which causes enormous
production losses. To overcome that issue, sheep were traditionally used to
weed vineyards only before the beginning of the growth cycle of grapevines,
thus still requiring the use of mechanical and/or chemical methods during the
remainder of the production cycle.

To mitigate the problems above, a new technological solution was in-
vestigated under the scope of the SheepIT project and developed in the
scope of this thesis. The system monitors sheep during grazing periods on
vineyards and implements a posture control mechanism to instruct them to
feed only from the undesired weeds. This mechanism is based on an IoT
architecture, being designed to be compact and energy efficient, allowing it to
be carried by sheep while attaining an autonomy of weeks.

In this context, the thesis herein sustained states that it is possible to
design an IoT-based system capable of monitoring and conditioning sheep’s
posture, enabling a safe weeding process in vineyards. Moreover, we support
such thesis in three main pillars that match the main contributions of this
work and that are duly explored and validated, namely: the IoT architecture
design and required communications, a posture control mechanism and
the support for a low-cost and low-power localization mechanism. The
system architecture is validated mainly in simulation context while the posture
control mechanism is validated both in simulations and field experiments.
Furthermore, we demonstrate the feasibility of the system and the contribution
of this work towards the first commercial version of the system.
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CHAPTER 1
Introduction

O ne of the most critical challenges that present and future generations need to face is how to
balance the unending digital and industrial revolutions against the environmental and societal

sustainability. Thus, research shall increasingly focus on technological solutions that could contribute to
a higher sustainability of critical societal sectors, as industry, transportation or agriculture.
This thesis intends to be a step forward towards the development of an autonomous Internet of
Things (IoT)-based system capable of monitoring and conditioning sheep’s posture while weeding
vineyards. With this in mind, this chapter contextualizes the motivation that sustained the problem
definition, presents the thesis statement and enumerates the main contributions. Finally, it ends with
the document organization.

1.1 Motivation
The continuous growth of the world population and their demands are triggering important changes in
the primary sector. The quantity of goods required to satisfy the current needs is getting increasingly
higher, reaching a point where the humanity is consuming more resources than the planet has to offer.
Regarding specifically human nutrition, there was a wide adoption of intensive and non-sustainable
farming solutions that have a negative impact in the environment. Albeit being utopic to think, at
least in the short term, about solutions capable of satisfying the world population nutrition needs
without harmful environment effects, it is of utmost importance to at least develop ways to minimize
such effects.

Information and Communication Technologies (ICT) are being adopted to increase the efficiency in
the production of goods and to reduce the cost, environmental impact and amount of human labour [1],
both in the food and livestock sectors. Hence, precision agriculture, e-agriculture and intelligent
farming systems arose, supported by tools such as Ubiquitous Computing, Cloud Computing, Satellite
Monitoring, Remote Sensing, Context-Aware Computing and IoT [2].

The viticulture sector represents a paradigmatic example where the application of these technologies
is being taken seriously by producers. Attaining high quality wines is the main goal of winemakers and
can only be achieved through continuous enhancements in the production processes, from the vine’s
management to the wine production and storage.

Weed control, i.e., the control of the growth of unwanted and undesirable weeds, is a critical
practice in vineyard management. These infestant weeds, besides competing with the vines for soil
nutrients, water and sunlight, may increase the incidence of diseases due to lack of air circulation,
increase the cover for rodents and contribute to a lower harvest efficiency [3]. Hence, producers are
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forced to repeatedly remove those weeds, both between the vines rows and within the row1 [4].

Although between rows different methods, such as mowing or shredding, may be used without
threatening the vines, the same is not true when applying similar methods to the space between vines.
Traditionally these mechanical methods include different agricultural machinery for tillage and mowing,
commonly equipped with an automatic vine-skipping mechanism to minimize the risk of damaging
vines. However, besides carrying risks to the vines, the process is very time-consuming, since it must
be done very carefully and several times through the year, and its efficiency is very limited, since it
does not clean all weeds and needs to be repeated. Brushcutters may present a better efficiency and
accuracy, but besides being also labour intensive, incur in a even higher risk to the vines [5].

The disadvantages inherent to the mechanical methods have led to the increase of popularity of
chemical mechanisms. These methods are cheaper, easier and faster to perform than the mechanical
ones and, when correctly applied, may not only minimize the negative impacts in the crop but also be
part of the suckering process 2 [3].

Notwithstanding, even when all due care is taken when handling and applying these chemical
herbicides, injuries may occur on the grapes due to drift effects, and groundwaters and the fruits may
be contaminated [6]. Additionally, the increasing concerns on the effects of these chemical components
in the human health are pushing producers to abandon, or at least reduce, this kind of solutions.

All the referred limitations and drawbacks are even more perceived by producers from Douro’s
Region (Portugal). Here, the high slopes of terrains, together with the typical vines placed in terraces,
make both mechanical and chemical mechanisms even more demanding, both in time, cost and
labour [7].

Consequently, the viticulture and viniculture sectors are currently in an incessant pursuit for weed
control alternatives, less dependent on mechanical methods and free of chemical products - a very
trendy and valued aspect in the wine market.

The use of animals to weed vineyards [8], [9], usually sheep, is an ancient practice used around
the world. Grazing sheep in vineyards feed from the unwanted weeds and fertilize the soil, in an
inexpensive, ecological and sustainable way. However, this solution was progressively abandoned
because it could not be used through all the year. Since animals tend to feed from the vines and their
fruits, troublesome production losses would be caused if they are not retired before the beginning
of the growth cycle of grapevines. Thus, the use of mechanical and/or chemical methods were still
required. Moreover, the lack of shepherds, the rise of their wages and the difficulties inherent to the
herd management, led to the abandonment of this kind of practice.

Nowadays, however, there is an increasing interest on returning to this old practice. In fact,
producers look at this practice as an excellent alternative to reduce the use of the harmful methods
described, as well as a tool to face against the expensive and scarce manpower. Nonetheless, shaping
this practice to a viable and feasible reality, demands the development of several tools. This unleashed
the born of the SheepIT project [10], the cornerstone of this thesis.

1A vine is constituted of lines of vines. The weed control must be performed between the rows of
the vines but also between and around the vines in the same line.

2The suckering process, also known as shoot thinning, consists on the removal of unnecessary buds
from the vines.
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1.2 Problem statement
Using sheep as a weed control method presents a great potential, both in efficiency and environmental
and economical sustainability. However, albeit being an ancient method, nowadays its application
strategy must be clearly different. In ancient times, resorting on sheep to weed vineyards required
the constant permanence of a shepherd, an occupation in disruption nowadays. Furthermore, even
with the presence of a shepherd, noticeable and relevant damages could occur, since it is impossible to
monitor and control dozens or hundreds of sheep at the same time.

The SheepIT project intended to take advantage of the wide range of powerful IoT technologies
being developed to make viable the use of sheep as a weed control method. Hence, the goal of the
project, and thus of this thesis, was to develop an IoT-based system as a tool for allowing the use of
sheep for controlling weed growth in vineyards and similar cultures. This system shares many of the
common IoT features and requirements, such as:

• there is a need of data exchange between IoT devices;

• the amount of data exchanged is low and size-limited;

• a high autonomy is required, particularly on devices where the replacement or recharge of
batteries is arduous or inconvenient;

• the geographical area to be covered can be vast;

• robustness and reliability are required.

Besides these general requirements, the SheepIT solution needs to cope with a set of additional
requirements that, when combined with the aforementioned ones, singularize this solution in the
state-of-the-art of animal monitoring and IoT platforms for intelligent farming. These requirements
are:

• support for an effective posture control mechanism;

• operation environment that can include terrains with irregular slopes and obstacles;

• unforeseeable node mobility (sheep);

• variable node densities due to the flock movement;

• need for real-time localization and virtual fencing support, preferably resorting to Received
Signal Strength Indicator (RSSI);

• need to handle frequent system reconfigurations by non-technical personnel.

Considering the needs of the SheepIT project, the foundation of this thesis, three main research
questions, intimately related with the technological needs of the solution, were defined:

Research question 1: How shall the IoT-based platform be designed to meet the defined
requirements?
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A tangible component of this thesis is the design and validation of an IoT-based archi-
tecture capable of providing a deployable platform for using sheep as a weed control
method. This architecture, besides addressing all the defined requirements, shall exploit
the identification and composition of system’s devices, the means to ensure a seamless in-
teraction between them and mechanisms to make the platform easy to be used by farmers.
Although some of the defined requirements are not new in the research community, the
combination of all of them carries additional challenges in the definition of the solution’s
architecture, being discussed in the scope of this thesis.

Research question 2: Which are the adequate means to ensure a low-power communi-
cation mechanism without compromising system requirements?

Communications are typically responsible for a large portion of energy consumption in
any kind of IoT system. Thus, it has important repercussions in system autonomy, which
is critical when dealing with devices that may present several constraints on battery
recharges or replacements. Therefore, it is important to investigate energy-aware radio
technologies and protocols that could comply with such need while guaranteeing the
requirements related to the number of devices, timing constraints and localization needs.

Research question 3: How to grant low-power devices with real-time animal posture
control capabilities?

Monitoring animal behaviour is a quite common activity in livestock industry. Typically
those applications support their operation in sensing devices placed on animals that are
capable of identifying behaviours (mainly using accelerometry) or locations (mostly using
Global Positioning System (GPS)). Regarding the former, most applications employ
offline monitoring methods, storing the sensor data in devices’ memory for further analysis
using powerful computers. Concerning the latter, GPS, that are considerable expensive
and energy demanding for IoT applications, are typically used for localization, being the
coordinates stored locally or sent via cellular networks to central platforms. However, to
the best of our knowledge, deploying an embedded real-time posture control mechanism
for weeding sheep in vineyards, is a totally new approach.

1.3 Thesis statement
In light of the research questions above disclosed, the thesis that is sustained in this work states that:

It is possible to design an IoT-based system capable of monitoring and conditioning the
sheep’s posture, enabling a safe animal weeding process in vineyards. Particularly, the
thesis argues that the following key features can be integrated into a single low-power
system: embedded real-time animal posture control, data collection and data exchange.
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1.4 Main contributions
The main contribution of this thesis is the proposal and validation of an IoT-based architecture that
enables the use of sheep as a weed control method in vineyards. As, in the time frame of the thesis
development, it is unfeasible of deeply address all the issues involved in the architecture definition, the
work focus in three main pillars:

• The IoT architecture and required communications: this architecture is the base of the
remainder work since its design and implementation not only depend on all system requirements
and features, but also because the intended features for the system depend on the successful
development of the architecture. In a system where the data exchange is one of the key features,
the development of an adequate communication mechanism between devices is crucial. This
component of the work is sustained by three main publications:

[11]. L. Nobrega, P. Pedreiras, P. Goncalves, and S. Silva, “Energy efficient design of
a pasture sensor network,” in Proceedings of the - IEEE 5th International Conference
on Future Internet of Things and Cloud (FiCloud 2017), Prague, Czech Republic,
2017, vol. 2017-January, pp. 91–98.

This work explores the state-of-the-art of wireless communication solutions and
defines the general architecture of the system, particularly concerning the communi-
cation protocol within the Wireless Sensor Networks (WSN). Also, an evaluation of
the system scalability is presented considering the expected application scenarios.

[12] Temprilho, L. Nobrega, P. Pedreiras, P. Goncalves, and S. Silva, “M2M Com-
munication stack for intelligent farming,” in Proceeding of the 2018 Global Internet
of Things Summit, Bilbao, Spain, 2018.

This paper is an extension of the theoretical work presented in [11], since the focus is
the generalization of the communication stack such that it could be used by similar
intelligent farming solutions. Also, a preliminary validation of the implementation of
some of its layers is presented, such as the Physical/Medium Access Control (MAC)
Layer and the Application Layer.

[13] Nóbrega, P. Gonçalves, P. Pedreiras, and J. Pereira, “An IoT-based solution for
intelligent farming,” Sensors (Switzerland), vol. 19, no. 3, 2019.

Besides reviewing the proposed system’s architecture, it extends the IoT commu-
nication stack and focuses in the design and deployment of a gateway to address
the system requirements. The gateway performance is evaluated together with its
feasibility and scalability considering real scenario conditions.

• The posture control mechanism: Monitoring typical animal behaviours, such eating, running
and moving, is not a novelty in the research domain. Nevertheless, the same is not truth when
the goal is real-time monitoring of specific posture behaviours of sheep, particularly the detection
of situations where they feed from vines, using low-power devices. Also, the combination between
the monitoring and the conditioning mechanisms (named posture control mechanism from now
on) were addressed, resulting in three publications:
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[14] L. Nobrega, A. Tavares, A. Cardoso, and P. Goncalves, “Animal monitoring
based on IoT technologies,” in Proceedings of the 2018 IoT Vertical and Topical
Summit on Agriculture, Tuscany, Italy, 2018, pp. 1–5.

This work demonstrates the system monitoring capabilities. It focuses in two main
components: the computational platform architecture; and the use of Machine
Learning (ML) for handling animal monitoring data, particularly for detecting
sheep’s posture.

[15] L. Nóbrega, P. Pedreiras, and P. Gonçalves, “SheepIT, an IoT-Based Weed
Control System,” Communications in Computer and Information Science, vol. 953,
pp. 131–147, 2019.

This journal article presents the state-of-the-art on animal monitoring solutions and
details the posture control mechanism, including the hardware used, the methods
used to achieve the posture control mechanism and the validation of such mechanism.

[16] L. Nóbrega, P. Gonçalves, M. Antunes, and D. Corujo, “Assessing sheep behavior
through low-power microcontrollers in smart agriculture scenarios” Computers.
Electronics in Agriculture, vol. 173, 2020.

This work conducted a systematic ML problem solving approach considering state-
of-the-art works in animal monitoring but with the states required for the this
application. The focus was on low-processing requirements and human readable
algorithms that could be easily implemented in low-power microcontrollers. Conclu-
sions from previous works were used to provide an enhanced behaviour monitoring
mechanism for sheep.

Besides the central publications presented above, there are additional publications that, despite
not being directly addressed in this document, are directly related with the thesis development and
hence must be identified, namely:

[17] L. Nóbrega, P. Pedreiras, and P. Gonçalves, “SheepIT - An electronic
shepherd for the vineyards,” in Proceedings of the 8th International Confer-
ence on Information and Communication Technologies in Agriculture, Food
& Environment (HAICTA), Chania, Crete, Greece, 2017, vol. 2030, pp.
621–632.

Presented in a focused agriculture conference, this paper aimed at highlighting
the innovative aspects of the system. Particularly, it details the state-of-the-
art on animal monitoring solutions and the simplified architecture of the
system. It also includes the presentation of some of the system’s hardware.

[18] L. Nóbrega, P. Gonçalves, P. Pedreiras, R. Morais, and A. Temprilho,
“SheepIT: Automated Vineyard Weeding Control System,” in Proceedings of
the INFORUM simpósio de informática, Aveiro, Portugal, 2017.

This communication corresponded to a national dissemination of the work,
particularly regarding the innovative and distinctive components of the
solution.
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[19] A. Cardoso, J. Pereira, L. Nóbrega, P. Gonçalves, P. Pedreiras, and V.
Silva, “SheepIT: Activity and Location Monitoring,” in Proceedings of the
INForum 2018 - Simpósio de Informática, Coimbra, Portugal, 2018, pp. 1–12.

As the system designed shall enable the development of a RSSI-based localiza-
tion mechanism to track sheep’s location, some exploratory experiments were
made. The first approach was presented in this paper. The goal was to show
the enabling capabilities of the communication scheme to gather the necessary
RSSI data to be processed. However, high variability on RSSI measurements
were found, as expected, requiring the development of additional mechanisms
to minimize such effects.

[20] R. Guedes, P. Pedreiras, L. Nóbrega, and P. Gonçalves, “Towards a
low-cost localization system for small ruminants,” Comput. Electron. Agric.,
vol.185, 2021.

This work represents a step forward towards the development of an RSSI-
based localization system using the architecture and system developed in the
scope of this thesis. It exploits questions such as the use of a calibration
process to reduce hardware’s variability and implements filtering techniques
to reduce RSSI variability. Despite showing the potentiality of such approach,
it also shows that there is still relevant work to be done to implement a viable
localization system.

1.5 Document Structure
Tackling the research questions and supporting the thesis formulated in this introductory chapter,
required to embrace a challenging research journey that is documented as follows:

• Chapter 2 introduces the basic concepts of IoT, details popular architectures and exploits
several communications protocols. It also tackles Machine Learning processes, tools and
algorithms. Finally, it introduces localization techniques to enable the design of a system
capable of supporting the implementation of a RSSI-based localization mechanism;

• Chapter 3 presents an overview of related animal monitoring and conditioning works. It
focuses in the ones that are closely related with the thesis’ application domain;

• Chapter 4 details the design of the IoT architecture proposed, including rationale, components
and protocols;

• Chapter 5 tackles the implementation of the IoT architecture defined in Chapter 4, with
emphasis on the communications features;

• Chapter 6 exploits the methodological approach towards the development of the posture
control mechanism. It also addresses the integration of this mechanism into collars operation;

• Chapter 7 provides a tool for assessing system scalability and relevant metrics such as power
consumption, autonomy and medium occupation;
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• Chapter 8 is devoted to the evaluation and discussion of results, focusing on the results provided
during the evaluation of both communication infrastructure and posture control mechanism;

• Chapter 9 concludes the thesis, summarizes the milestones achieved and draws some ideas
about future work.
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CHAPTER 2
Background

D esigning a system architecture capable of fulfilling the requirements identified in Chapter 1,
demands knowledge in different areas, several of which well established in the literature. Thus,

we review the most relevant topics used for the conception of the system’s architecture. They are the
IoT domain, with special emphasis on energy constrained protocols, localization mechanisms and ML
problem solving workflow, algorithms and metrics.

2.1 Internet of Things fundamentals
The IoT domain embraces a huge number of applications with different goals, features, requirements
and constraints. Consequently, to solve the specific needs of such applications, a wide range of
communication models, protocols and standards have been emerging, being either applied on WSN,
Machine-to-Machine (M2M) or Cyber-Physical Systems (CPS) [21]. Considering the needs of the
agricultural sector, the first part of this section presents a review of the most relevant communication
technologies, protocol stacks and standards. Additionally, we evaluate if their use could solve the
research questions of this thesis.

2.1.1 IoT/M2M protocols and communication technologies
IoT encompasses an ample number of communication networks, either WSN, M2M, CPS, or a
combination of them. From these, M2M communications are seen as the foundation of IoT platforms [22]
since they allow the ubiquitous and autonomous communications between devices without human
intervention [23]. M2M networks comprise both wired and wireless solutions, but the increasing need
of mobility and scalability, together with the inherent high installation costs of wired solutions, have
led to an increasing number of M2M wireless options. These can be organized into three groups, as
depicted in Figure 2.1. Firstly, the capillary solutions [24], where a local network coexists with a
local gateway that interacts with Wide Area Networks. Some examples are the Wireless Local Area
Networks (WLAN)s as WiFI or HiperLan, and the Short-range Wireless solutions such as Bluetooth,
ZigBee and Z-Wave. These solutions are characterized by a data rate that can go from bits per second
to megabits per second. Secondly, the popular cellular networks, which have a greater communication
range comparing to the capillary solutions, being the 2G, 3G, 4G, 5G and Long-Term Evolution (LTE),
some examples. Finally, addressing the specific IoT/M2M communication requirements, particularly
power consumption and autonomy, a new set of technologies started to gain relevance, the denominated
Low-Power Wide-Area Networks (LPWAN). These technologies combine the wide range of cellular
networks with the lower power consumption of capillary solutions [25].

Cellular networks and WLANs are not suitable for the purpose of this work due to their high

9



Figure 2.1: Communication technologies in IoT - major groups (based on [25]).

power consumption and price. Thus, our targets were the short-range wireless communications and
LPWAN solutions. Among these, some may resort on gateways to interact with other networks while
others resort on proprietary protocols.

This heterogeneity of approaches has led to the definition of distinctive IoT protocol stacks
models [21] with 3, 4 or 5 layers. The simplest one is based on three layers: i) Perception Layer,
which is the lowest layer and includes all the functionalities related with physical sensors; ii) Network
Layer, which is responsible for ensuring the seamless transmission of data gathered on the Perception
Layer to the Application Layer; iii) and Application Layer that allows the customization of different
services according to user requirements and needs. However, this approach is too simplistic and hence
a model of 5 layers gained popularity [26]. On this model, besides the Perception and Application
Layers, already included in the 3-layer model, three other layers are included, namely: i) Transport or
Object Abstraction Layer, responsible for receiving data gathered on the Perception Layer and make it
available to upper layers; ii) Processing, Service Management or Middleware Layer that deals with the
huge amount of data that is gathered and with the big heterogeneity of objects within the Perception
Layer; and iii) Business Layer, that allows the management of the whole IoT system.

Notwithstanding, due to the interoperability and popularity of Internet Protocol (IP), many
practical deployments of IoT applications follow a typical 4 layer Transmission Control Protocol
(TCP)/IP architecture (Physical and MAC Layer, Network Layer, Transport Layer and Application
Layer) with the necessary adaptations, particularly in terms of the protocols that can be used on each
layer. For this reason, we decided to follow this approach as it will become clear on Chapter 4. As
such, we narrowed the investigation on this approach and explain which protocols are commonly used
on each one of those layers, as suggested by Naik [27] and illustrated on Figure 2.2. Furthermore, after
reviewing those protocols we also survey two additional approaches. On the one hand, we survey the
LPWAN technologies because of their potentiality when applied to IoT/M2M scenarios. On the other
hand, we review Non-IP based stacks, which are relevant because there are IoT application domains
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served by constrained devices, as the one where this thesis is inserted on, with energy, processing and
radio bandwidth constraints that are so severe that cannot be handled by the remaining stacks.

Figure 2.2: Popular Internet of Things standards on a IP-based solution (based on [21]).

2.1.2 Physical and MAC Layer protocols
IEEE 802.15.4 still is one of the most popular standards within the Physical and MAC layers. It was
designed with three main requirements in mind: low consumption, low complexity and low cost [28].
Hence, it was adopted by several relevant protocols, such as ZigBee, ISA100 and WirelessHART. It
operates mainly in the Industrial, Scientific and Medical (ISM) band of 2.4GHz, although it can also
operate in the 868MHz (in Europe) and 915MHz (in the United States of America) bands. It supports
data rates up to the 250 kbps and, concerning the MAC Layer, both Carrier Sense Multiple Access -
Collision Avoidance (CSMA/CA) and Time Division Multiple Access (TDMA) (in the beacon-enabled
mode) are supported. However, the literature reports significant limitations of the latter mode,
particularly regarding the network formation [29] and mobility [30]. Besides IEEE 802.15.4, several
alternatives emerged at the Physical Layer but, or are not directly inter-operable with IP, requiring
intermediate layers or Gateways, as for instance Z-Wave, designed particularly for domotics [31] and
EPC-Global for RFID technologies [32]; or are still not adequate for constrained and remote intelligent
farming applications, as it happens with LPWAN.

Due to their relevance on constrained networks, several MAC Layer protocols have been proposed
along with the referred commercial solutions and that are nowadays part of the background in the area.
Generally, MAC protocols can be classified into contention-centered, scheduled-centered or hybrid [33],
that are aligned with the use of Carrier Sense Multiple Access (CSMA),TDMA-based techniques or
a mix of both. Contention-centered approaches are CSMA-based, and a node transmits only if no
activity is detected on the medium. There are several methods to control collisions, usually based on
a process of waiting a random amount of time before transmitting and/or retransmitting a packet
(back-off). Although allowing simple implementations, for high bandwidth utilizations, CSMA becomes
inefficient due to the increasing number of collisions and back-off window durations. The combination
of these effects increases the packet loss, degrades the channel utilization and fairness and increases
the power consumption [33].
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To minimize power consumption in CSMA-based protocols, some solutions support their operation
in duty cycles to allow nodes staying in sleep mode during part of the operating cycle. Sensor
MAC (S-MAC) [34] uses static duty cycles, while Timeout MAC (T-MAC) [35] uses duty cycles
dynamically adjusted according to the existing traffic. However, these protocols still waste time and
consequently power in idle listening. To reduce that time, Preamble-based Medium Access mechanisms
were proposed [36]. Using this type of approach, nodes that want to transmit, start by transmitting
preambles, while the remaining nodes wake up periodically to listen for the medium. If the medium
is found to be busy, the nodes wait for data, if not, nodes switch to sleep mode. The preambles can
be long as in the case of CSMA with Preamble Sampling [37], short as in the case of X-MAC [38]
or short with synchronization, as used in Wireless Sensor MAC (Wise-MAC) [39]. From these, there
were multiple variants, adapted to optimize certain behaviours but that are supported on the same
principles [40]. These protocols, although more energy-wise comparing to simple CSMA-based MAC
protocols, they still incur in excessive overhearing, waste of bandwidth in the case of long preambles
and extra overhead in the case of short preambles.

When the traffic is periodic and has known size, TDMA protocols are potentially more efficient,
since they allow avoiding idle listening, controlling the bandwidth utilization and guaranteeing fairness
for all the communications, in exchange of issues such as higher complexity, lower flexibility and the
need for global clock synchronization. The Latency and Energy Efficient Flexible TDMA Protocol
for Wireless Sensor Networks (LEFT) protocol [33] is a centralized solution, being the dynamic slots
scheduled by a master. BodyMAC [41] was developed for Wireless Body Area Networks (WBAN), for
human body sensing. It resorts on a CSMA window for transmitting controlling messages and a TDMA
window for transmitting data messages. Beacon messages are used for network synchronization and the
time slots are scheduled by a gateway node. Robust Implicit - Earliest Deadline First (RI-EDF) [42]
was developed for Real-Time systems where Qualite of Service (QoS) and packet delivery is essential.
It mitigates the issues of clock synchronization and bandwidth waste but it doesn’t perform well in
terms of energy efficiency as well as it assumes that all nodes listen all the traffic.

Zebra MAC (Z-MAC) [43] is an hybrid CSMA/TDMA mechanism that uses CSMA when the
traffic load is low, switching to a TDMA-based scheme for higher traffic loads. Flexible-Schedule-Based
TDMA Protocol (Flexi-TP) [44], on the other hand, has two phases, an initial setup of the network
where CSMA/CA and token ring are used for assigning the time slots, and a gathering data phase,
where nodes transmit data in individual time slots. All nodes maintain local information about the
other nodes in the network, which enables dynamic changes in real-time.

To support bursty traffic, QueueMAC [45] was proposed, where nodes can ask for more time slots
through the use of polling packets. However, these polling packets need a good global synchronization
and have a reduced maximum number of hop neighbors. iQueue-MAC [46] allows the assignment of
dynamic time slots accordingly to the length of the data queue. The time slots are assigned right
upon the detection of data in the queue, which allows the time slots to be quickly assigned using a
multi-channel approach. Regardless of their good adaptation to high load traffic applications, this
kind of approaches are complex to implement, resulting in significant processing requirements.

In industrial process control, Wireless Highway Addressable Remote Transducer Protocol
(WirelessHART) [47] and International Society of Automation (ISA)100 [48] are two of the most
widely used protocols. They ensure secure and real-time communications in wireless mesh networks
operating in the 2.4GHz ISM band. The referred protocols have a similar operation, using a centralized
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TDMA scheme, channel hopping and channel blacklisting. An aggregation of time slots forms a
superframe that is periodically repeated over time. The protocol allows defining several superframes,
to allow the transmission of messages with different periods. WirelessHART is a full-fledged industrial
protocol, that addresses the specific requirements of industrial networks, which are quite different from
the required for this thesis. Features like embedded security, multiple channels, multiple topologies
and a transport layer that provides reliable connectionless transport services, are not useful for our
context, turning this solution unnecessarily complex, expensive and energetically inefficient.

More recently, the working group IPv6 over the TSCH (6TiSCH) introduced a new protocol to the
IEEE 802.15.4 protocol’s family. The IEEE802.15.4e standard arose aiming at fulfilling three main
needs, namely [49]: i) overcoming the limitations of previous IEEE802.15.4 MAC Layer, particularly
regarding the energy consumption of the router nodes and the susceptibility to suffer from interferences;
ii) support the requirements of industrial and automation applications; and iii) enable the integration
with Internet Protocol Version 6 (IPv6) upper layer protocols. To reach a superlative behaviour
comparing to previous versions of IEEE802.15.4 MAC layer, the IEEE802.15.4e standard supports its
operation in a TDMA approach with the necessary scheduling. Depending on the metric to optimize,
three different approaches are proposed. The Low Latency Deterministic Network MAC approach
aims at minimizing the latency, the Timeslotted Channel Hopping provides a high reliability to node’s
communications, while Deterministic and Synchronous Multi-channel Extension is more concerned
with QoS requirements. Even though, as ISA100 and WirelessHART, besides the potentiality of
IEEE802.15.4e, its main purpose is industrial communications and hence the gains obtained with such
complex solution are not worthy for solutions where reliability is not a main requirement.

Among the presented protocols, albeit some present features that are interesting for the context of
this thesis, there is no single one that includes all the desired characteristics. Therefore, a combination
of several concepts properly articulated to meet the defined requirements was the solution proposed.
Particularly, using beacon messages for network synchronization (as BodyMAC and IEEE802.15.4e),
using a CSMA approach for the initial setup (as BodyMAC and FlexiTP) and using implicit scheduling
(as RI-EDF) is a promising approach. Moreover, a similar architecture to WirelessHART, ISA and
IEEE802.15.4e with superframes (slotframes in the case of IEEE802.15.4e) divided into frames and
time slots aligns with the defined requirements.

2.1.3 Network Layer protocols
Regarding the Network Layer, IP is the predominant choice, with two coexisting versions, IPv4 and
IPv6. The latter one was born due to the exponential increase of the number of addressable devices
and consequent exhaustion of available IP addresses. Nevertheless, and despite IPv6 popularity and
interoperability, its direct use on IoT devices is not always reasonable. The overhead of such protocols
(and inherent processing needs), usually clashes with the constraints associated to IoT devices. Thus,
a big effort is being made by the IPv6 Low-Power Wireless Networks (6LoWPAN) working group from
Internet Engineering Task Force (IETF), in order to minimize the IPv6 limitations and to make it
suitable to be used by IoT devices. As a result of such work, the 6LoWPAN protocol was released [50],
defining the specifications of the Network Layer of IP-based Wireless Personal Area Networks (WPAN)
based on IEEE 802.15.4 physical and MAC layers. This protocol defines an intermediate layer between
the MAC and Network Layers, the Adaptation Layer (AL), that aims at ensuring the interoperability
between the referred layers, implementing compression, fragmentation and reassembly mechanisms.

Albeit the advances attained by this AL, the complexity introduced for supporting IPv6 still is too
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high for technologies that excel by their simplicity, low power consumption and low overhead. Some
examples are the Bluetooth Low Energy (BLE) and Near Field Communication (NFC). Hence, the 6lo
working group extended the 6LoWPAN protocol to these two technologies, establishing the IPv6-over-
foo AL [51]. Pursuing similar goals, Farris et al. [51] proposed a similar solution for integrating Radio
Frequency Identification (RFID) systems into IPv6 networks. Notwithstanding, and despite all the
efforts, there still exists a significant overhead associated to the implementation of such ALs, which
makes them inappropriate for several tightly constrained applications. In these cases, proprietary
solutions designed to fulfil the requirements of particular applications still are a common approach.

Still within the Network Layer, the Routing Protocol for Low-Power and Lossy Networks (RPL) [52]
is the main option considered when deploying routing on 6LoWPAN solutions. This protocol was
specified by the IETF Routing Over Low Power and Lossy Networks (ROLL) Networks Working Group
and it consists on a distance vector routing protocol that uses Destination-Oriented Directed Acyclic
Graph (DODAG)s to define routes. The construction of the graph is made through an Objective
Function (OF) that dynamically defines the routing metrics to be used taking into account network
constraints. In addition to the support of different traffic flows, as point-to-point, point-to-multipoint
and multipoint-to-point, RPL adapts itself to the network rate and accepts routing metrics as link
quality or current battery status of devices, in exchange for a higher computational cost.

2.1.4 Transport Layer protocols
The Transport Layer, also known as Host-to-Host Transport Layer, is directly transposed from IP to
the IoT domain. Here, the two most important protocols are the TCP [53] and the User Datagram
Protocol (UDP) [54]. TCP is a connection oriented protocol that ensures a reliable data delivery
with end-to-end error detection in exchange for a higher overhead and lower data transmission speed
compared to UDP. Contrarily, UDP is a connectionless low-overhead protocol that does not ensure
any kind of acknowledge nor session control support, privileging the data transmission speed over the
data transmission quality. Both protocols are commonly used by different applications and its choice
is closely depended with the application requirements.

2.1.5 Application Layer protocols
The Application Layer creates the final level of abstraction that allows the development of different kind
of user applications. Also here, the strict computational and energy constraints of IoT devices, prompted
the emergence of several lightweight application layer protocols, such as Constrained Application
Protocol (COAP), Advanced Message Queuing Protocol (AMQP) and Message Queuing Telemetry
Transport (MQTT). Hypertext Transfer Protocol (HTTP) is also used but its genesis is not the same
as the previous protocols. However, its popularity and support, brought it also to IoT applications.

COAP [55] is based on a request/response architecture and runs over UDP. As it is based on
HTTP methods, it is interoperable with HTTP. For security, it uses the Datagram Transport Layer
Security, similar to Transport Layer Security (TLS) in TCP.

AMQP [56] is based on an asynchronous publish/subscribe architecture, runs over TCP and uses
TLS/Secure Sockets Layer (SSL) to ensure security. It provides QoS guarantees, specifically: at most
once, at least once and exactly once.

As AMQP, MQTT [57] also runs over TCP, it is also based on an asynchronous publish/subscribe
architecture, it also uses TLS/SSL to ensure security and it also supports three types of QoS: fire and
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forget, delivered at least once and delivered exactly once.

HTTP is a popular web messaging protocol based on a request/response architecture [58]. It
runs over TCP, uses TLS/SSL for security and by itself it does not define any QoS. Contrary to the
aforementioned protocols, HTTP does not define the header and payload sizes, being dependent on
the web server implementation.

The choice of the protocol to be used is a daunting task and depends greatly on the kind of
application and devices used. Thus, normally, there is not just one possible correct choice [27].

2.1.6 Low-Power Wide-Area Network technologies
An emergent area on low power communications respects the LPWAN technologies. They operate in
the license-free bands of the spectrum and can be positioned between the cellular networks and the
short-range communications, taking the best of each one. They potentially cover communication ranges
similar to a cellular cell, keeping a low power consumption as some of short-range communications
technologies. The data rates are also similar to the short-range communication solutions and, despite
being smaller than WLANs and cellular networks data rates, are adequate for many IoT solutions.
Some examples are Sigfox, Long Range (LoRa), Narrowband-IoT (NB-IOT) and LTE-M.

Sigfox [59] is a centralized, cellular-like, low-throughput wireless communication system. Energy-
wise, it is very efficient, but it provides a limited capacity (a few messages per day with up to 12 bytes
each), becoming particularly popular for telemetry-like applications. It requires cellular coverage which
is based on the deployment of gateways on existing public telecommunications base-stations. Its actual
coverage still is relatively small, particularly in rural areas. It does not allow to perform localization
and the bandwidth is insufficient for reporting the amount of data required to be transmitted in the
scope of the solution proposed in this thesis.

LoRa [60] is a Wireless Wide Area Networks (WWAN) specification designed to allow long range
communications for IoT-like applications. It was designed to minimize energy consumption and
provides modest bit-rates (300 bps to 50 kbps per channel). It may be used as a private network, but
it may also be used to deploy a shared service infrastructure. LoRa provides a reasonable bandwidth
and is energy-efficient. It also permits RSSI-based localization, but its performance in this regard is
poor, e.g., a practical evaluation in a limited area (110x64m) and with an infrastructure based on 6
anchor nodes, impracticable for farming applications, generates errors of several meters [61]. LoRa also
has a proprietary Time of Arrival (ToA)-based localization scheme, although it is closed source and
impossible to adapt according to applications needs. Results on its accuracy are scarce, but indicate a
poor performance, at least for wide ranges (e.g. 100m for stationary nodes using a public location
service [62]). Moreover, LoRa prescribes a star topology and constrains the kind of synchronization
and communication between nodes and the gateways (e.g. for battery-powered devices - class A, it is
used an ALOHA-like [63] protocol, without synchronization, and with dedicated receiving slots that
may not be needed). Finally, LoRa nodes were considered too expensive to be implemented in each of
the animal sensors.

NB-IOT [64] and LTE-M [65], part of 3rd Generation Partnership Project (3GPP) LTE, have been
developed for M2M and IoT applications. Despite providing relatively high bandwidth and potentially
low consumption, these protocols depend on a public communication infrastructure, which is often
unavailable in rural areas. Moreover, the need for paying a fee to the telecom operator by each sensor
carrying the transceiver eventually may lead to unbearable exploration costs.
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2.1.7 IoT Gateways
The diversity of IoT applications, devices and protocols, creates a natural lack of interoperability.
Consequently, to allow the communication of devices that resort on different communication technologies
or devices that use different application protocols, an intermediate device is required, typically known
as an IoT gateway.

In Zhu et al. [66], an IoT gateway that enables the interoperability between Zigbee and General
Packet Radio Service (GPRS) protocols is presented, being tailored for applications composed of
light, temperature and humidity sensors. A similar work is proposed by Guoqiang et al. [67], with an
extended number of supported devices and protocols. This Smart IoT gateway allows a multifunctional
configuration and supports protocols as Zigbee, RFID and RS485.

Furthermore, considering the popularity of smartphones, a smartphone gateway is proposed in Aloi
et al. [68]. It supports several protocols like Wi-Fi, ANT+, Bluetooth, NFC, ZigBee and 6LoWPAN.
A similar approach is followed in Zachariah et al. [69], being presented a smartphone-centric solution
on which the main links supported on the connection to sensors are based on BLE and IPv6.

Also in Datta et al. [70], a wireless IoT gateway is proposed, mainly supported on Application
Programming Interface (API)s composed of Restful [71] web services. The gateway architecture,
besides the Representational State Transfer (REST) API, includes dynamic device discovery in order
to allow the insertion or removal of devices and a management connection module to handle devices
that do not support REST.

Besides these academic research works, several standards that specify the deployment of IoT
gateways for supporting M2M/IoT services have been developed. One of the most relevant ones is the
OneM2M [72], that has been developed with the participation of important standard development
organizations and consortiums (including, for instance, European Telecommunications Standards
Institute (ETSI), Telecommunications Industry Association (TIA) and Broadband forum), and powerful
companies (e.g. Cisco, Intel, Samsung, Ericsson). OneM2M provides a horizontal platform that supports
secure, reliable and efficient [73] operations of multiple IoT/M2M services, particularly resorting on
REST APIs. It supports multiple existing application protocols such as HTTP, COAP and MQTT,
and communication technologies such as ZigBee, Bluetooth, WiFi and Cellular networks on the sensing
domain.

Other turnkey solutions are available, being differentiated by the application protocols and
communications technologies supported. Intel [74] provides a gateway that supports protocols such
as MQTT, WiFi, Bluetooth, Cellular technologies and Zigbee, but also Serial and USB interfaces.
SmartM2M [75] supports HTTP, COAP, Cellular technologies, Zigbee, Bluetooth and Wifi. The
Lightweight M2M (LWM2M) [76] supports COAP and 6LoWPAN technologies.

In sum, we can find a wide range of IoT gateways, some specially designed for certain applications,
while others try to offer an horizontal integration of a diversity of IoT/M2M protocols and commu-
nication technologies. In common, they share the goal of creating an integrated IoT platform that
could support multiple applications, protocols and standards. However, none of them fulfils completely
the requirements of the solution addressed in the scope of this thesis, mainly in what concerns the
local support of application-level services, such as an improved localization mechanism and system
management. Even if some of those solutions could be customized, the cost of such integration could
be economically unaffordable. Furthermore, and despite the great advantages that a fully integrated
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gateway could offer, the resources that it takes can be superfluous considering the intelligent farming
scenario, where the simplicity, low cost and high autonomy are the key features.

2.2 Localization techniques
Location monitoring plays an important role in a wide range of societal and technological areas.
Disaster relief, environment control, tracking people and goods and animal monitoring are just a
few examples. In fact, location monitoring, besides allowing to know the location of devices, also
enables identifying the location of events of interest, extracting inherent relationships between events
or implementing system features such as geographical routing [77].

The intense interest in location services led to the emergence of several solutions aiming at the
fulfilment of the requirements of specific applications or domains, with distinctive metrics such as
energy efficiency, accuracy, complexity and security [78]. Thus, a localization method is typically
application-dependent [79], which means that there is not a single solution capable of handling the
requirements of all location applications and domains. Even though, there is a common (or nearly
common) structure followed by localization systems. During the following sections, we firstly present
localization systems shared structure, before systematizing a established taxonomy and detailing
popular techniques used.

2.2.1 Localization phases
A localization system is application-dependent. Hence, several localization systems have been proposed,
particularly tuned to satisfy the requirements of a single or group of application scenarios. Even
though, typically, three different phases can be identified in such a system [79], [80]:

• Distance estimation: also called ranging, during this phase the distances (or angles) between
nodes are estimated. That information is used by subsequent phases to complete the localization
process. As it will be clear in Section 2.2.2, this phase is an intrinsic characteristic of range-based
localization systems, being the main techniques used described in Section 2.2.3;

• Position computation: the available information about an object location, either in form of
distance, angle or connectivity information, may be merged through the use of mathematical
and geometrical formulas to establish a more accurate location. The most popular techniques
are described in Section 2.2.4;

• Localization algorithm: depending on the application scenario, additional mechanisms
are typically added to previous phases to create a localization system capable of handling the
requirements of a particular application. These include, e.g., filtering capabilities and cooperative
algorithms. Several works have been proposed, being presented in the state-of-the-art Chapter
(Section 3.1.1).

2.2.2 Localization taxonomy
According to Srinivasan et al. [78], localization techniques can be organized into several layers taking into
consideration their features (see Figure 2.3). The first, categorizes algorithms into direct approaches,
where the absolute localization is acquired either through a manual configuration or a GPS device; and
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Figure 2.3: Localization techniques taxonomy.

indirect approaches or relative localization algorithms on which blind nodes (with unknown position)
are localized relatively to beacon or anchor nodes (that know their position).

Within the indirect approaches group, localization algorithms can be classified into range-based
and range-free [81]. Range-free methods do not employ any distance estimation technique, using
exclusively connectivity information between nodes to map devices in a certain space. Some examples
are the APIT, DV-Hop, Multi-Hop, Centroid and Gradient algorithms [82], very popular in WSNs.
Despite being attractive for WSN since they do not require additional hardware and so enable low-cost,
low-energy and small size solutions, their accuracy is very limited, hence not suitable for many practical
applications [81], such as the one discussed in the scope of this thesis. On the other hand, range-based
localization depends on a distance estimation process before employing location computation techniques.
It comprises a few methods very popular and widely used in localization services, such as Angle of
Arrival (AoA), ToA, Time Difference Of Arrival (TDoA) and RSSI.

2.2.3 Distance estimation/ranging techniques
Range-based algorithms always entail a distance estimation process, typically associated with commu-
nication signal features, for instance AoA [83], ToA [84], TDoA [80] or RSSI [85].

Angle of Arrival, as the name suggests, consists on the measurement of the angle settled in a
communication between a blind node and a beacon node. More specifically, this method demands
the measurement of the communication angle considering a reference direction, commonly known as
orientation [83]. With angle information is then possible to implement geometric relationships in order
to estimate the position of a blind node, which is called angulation (see Figure 2.4). Considering a
two-dimensional plane, at least two beacons are necessary. However, using three beacons is the most
popular strategy, known as triangulation (see section 2.2.4).
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Figure 2.4: AoA technique (based on [83]).

Even if such approach does not requite any type of synchronization mechanism as it happens
with ToA or TDoA techniques, AoA presents practical limitations. It is vulnerable to multipath
loss, reflection and non-line-of-sigh issues, the accuracy decreases considerable for long distances and,
more importantly, it requires costly and complex hardware such as directional antennas or antenna
arrays [86].

When the signal-propagation time is used during the distance estimation phase, we are in the
presence of a Time of Arrival technique, also known as time of flight, that, for sake of curiosity, is the
technique employed by GPS technology. It resorts on the velocity equation v = ∆r/∆t to estimate the
distance r by measuring the time t that a wave with a known velocity v takes to propagate from one
point to another. Two different implementation approaches coexist, namely one-way ToA and two-way
ToA. The former (Figure 2.5a), only considers the time that a signal takes to travel from a node i to a
node j, while the latter considers the propagation time from a node i to a node j, plus the vice and
versa, i.e. from node j to node i. In the one-way ToA, the distance is given by rij = v × (tj − ti) but,
besides being necessary a timely synchronization between nodes to enable an accurate estimation, node
i needs to send the timestamp of its communication to node j. In the two-way ToA (Figure 2.5b), node
i transmits to node j at instant ti1, node j receives and processes the message at instant tj1 and tj2,
respectively, and returns a communication to node j that is received at instant ti2. Thus, the distance
is given by rij = v × ((ti2 − ti1)− (tj2 − tj1))/2. This method exempts any type of synchronization
since each node is responsible for its own calculations, but in contrast, requires a higher overhead since
it requires more communication exchanges. Additionally, there is an additional disadvantage shared by
both one-way and two-way ToA. Radio frequency wave signal propagation velocity is very high, near
to the speed of light. This means that having accurate clocks may not be enough since errors in the
order of 10 nano seconds result in errors of 3 meters [81]. To minimize this issue, the solution may be
the use of slower signals or the use of TDoA techniques.

Time Difference of Arrival is a distance estimation technique that uses on the different
propagation times of different signal waves to calculate the distance between two nodes. There are two
ways of doing it. Having multiple beacon nodes transmitting simultaneously (or after a pre-determined
time) or transmitting multiple signals from the same node i but with very distinctive propagation speeds
(see Figure 2.6). In the former case, the difference time of arrival is taken for each pair transmitter
(beacon) - receiver, defining hyperbolas whose interception identifies the location estimation. In the
latter, transmitting at the same time signals with very different speeds results on the same signals being
received at distinctive times at the receiver j. Hence, a rough estimation is obtained by assuming that
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(a) One-way ToA (based on [81]).
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(b) Two-way ToA (based on [81]).

Figure 2.5: Time of Arrival operation alternatives.

the arrival time of the faster signal is approximately the same as the departure one. Thus the distance
is given by rij ≈ u× (tj2 − tj1), being u the propagation velocity of the slower signal. Typically, the
slower signals used are ultrasonic signals or audio waves. Thus, although synchronization may be
dismissed if using a multiple signal TDoA approach, it requires additional hardware that makes it
costly and complex. Moreover, resorting on ultrasonic sensors is fallacious since it brings a relevant
constraint, the range.

node i node j

tj1

tj2

Low speed signal(u)

ti1
High speed signal (v)

Figure 2.6: TDoA operation (based on [81]).

So far, we presented solutions for distance ranging that require additional, complex and costly
hardware, whose use is not viable for applications where cost, size and energy expenditure constraints
are fundamental. Therefore, RSSI-based solutions came up as being potentially very attractive since
RSSI is measured by almost all commercial Commercial Off-The-Shelf (COTS) radio transceivers [87].
As, theoretically, radio signal power attenuates with the square of the distance, measuring the signal
power at the receiver can be used to estimate the distance travelled by the signal. However, in practice,
signal propagation is affected by additional internal and external interferences, so three different
mathematical models have been proposed [85] to model such interferences:

• Free Space Model: assumes perfect propagation conditions, with no obstacles between the
transmitter and receiver and it may be used when the transmission distance is higher than the
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size of the antenna and signal’s wavelength. In such cases, the model is given by Equation 2.1:

Pr(d) = PtGtGrλ
2

(4π)2d2L
(2.1)

where Pr and Pt are the signal power received in the receiver and transmitter respectively,
Gr and Gt are the antennas gains of receiver and transmitter, respectively, λ is the signal
wavelength, L is a loss factor and d the distance both transmitter and receiver. In practice,
besides the toilsome and erratic measuring processes of both Gr, Gt and L parameters, the
propagation assumptions are rarely met in real application scenarios, thus not being suitable for
the majority of applications.

• Two-ray Ground Model: this model is mainly used in urban scenarios and it is applicable
when the distance d between the transmitter and receiver is a few kilometers and the height
of the antenna is high (>=50 m). Equation 2.2 describes the referred model, where ht and hr
represent the highs of transmitter and receiver antennas. Despite being appropriate for urban
areas, particularly for cellular networks, such model is not suitable for WSN applications.

Pr = PtGtGr
h2
th

2
r

d4 (2.2)

• Log-Normal Shadow Model (LNSM): also known as Log Distance Path Loss, is applicable
to more generic applications, either indoor or outdoor since it permits the calibration of its
parameters according to the application environment. Equation 2.3 describes such model:

PL = PL(d) +Xσ = PL(d0) + 10η log ( d
d0

) +Xσ (2.3)

where PL(d0) é the signal power at a distance d0, η represents the propagation loss for a
particular environment and Xσ is a zero-mean Gaussian variable also related with a particular
propagation environment. This means that by empirically calculating environmental-dependent
parameters (PL(d0), d0, η and Xσ)), it is possible to draw a model adequate for a specific
environment.

No matter the model used, no additional hardware is required, making RSSI-based localization
approaches very attractive. However, the accuracy is very limited, particularly due to the following
phenomena [77]:

• Fading: the signal power decreases with the distance, depending on several environmental
factors, the so called path loss. Even though the presented models try to minimize such
dependency, there are still variations caused by different factors such as constructive/destructive
interference, temperature, humidity, antenna orientation and quality, just to cite a few, that are
difficult to predict and include in the model. Such variations are named fading and possible
solutions to minimize them are calibrating the model [86], [88]–[90] and perform measurements
in different frequencies [77], [90];

• Shadowing: when a signal faces natural or artificial barriers such as people, animals, trees,
bushes, walls or furniture, a significant, unforeseeable and frequency-dependent power loss is
induced in the signal. As those barriers are unpredictable, dealing with this phenomena is a
daunting task. A simple way of minimizing its effects is performing multiple measurements and
take, for instance, the measurement’s average [77], [88];
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• Hardware asymmetry: even if belonging to the same model and production batch, there are
important inequalities among radio transceivers with a relevant impact in signal’s power [91].
Therefore, also for this phenomena, a calibration process is recommended to minimize such
effects.

In a nutshell, despite the superior accuracy of AoA, ToA and TDoA comparing to RSSI-based
localization techniques, they require additional hardware and in some cases precisely synchronized
clocks, making the solution complex and expensive. In contrast, the ubiquitous availability of RSSI
measurements in radio transceivers, make RSSI-based methods very attractive, since no additional
hardware is required, hence not incurring in additional costs. Notwithstanding, using RSSI requires
modelling the signal propagation to cope with several issues, such as path loss, fading and shadowing,
whose effects need to be minimized with additional processing techniques such as calibration, multiple
measurements, high quality antennas and frequency hoping.

2.2.4 Location Computation
No matter the method used to perform distance estimation, further processing is needed to gauge a
more accurate location. This is so since the distance estimation process only allows the detection of
potential areas of location and not specific points. Hence, the position or location computation phase
typically resorts to geometric information to estimate the location of a node [81]. Some examples are
the use of a simple centroid technique, angulation when there are angle information (triangulation
if there is information from three different sources) or lateration if the information is distance-based
(trilateration when there is data from three different sources). In addition to the referred geometrical
approaches, there are also some probabilistic approaches that estimate the position of a node according
to a set of probabilities, and some empiric approaches such as fingerprinting technique, where a map is
built a priori with some known parameters.

2.2.4.1 Lateration, trilateration and multilateration
Lateration is the most popular method for location computing. The basis of its operation is settled
in the intersection of circles whose radius is given by a distance estimation process. For computing
a single location point in a two dimensional space, at least three circles are required, thus called
trilateration (i.e., distance information from three pairs beacon-blind node are required). When
more than three beacons are used, we are in the presence of a multilateration technique. For the
sake of simplicity, we continue the description of these techniques considering the trilateration scenario,
that is also the most popular.

In a ideal scenario, the three circles intersect in a single point, as depicted in Figure 2.7. In such
case, the location of an unknown node (u) can be derived from the system of equations that describe
the three circles as described in Equation 2.4:

d2
1 = (x− x1)2 + (y − y1)2

d2
2 = (x− x2)2 + (y − y2)2

d2
3 = (x− x3)2 + (y − y3)2

(2.4)

where di is the distance between beacon bi and unknown node u and xi, yi are the coordinates of
beacon nodes. As there is a single intersection point, the three equations can be solved to determine
the coordinates (x, y) of the intersection point.
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Figure 2.7: Trilateration technique: ideal operation. The three circumferences have a single interception
point. b stands for beacon and u stands for unknown node (based on [92]).

Nevertheless, in practice, and mainly due to the inaccuracy of distance estimation processes, there
is not a single interception point, but an overlapping area where the unknown node may be positioned.
To overcome this issue, and thus enable the estimation of a position for the blind node within that
potential area, two different approaches have been proposed [92], the shortest distance algorithm and
the line intersection algorithm.

The shortest distance algorithm representation is illustrated in Figure 2.8. Its rationale is based
on the calculation of the three nearest intersection points between the circles built after the distance
estimation process. In practice, those points all calculated as follows (the mathematical proofs are out
of scope of this thesis, being described in [92]):

1. Selecting two beacons and estimating the distance between each beacon bi and the blind node u;

2. Drawing the circles that represent all possible positions for node u in relation to the considered
beacons, i.e., assuming that we started on beacons b1 and b2, and the estimated distances are
d1 and d2, draw two circles with radius d1 and d2;

3. Determining the intersection points (i.e. their coordinates) between those two circles (for b1

and b2, the intersection points are identified as I and I ′ in Figure 2.8);

4. From the intersection points obtained, choosing the closest to the beacon not selected in stage 1
(point I in Figure 2.8);

5. Repeating steps 1-4 for the remaining combinations of pairs of beacons;

6. After having the three closest points, assessing their average in order to have an estimation of
node u position.

The issues of the shortest distance algorithm are two-fold. Firstly, circles need to intersect,
which not always happens due to errors in the distance estimation process. Secondly, the process of
determining the nearest three points is not straightforward and it may incur in errors.

Alternatively to the shortest distance algorithm, the same authors proposed the line intersection
algorithm (Figure 2.9). Besides resorting on selecting the three nearest intersection points, it uses lines
intersections that are built using the intersection points of pairs of circles. More precisely, the process
comprises:
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Figure 2.8: Trilateration technique: the shortest distance algorithm (based on [92]).

1. Determining the intersection points (i.e. their coordinates) between two circles (for b1 and b2,
the intersection points are identified as I and I ′ in Figure 2.9);

2. Determining the line’s equation given the two intersection points (line I in Figure 2.9);

3. Repeating steps 1-4 for the remaining combinations of pairs of beacons;

4. Determining the interception between the lines obtained from previous steps;

Ideally, the three lines have a single intersection point. However, and again due to distance
estimation errors, circles may not intersect, precluding the determination of line’s equation and hence
making impracticable the use of such algorithms. Henceforth, both algorithms are sensitive to distance
estimation errors.

Figure 2.9: Trilateration technique: line intersection algorithm (based on [92]).

2.2.4.2 Angulation and triangulation
Angulation or triangulation uses angles information to estimate the location of a blind node.
Depending on where the position is computed, namely in the beacons or in the blind node, information
from two or three beacons is required [80].

When the computation of the location occurs remotely, i.e. within the beacon context, information
from two beacons is enough, being applied trigonometric relationships to estimate the location of the
blind node. Each beacon measures the angle of the communication link with the blind node, and,
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using simple trigonometric equations, establishes a line between the beacon and the blind node. Then,
the intersection of two lines gives the blind node’s position (see leftmost picture of Figure 2.10).

On the other hand, when the location is computed in the blind node side (ee rightmost picture of
Figure 2.10), the problem becomes very similar to the trilateration one. In fact, using angle information
and knowing beacon’s positions, trigonometric laws can be used to convert angle in distance and
transform the triangulation problem into a trilateration problem, already described.

Figure 2.10: Angulation or triangulation technique (based on [80]).

2.2.4.3 Fingerprinting
Wireless Fingerprinting, in short, comprises the construction of a database that associates radio
frequency measurements, for instance RSSI values, to each possible position in a certain area. This
method includes two distinctive phases, namely [93]:

• Offline training: during this phase, radio frequency measurements are collected for each
possible position of a node. A representative map is built a priori, composing a database or
radiomap that supports the online localization phase;

• Online localization: during the online localization phase, measurements gathered are com-
pared with the stored ones, being chosen the position whose RSSI measurement stored during
the offline training better approaches the online measurement. As different methods can be used
to select the most suitable location position, several variants of fingerprinting exist. Typical
approaches are the use of distance measurements as the Euclidean, Squared Euclidean and
Manhattan distances [94], and the k-Nearest Neighbour (kNN) algorithm [93].

The potential of fingerprinting mainly arises from its simplicity and its easier and low-processing
online deployment. Furthermore, it avoids modelling propagation issues since a calibration phase is
required in each implementation scenario. In fact, the calibration process has both advantages and
disadvantages. If, on the one hand, it allows a smooth adaptation to the conditions of the application
scenario (hardware, environmental conditions, static obstacles, etc.), thus contributing to an improved
localization accuracy, on the other hand, it is a laborious process, impracticable in big area scenarios.

The referred techniques are the cornerstone of common localization approaches. However, com-
plementary algorithms have been investigated to minimize some limitations or drawbacks of both
distance and localization estimations. For instance, when using RSSI, several approaches to enhance
the modelling function have been proposed to reduce the effects of phenomena such as path-loss, fading
and shadowing; or the implementation of filtering techniques as the Kalman Filter and Particle Filter
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to improve the localization estimation process. These approaches are, as stated, very application-
dependent, and thus are explored in more detail in Chapter 3, considering scenarios identical to the
one presented in this thesis.

2.3 Machine Learning
ML is nowadays a very trendy topic in the field of Computer Science. In a nutshell, its main purpose
is the autonomous retrieval of computational models through the analysis of data. However, when
dealing with the ML concept, we are also typically faced with a few additional concepts, such as
Knowledge Discovery from Databases (KDD), Data Mining (DM) and Artificial Intelligence (AI), all
in the scope of the Data Science field. Therefore, before discussing the most important concepts about
ML, its applications and typical strategies for its application, it becomes important to clear up what
distinguishes them, how they are related and which are relevant in the scope of this thesis.

The incessant growth in number and power of electronic devices, as well as the massive amount
of data generated by those devices, led to a ineluctable need of developing strategies, mechanisms,
resources and frameworks to deal with the so called Big Data. Dealing with Big Data requires not only
proficient infrastructures to store large amounts of data, but also suitable and powerful instruments
to analyze and retrieve relevant information from the human/business perspective. The study and
development of these instruments constitutes the Data Science world, that includes a few different but
interconnected fields. As illustrated in Figure 2.11, DM and KDD are related with all the remaining
fields, making them central within the Data Science scope. However, while KDD encompasses all
complex processes for extracting useful knowledge from data, either structured, semi-structured or
unstructured, DM is recognized as being a single step within the KDD process [95]. Particularly,
applying DM consists in extracting information from previously pre-processed data that can be available
on different kinds of databases. Extracting information is mostly related with the retrieval of a set of
valuable patterns from data that, in a first instance, are unforeseen from a mere human analysis.

Figure 2.11: Data science fields [96].
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On the other hand, the main purpose of the AI field is to endow computers with intelligence
similar to the human one. For that, pattern recognition and ML are commonly used. Thus, ML can
be contextualized as a tool for both DM and AI fields. Its focus is on extracting information from
dynamic systems, creating models that are automatically updated based on past experiences. This
adaptability allows machines to be continuously learning when faced with new data, playing a key role,
not only in the creation of AI systems, but also in the resolution of KDD processes.

From all the fields depicted in Figure 2.11, there is only one missing reference, namely the statistics
one. In fact, there is a strong connection between ML and statistics, since many of ML techniques are
based on statistics and optimization methods to find relationships on data. Hence, the techniques and
methods available are well-known and established, being discussed in Section 2.3.3. Notwithstanding,
the area of ML is not immutable. The application of ML models in different contexts and for different
application scenarios is a very active research topic, with a wide range of real applications, for instance:
speech recognition; prediction of the rate of cure of patients with different diseases; detection of
fraudulent use of credit cards; autonomous vehicles; computers players of chess; or the diagnosis of
cancer through the analysis of gene expression, are just some examples that show the wide range of
ML applications [97].

2.3.1 Machine Learning taxonomy and workflow
Formally speaking, in any learning task, the aim is to find a model for a function f̂ from a set of
observations {−→x , y} such that y = f(−→x ). Here, −→x are the independent variables or attributes1, while
y is the dependent variable [98]. This modelling function, obtained in a process commonly denoted
as training, can be used to predict future events −→y by applying the function f̂ to new registered
observations −→x . The nature of the dependent variables together with the type of learning used to
model the function f̂ , leveraged to the definition of a well established taxonomy between ML methods,
as depicted in Figure 2.12.

Figure 2.12: Machine Learning taxonomy (based on [99]).

If during the training procedure, the dependent variable is labelled, supervised or predictive
learning algorithms are used. This means that, during training procedures, values of y are known

1In the scope of this thesis we use attributes, features and variables as synonyms in the context of
ML applications.
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and are used to find the best modelling function f̂ . In this case, whenever y assumes a value from a
finite group of values, the problem is classed classification. In contrast, whenever y is continuous, a
regression problem is encountered. Currently, there is an uncountable number of applications that take
advantage of supervised learning. Marketing and advertising companies are continuously extracting
information from clients in order to understand and predict the lifetime value of products, analyse
the sentiment churn of users and provide recommendations. On the other hand, these methods are
also being used by enterprises to optimize resources allocation, detect spikes of demands or predict
supplementary needs. In security, they can be used by spam filters, detect malicious emails and links,
and also detect frauds. Weather forecast also takes advantage of this kind of learning. In sum, with
the increasing availability of data in all sectors of our society, supervised machine learning already
plays an important role for helping handling data and extracting valuable information for businesses
or daily life tasks.

If the dependent variable y is not defined and labelled, an unsupervised or descriptive learning
task is encountered. The main goal is to find hidden patterns or data structures that could aid in the
representation of the data. This type of learning is typically suited for applications that deal with a
great amount of unlabelled and unstructured data such as the produced in social media applications.
They mainly focus in applying clustering [100] or blind signal separation [101] algorithms to allow the
segmentation of data accordingly to similarities and differences. Some examples are recommendation
systems, customer segmentation and big data analysis.

Semi-supervised learning, as the name suggests, combines features from both supervised and
unsupervised tasks. In fact, in a semi-supervised learning procedure both labelled and unlabelled
data can be found. The labelled data is used to support the model in the identification of the dataset
labels. Then, when learning from the unlabelled data, the model can define the boundaries for each
one of the labels, and even find additional groups not previously labelled. This type of learning is
specially interesting since, on the one hand, labelling manually large amounts of data is toilsome and
sometimes unfeasible; and on the other hand, the process of labelling can introduce erratic bias that
will be considered by the models. Speech recognition or genetic sequencing are some examples where
this strategy is being used.

The last type of learning presented is reinforcement learning. In contrast to the remaining
types of learning, these models do not learn with an example dataset, but follow instead an approach
of trial and error. It corresponds, thus, to a continuous learning task, since the model uses the current
inputs to define the output and, according to the success of that output, the model is reinforced or
not. This type of learning is being actively used in several AI applications such as in robotics and self
driving cars.

Independently of the ML application and the type of learning used, a general workflow can be
defined [96]. This workflow can be seen as a guide for the creation of an iterative methodology for
applying ML. This workflow is illustrated in Figure 2.13 on which several steps are highlighted, namely:

1. Problem discern: sometimes neglected, this prime step is fundamental for defining the
subsequent methods within each one of the ML workflow steps. As an example, it is clear that
for defining a suitable strategy for collecting data it is necessary to understand the problem
to be solved, which data is theoretically necessary, how it can be gathered, just to cite a few.
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Figure 2.13: ML general workflow (based on [96]).

Frequently, it is necessary to return to this step after the last step of the workflow, commonly
because the results are not the expected ones or, at least, do not give answer to the problem;

2. Data collection: this step concerns all the procedures related to the data gathering that
will feed the model. It may include collecting data directly from proprietary or third party
devices/platforms;

3. Data preparation: the raw data collected (for example from sensors) is sometimes disorga-
nized and may contain erratic information, such as empty values, missing values or outliers.
Consequently, if not properly prepared and cleaned, this data may contribute to the definition
of an inaccurate or erratic model. Additionally, the format of the data gathered may preclude
its direct use by ML algorithms or may include an excessive number of features, some of them
redundant and that require a suitable treatment. The former issue is tackled by feature transfor-
mation techniques, while the latter is handled with feature selection techniques. Summing up,
this step may include several sophisticated procedures in data cleaning, feature transformation
and feature selection, which make it a very demanding and time-consuming process. Due to its
relevance, several tools commonly used to handle these issues are detailed in Section 2.3.2;

4. Data splitting: this step is particularly related with supervised learning models. When a
labelled dataset is available, in order to allow an evaluation of the training model, the dataset is
commonly split into two types of datasets, one for training (the training dataset) and one for
testing (the testing dataset)2. The most common approach is to have an unique split following
a pre-defined ratio (90%-10%, 80%-20% and 70%-30% are the most popular), being the training
dataset always the one with the greater part. However, in approaches where cross-validation
is used, the dataset is divided in several parts (called folds). Then, in an iterative approach,
each fold is used as a testing dataset (one per iteration), being the remaining ones used as the
training dataset. This means that, for example, when using a 5-fold crossing validation, the
training procedure would be composed of 5 iterations, being used one different testing fold per
iteration. This process is commonly used to avoid bias in certain parts of the dataset, allowing
to test the capability of the model to be generalized to other datasets;

5. Model training: during this step, ML learning algorithms are applied. It corresponds to the
effective learning phase and, depending on the chosen algorithm and size of the dataset, this
phase can last for minutes, hours or even days. The repertory of available algorithms is vast.
Thusly, the most relevant for the scope of this thesis are presented and discussed in Section
2.3.3;

2In fact, some approaches also split the test dataset into two. One that is used for tuning the
model and another that is used exclusively to evaluate the model.
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6. Model evaluation: evaluating the model is the phase of the process that allows to assess
the performance of learning models. When dealing with supervised learning, this process
corresponds to apply the trained model to the test dataset and compare the results with the
original test dataset. As several algorithms dispose of several configuration parameters, there is
typically a tuning iteration. This tuning aims to find the best parameters in order to optimize
the performance metrics evaluated. The most popular performance metrics in ML are detailed
in Section 2.3.5;

7. Model deployment: last but not the least, the model can be deployed in real-use case scenarios.
Although being the last step in the workflow, it does not correspond to the end of the process.
In fact, any ML process corresponds to a continuous process that need to be continued enhanced,
either through the collection of new and richer data or due to new needs of the application.
Additionally, models with excellent performance metrics can have unpredictable results in some
real-use cases, being thus crucial to evaluate how the model behaves in real-use scenarios and
enhance it if necessary.

Having a clear idea of how a ML application workflow is, a more detailed study about several of
the stated steps is presented in the following sections. Particularly, the focus is on data preparation,
model training and model evaluation steps.

2.3.2 Data Preparation
The raw data collected is rarely ready to be directly used by ML models. For instance it may contain
empty fields, outliers, redundant information, features that cannot be used directly by ML algorithms,
noisy features or even irrelevant features. The data preparation phase handles these issues by means
of three main procedures, namely data cleansing, feature transformation and feature selection
(see Figure 2.14). Albeit the most convenient techniques to be used in each one the procedures depend
on the data and application, a review of some of the most popular techniques particularly applied to
sensor data are detailed hereinafter.

Figure 2.14: Data preparation steps in a ML process.

2.3.2.1 Data Cleansing
Data cleansing or data pre-processing, is generally concerned with erratic data that can be found,
generally, in all kinds of datasets. However, as the types and sources of data differ greatly on the
application, also the solutions to tackle them do. Among the vast application scenarios, one where
it is particularly important to apply data cleansing, are applications where the main source of data
are sensors, because sensors may provide a lot of erratic data, either due to noise, malfunctioning
operation or external interferences.
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A typical issue is the existence of missing or unexpected values that cannot be handled directly by
models (e.g. NAN - Not A Number, strange symbols). The easiest solution to deal with this issue
is to remove such observations3. However, as this approach can lead to a lost of information, other
strategies can be followed. One of them is to replace them by some statistical value associated with
that feature, for instance the mean, the median or the mode [102].

Another typical issue is the existence of outliers, i.e., values that are significantly outside the
range registered by the majority of the remaining observations. These values can be justified by noisy
source of data, bad measurements or faulty registrations. One possible way to deal with them, is to
treat them as missing data. In that context, observations with outliers can be removed or the values
replaced with statistic values. Nevertheless, if those outliers are likely to contain valuable information,
the best approach is to maintain them unchangeable and use models capable of handling with such
issue. An interesting study on outlier detection and handling is presented by Hodge et al. [103].

2.3.2.2 Feature Transformation
Commonly, the original features that compose the dataset are not in the appropriate format to allow
models to retrieve from them the best benefit. Consequently, after a pre-processing phase, it is common
to find a feature transformation phase. This phase consists on the construction of a set of new
features derived from the original ones. Three big goals are intended: reduce data dimensionality,
improve the model performance and speed up the learning phase [104]. One popular approach is to
encode variables into a categorical representation. Frequently, some variables are composed of values
that cannot be used directly by ML algorithms (e.g. categories represented in text), which demands
its translation to a numerical representation.

Numerical and statistical manipulation of features is also a common approach when constructing new
features. This approach may include the application of a set of simple mathematical operators (e.g. +, -,
*) or the enforcement of more advanced numerical and statistical operations (e.g. minimum, maximum,
mean) [104] on the original features. Also, several original features may be combined through the use of
different numerical operations to create more advanced features (e.g. the Movement Variation (MV) is
extracted through the dynamic acceleration components measured by an accelerometer). However, as
it happens in the data cleansing phase, the methods used in the feature transformation phase depend
greatly on application scenarios. Consequently, the focus is the study of numerical and statistical
transformations that are relevant for the scope of this thesis, namely transformations that can be
applied to data gathered by inertial sensors such as accelerometers. We focused on the work of Zhang
et al. [105], where different types of feature transformation techniques were explored in the context of
human activity recognition through the use of inertial sensors. This work is particularly relevant since
it was the basis of many of feature transformation techniques used by state-of-the-art works regarding
animal monitoring presented in Section 3.1.2.

Table 2.1 summarizes feature transformation methods associated to numerical and statistical
manipulation. With their denomination, the notation employed during this document and a brief
description are presented. A more detailed description is presented in Appendix A. Mostly of them
use the Observation Window (OW) concept that needs to be explained. When big sets of data are
collected in a form of streams, it is common to slice those streams into fixed time intervals. Each
one of these intervals, is called OW and each OW may contain one or more values. Applying feature

3We denote an observation, entry or row to all the information associated to a single event. A
dataset is composed of multiple observations which in turn can be composed by several features.
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transformation methods to these OW, enables the reduction of the data dimensionality since it is
possible to summarize several measurements into a single one, providing benefits in terms of complexity
and speed when employing ML algorithms.

Table 2.1: Summary of feature transformation methods: denomination, notation and description.

Feature Notation Description

Minimum min(A) Minimum value within the observation
Maximum max(A) Maximum value within the observation
Mean A Arithmetic mean or average value of the observation
Variance s2 Sample variance
Standard Deviation s Square root of the sample variance
Root Mean Square ARMS Quadratic mean - square root of the mean square
Skewness G1 Asymmetry of the values distribution
Kurtosis b2 Identifies if values distribution is heavy-tailed or not,

i.e., if contains a lot of outliers or not
Interquartile Range IQR Statistical dispersion, particularly between the 75th

and 25th percentiles
Zero Crossing Rate ZCR The number of times that the signal changes from

negative to positive within the observation
Mean Crossing Rate MCR Number of crossings through zero after subtracting

each observation value by the observation mean
Energy E Squared root of the signal
Signal Magnitude Area SMA Magnitude of the signal
Signal Magnitude Vector SMV Similar to the SMA, but considering the magnitude

of the resultant vector
Movement Variation MV Variation of all components of a signal within a obser-

vation
Spectral Entropy SE Spectral power distribution
Pairwise Correlation COR(A,B) Correlation between two signals
Dominant Frequency DF Frequency with more power after applying Fourier

Transformation

These feature transformation techniques, although being statistical and numerical calculations,
need to be chosen and implemented manually, accordingly to the data gathered. Thus, it demands a
high human effort which is not always desirable. To overcome such issue, some automated strategies
have been developed, enabling an automatic construction of new features. An overview of some of
those techniques is presented in [104]. Although being a promising approach, it was not considered in
the scope of this thesis because they do not allow an easy control over such processes.

2.3.2.3 Feature Selection
Building a wide set of features does not mean better results, quite the contrary. Commonly, a set of
features contains redundant features (and thus worthless duplicated information), irrelevant features
(that do not contain relevant information for the definition of the model) or noisy features (that
may introduce erratic information to the model). Therefore, feature selection techniques are very
important within the ML workflow.

Feature selection methods can be grouped into three groups, namely, filters, wrappers and embedded
methods [104]. Filters are applied before training the model and are independent of the model selected.
Consequently, they provide a generic evaluation of feature importance, not being biased to any specific
model. This aspect can be either an advantage or disadvantage. On the one hand, being generic means
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that, theoretically, they would behave well no matter the model selected. On the other hand, as the
features are not optimized for a specific model, the results of the modelling process may not be optimal.
Techniques that rank features are examples of this type of approach.

Wrappers, contrary to filters, resort on learning techniques that seek for the best features within
the available dataset. This approach iteratively models a different subset of features, being the models
obtained evaluated subsequently. In the end, a rank is built considering the results obtained. This
method allows to tune the feature selection procedure in line with the model, although incur in
additional computational expenditure since several combinations of features are tested to find the best
results.

Finally, embedded methods are methods that are embedded in the models. This means that
some models have their own feature selection methods, being thus tuned for the respective model.

Besides this popular categorization, an additional one was proposed by Li et al. [106], summarized
in Figure 2.15. This approach arranges feature selection techniques according to the type of data
being handled. The first split is between static data and streaming data. Static data is data
that does not change and whose organization is known, i.e. data with a known number of features
and size, corresponding to non real-time data. On the other hand, streaming data is real-time data
being captured, for instance, by sensors. Thus, it is data being sequentially received without a prior
knowledge about its size and/or number and size of features. Within this later group, when the number
of features is fixed but the size of the observations is unknown, dynamic observations are created,
corresponding to data stream features. Contrary, when the number of observations is fixed but the
size of features is unknown, features are created dynamically, being added or removed as new data
arrives (feature stream).

Figure 2.15: Categorization of feature selection algorithms from Data perspective (based on [106]).

Within the static data group, two main distinctions can be identified, namely generic data and
heterogeneous data. Generic data is the most simple type of data, provided by single sources, with
no linked data. On the other hand, heterogeneous data deals with more complex data, being considered
linked data when there are intrinsic relationships within the dataset, multi-source data when the
data is gathered by different entities or multi-view data when the different set of features can be
extracted from the same dataset.
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Returning to generic data, the most simple type of data, also two big groups are identified. Flat
features represent data whose features are considered independent, with no intrinsic relation between
them. Secondly, structural features are features that present some organized relationship between
each other, for instance a tree or a graph.

From all the groups mentioned, the traditional feature selection methods used in ML applications
are inserted in the flat features. As theses methods are simpler, generic and are deeply used in mostly
of ML applications, a further study of some of the most relevant techniques is provided.

Figure 2.16 suggests a taxonomy for the flat features category [106]. This categorization is done
according to the technical method used during the feature selection procedure. One common approach
it to use a specific metric to measure the feature importance, for instance, the distance, correlation,
dependency or the preservation of data similarity. The methods using the latter metric are particularly
relevant and are denominated similarity-based methods. These kind of methods can be both applied
to supervised and unsupervised applications.

Figure 2.16: Traditional feature selection methods groups [106].

The second group is called information theoretical-based methods and it is composed of
a wide set of heuristic filtering methods. The metrics used to measure the feature importance are
typically based on maximizing the feature relevance and minimizing the feature redundancy. These
methods are mainly applied to supervised learning applications with discrete features.

Sparse learning-based methods is a third group whose main characteristic is being embedded
in the learning model. These methods are relevant when we want to take the best from the learning
model chosen, regardless the inherent bias associated. This means that these feature selection methods
can be optimal for specific algorithms but can have a poor performance in others. Particularly,
concerning the sparse learning-based methods, their rationale is based on minimizing the fitting errors.

The last group to be presented encompasses statistical methods. These methods resort on
statistical metrics and are typically applied to features individually, not considering the potential
redundancy between them. As the metric used to measure the relevance of features is statistical, the
bulk of methods are filters applied to discrete features.

Table 2.2 wraps up some examples of feature selection methods within each one of the four
categories presented. Nevertheless, only the methods applied to supervised learning applications are
emphasized.

All the presented methods have complex mathematical and statistics concepts behind them that
are out of scope of this thesis. This is possible since the increasing advances in the field of DM and
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ML have allowed the development of several computer tools that can be easily used by ML users. For
instance, several packages and libraries are available both for Python, R, and other programming
languages which avoids the exploration and implementation of all these feature selection methods.
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Table 2.2: Enumeration of different feature selection methods within the flat features category, also called traditional feature selection (TFS) methods. The
enumeration is done considering exclusively supervising learning methods, being presented by category, distinguished among filter and embedded methods
and presenting a reference for further details. This summary was done having as basis the work presented in [106].

TFS Category Method name Type Reference

Similarity-based methods

SPEC-extension of laplacian Filter [107]

Fisher Score Filter [108]

Trace Ratio Criterio Filter [109]

ReliefF Filter [110]

Information theoretical-based methods

Mutual information maximization (information gain) Filter [111]

Mutual information feature selection Filter [112]

Minimum redundancy maximum relevance Filter [83]

Conditional informax feature extraction Filter [113]

Joint mutual information Filter [114]

Conditional mutual information maximization Filter [115]

Informative fragments Filter [116]

Interaction capping Filter [117]

Double input symmetrical relevance Filter [118]

Fast correlation based filter Filter [119]

Sparse learning-based methods

Feature selection with l1 −NORM regularizer Embedded [120]

Feature selection with l2,1 −NORM regularizer Embedded [121]

Efficient and Robust Feature Selection Embedded [122]

Statistical methods

T-score Filter [123]

F-score Filter [124]

CHI-square score Filter [125]

Gini index Filter [126]

Correlation-based feature selection Filter [127]
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2.3.3 Algorithms
Supervised learning uses labelled data, which besides being less complex to implement, , an important
feature when dealing with low-power devices. There is a wide set of algorithms that can be used to
solve ML tasks. Most of them are deeply related with probabilistic functions on which the problem to
be solved is either a parameter optimization or a hypothesis search problem. Hence, ML algorithms
that lie under the scope of this category are firstly described. Then a brief description of models that
simulate the activity of human neurons (Neural Networks) are described. To the end are left the most
understandable models, specially in terms of their outputs, that retrieve from historical observations,
general logic hypothesis: Decision Tree (DT) and rule-based classifiers.

2.3.3.1 Discriminant Analysis
Discriminent Analysis (DA) is a simple classifier that uses discriminant functions to calculate boundaries
for each class [128]. Different groups of algorithms exist, being Linear Discriminent Analysis (LDA)
one of the most popular. When applying LDA, a dimensionality reduction technique seeks for linear
boundaries between combination of features that best separate two or more classes. The first version of
LDA was designed exclusively for 2-class classification problems [129], being extended to a multi-class
classification problem by Rao [130], introducing the Multi-class Linear Discriminant Analysis or
Multiple Discriminant Analysis.

Despite having been extended to support also multi-class problems, this type of models is preferably
used in two-class classification problems. Considering this scenario, the main idea behind is to find a
separation axis that better separates the two supervised classes. This separation axis is calculated
according to two simultaneous criteria, namely, maximizing the distance between the means of the two
classes and minimizing the variation within each class.

The original LDA model assumes that classes are linearly separable, the data follows a Gaussian
distribution and each of the classes has the same variance. However, as these assumptions do not
always hold, some extensions to LDA were developed to overcome these limitations, particularly:
Quadratic Discriminent Analysis (QDA), on which it is not assumed an identical variance between
classes; Flexible Discriminant Analysys (FDA), that allows non-linear combination of features; and
Regularized Discriminant Analysis (RDA) that is a generalization of both LDA and QDA, allowing a
regularization of the variance according to a configurable factor.

2.3.3.2 Naive Bayes
The Naive Bayes algorithm [131] is a probabilistic model commonly used in classification problems. It
is based on the Bayes Theorem that states that the probability of observing the event Y considering
that X occurred - named posterior probability, is given by P (Y |X) = P (X|Y )P (Y )

P (X) , where P (X|Y ) is
named likelihood and represents the probability of observing X given Y , and P (Y ) represents the
probability of Y without considering X - called prior probability. Having this theorem as a basis, the
Naive Bayes model assumes that all the features are independent of each other. Thus, if X is a random
variable composed of n elements X = (x1, ..., xn) and if y is a class, the posterior probability can be
given by P (y|X) = P (x1|y)P (x2|y)...P (xn|y)P (y)

P (x1)P (x2)...P (xn) . As the denominator is known, we can rewrite the last
formula as P (y|X) ∝ P (y)

∏n
i=1 P (xi|y).

Although this model assumes a condition that is not commonly true in real applications, is very
popular in ML applications because it is easy to implement and use (since it is easy to calculate the
necessary parameters), as well as it allows to predict the inputs from the outputs and vice and versa.
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2.3.3.3 Hidden Markov Model
The Hidden Markov Model (HMM) is based in the Markov chain concept [132]. In a nutshell, a Markov
chain is a way of modeling a sequence of events, called states, on which each possible transition is
represented by a probability. Furthermore, considering these states, it assumes that the following state
only depends on the actual state and not in previous ones. From this description, some similarities
with the theorem of Bayes can be found, particularly concerning the coexistence of the conditional
probability concept. The hidden concept arises from the fact that often we are interested in capture
information about events that are hidden, i.e., that are not directly observed.

Formally speaking, the HMM is supported by two assumptions. The first, already stated, is
known as Markov assumption and states that the probability of a state depends exclusively on the
previous one, i.e., P (qi|q1...qi−1 = P (qi|qi−1), where q1, q2...qN are the set of states. The second
assumption is called output independence and argues that an output observation oi is only dependent
of the state qi that produced the output, thus not depending on other states or observations, i.e.,
P (oi|q1...qi, ..., qT , o1, ..., oT ) = P (oi|qi), where T is the number of observations.

To clarify the concepts of state and observation, as well as the referred assumptions, an example
originally presented by [133] is described thereupon. Imagine that we want to study the global warming
history in a specific area but, although there are not available any records about it, there are records
about the number of ice creams eaten by a person on all days of the summer and that we can infer the
relationship between these two events. The goal it then to estimate the weather state considering the
number of ice creams eaten. In this example, the observations are the number of ice creams eaten and
the states are the weather states. The weather states are hidden because are not observable in the
context of the problem, but are induced by conditions that are observable - the number of ice creams.

There are three main problems to solve in a Markov model:

• The likelihood problem: determining P (O|λ), where λ represents the set of transition
probabilities between states (A) and the set of observation likelihood sequence (B), i.e., the
probability of registering an observation ot given a state qi, and given an observation sequence
O;

• The Decoding problem: determining the hidden state sequence q1, ...qN (Q) given λ and
the observation sequence O;

• The Learning problem: determining the best values for A and B given O and Q.

There are several algorithms that can help solving these problems. However, the most popular
are the forward algorithm for the likelihood computation, the Viterbi algorithm for decoding and the
Baum-Welch or forward-backward algorithm for the learning problem [132].

The features presented make HMM particularly interesting for pattern recognition. Some exam-
ples are the detection of biological sequences [134], speech and handwriting recognition [132], and
anomaly detection [135]. However, the algorithms typically used to solve the problems involved are
computationally expensive and time-consuming, specially with large models. Also, albeit small models
can be understandable, the same is not true with large models.

2.3.3.4 Logistic regression model
The models presented so far lie on a class of models called generative. This is so because they depend on
the conditional probability P (X|Y ) to predict the outputs Y . In contrast, descriminative models aim
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at modeling the conditional probability P (Y |X) without considering the joint probability P (X ∩ Y ).
In other words, discriminative models use the training data to find the best separating boundaries
between classes, using then those boundaries to predict the outputs of an unlabelled dataset. Since
these models are less dependent on the probability distributions, they are typically better suited for
classification and regression problems.

One of the simplest discriminative models is known as the logistic regression model [136]. This
model is used in binary classification problems, i.e., problems on which only two outputs are possible.
Mathematically speaking, the logistic regression model calculates the separation boundary with a
logistic function that can be represented as 1

1+exp(−x) = ex

ex+1 . This model is seen as an extension
of the linear regression model that performs well in binary regression problems, but not in binary
classification ones. Thus, it also assumes a linear boundary between features to predict the output
but resorts on a logistic function to create that boundary. Thus, the logistic regression model can be
expressed as log( P (Y=+1|x)

1−P (Y=+1|x) ), where P (Y = +1) = 1
1+exp(−(β0+β1x1+...+βpxp)) .

Albeit being considered an efficient, easy to implement and interpret, and low-processing model, it
does not behave well with a large number of features, is vulnerable to overfitting and does not solve
non-linear problems. Although the logistic regression model only address binary classification problems,
there is an extension of it, called multinominal regression, that allows the classification of multi-class
problems. However, its use is not popular and as it follows all the rationale already presented for the
case of logistic regression, is not addressed in more detail.

2.3.3.5 Support Vector Machine
Similarly to the logistic regression model, the Support Vector Machine (SVM) model [137] also attempts
to model classification or regression problems through separation boundaries that better separate
data. In the particular case of the SVM model, these boundaries are hyperplanes whose separation is
intended to be maximized. The original model of SVM deals only with linear problems, albeit it can
be extended to non-linear problems athwart the use of kernel functions, i.e., functions that transform
non-linear problems in linear problems [138].

To understand the basic concepts behind the model, let’s consider a simple problem (as detailed
in [139]) where the training dataset has inputs in Rd, the output is binary and the problem is linear.
Considering this scenario, the SVM model tries to find the hyperplane H that betters splits the two
groups of outputs. The hyperplane H can be defined as f(x) = 0 = 〈w, x〉+ b, where 〈, 〉 represents
the dot product in Rd. This hyperplane aims at maximizing the distance of all points of data, being
the margin of an observation (γi) the distance between it and the hyperplane H. Thus, considering an
observation i, the margin of the hyperplane H is defined as γH = mini−1,...,nγi, i.e., it coincides with
the nearest observation to the hyperplane H. Typically, many hyperplanes can be used to separate data,
thus, the goal of SVM is to encounter the one that maximizes the referred margin, i.e. H∗ = argmax

H
γH .

SVM is a very popular model, particularly because it works well when data is clearly separable;
it is efficient in high dimensional spaces; and deals well both with structured and semi-structured
data. However, it also includes some disadvantages that must be weighted when solving a ML problem.
Particularly, it is not suitable for large data sets, specially due to the training time required; it does
not perform well with noisy data; it does not allow small calibrations; it requires the use of kernel
functions to solve non-linear problems, being sometimes difficult to find the suitable function to use;
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and it is also a model whose outputs are difficult to understand and interpret.

2.3.3.6 K-Nearest Neighbour
kNN belongs to the family of the Nearest Neighbour algorithms that were originally introduced by Fix
et al. [140]. Briefly, this type of classifiers uses the concept of proximity (nearest) to classify unlabelled
data. The main idea behind this type of algorithms is that data that belong to the same class are
likely more similar (i.e. nearest) between each other. The classification of unlabelled data is inferred
from the classes of the training dataset. Typically the number of neighbours considered to classify
a certain entry of the dataset is greater than one, being that the reason for the name kNN, where k
represent the number of neighbours considered.

The kNN is both a nonparametric and lazy learning algorithm [141]. It is nonparametric since
it is distribution-free, i.e., does not rely on any specific distribution of data, and it is lazy learning
because most of the computational effort is drained during the testing phase, being its training phase
minimal. Commonly, almost all or even all training data is used during the final classification, which
entails a very significant computational effort, especially with large datasets.

Three main steps can be identified when applying kNN [141]. Firstly, the distances between an
unlabelled entry xi and all entries of the training dataset are computed. Typically the Euclidean
distance is used, although different ones are also plausible [142]. Secondly, the k nearest neighbours are
selected. Finally, the entry xi is classified considering a voting system among the k nearest neighbours.
This voting system can be simply the choice of the most frequent class among all the neighbours or a
weighted voting system considering the distances measured.

A small value of k empowers the effects of noisy neighbours. In contrast, a high value of k demands
costly computational efforts. These two considerations identify two of the main disadvantages of kNN.
Additionally, it has a poor performance in unbalanced datasets and its understandability can be a
barrier, specially with a high number of features. On the other side, kNN are simple to implement and
have an uncomplicated tuning phase, since we only have to tune the number of k and the distance
metric. Another relevant advantage concerns the opportunity to update the model on real-time.

2.3.3.7 Decision Trees, Rule-based Classifiers and Random Forest
DTs [143] constitute a model on which successive tests are made to each feature of the dataset, being
defined nodes and branches accordingly to the likelihood of those tests. A DT is composed of: a root
node, compounded by the feature that better divides the training dataset; a set of non-leaf nodes,
representing specific and relevant tests on particular features; a set of branches, personifying the
outcome of those tests; and a set of leaf nodes, containing the final classification for the set of tests
from the root node until that leaf node (terminal node).

Besides being simpler to implement and requiring low processing, DTs have the particular feature
of being easily understandable by humans. Particularly, the output of a DT can be directly transposed
to a set of if’s and else’s, being the conditions defined by the tests performed on each node.

A common issue felt during the application of this type of modelling corresponds to the overfitting
of the training data. This problem occurs when the model is particularly tuned to a specific training
data and does not generalize well. Hence, a particular attention must be held on the application of
DTs. There are typically two common approaches to avoid overfitting. The first is to simply stop the
training before the model fits too much the training data. In practice this means that if the results are
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close to the perfection, probably we are facing a overfitting issue. The second approach is to prune
the tree. A tree with a high number of splits usually contains a set of nodes and branches that were
included to match the needs of the training set. Finding the most suitable moment to stop training the
model or the most suitable level of pruning is not an exact science and involves, typically, several tests.

Even if it is possible to apply DTs both to continuous and discrete features, they tend to deal
better with discrete features. The most popular algorithm that implements this type of models is
C4.5 [144], being available on most of ML tools.

Rule-Based classifier (RB) are similar to DTs in the sense that both allow the extraction of a
set of conditions from the training dataset. However, although in DTs the rules need to be retrieved
from the graph obtained, on rule-based classifiers, the rules are induced directly from the training
dataset in a form of if-then’s. However, while DTs models follow a strategy on which the rules start
from finding the general split features and get more specific while descending on the tree, RB models
also allow to start on more specific conditions and ascend to more general conditions. Additionally,
typically the rules induced from RB models are simpler and fewer, which can be either an advantage
or a disadvantage, depending on the application scenario.

Random Forest [145] or Random Decision Forest (RDF) is a ML model that lies on a group of
algorithms entitled ensemble learning. Shortly, this type of learning considers the aggregation of several
techniques to solve an unique problem. In order to minimize the weak points of individual learning
models such as instability or overfitting, this type of learning combines the use of different models,
applying different coefficients to each output from each model used. RDF, particularly, combines
several DTs, using then a voting system to select the prediction output. Nowadays it is a very popular
model, not only because of its prediction accuracy but also because it offers typically a low processing
time, even for large datasets. Notwithstanding, even if it is based in DTs that are understandable, the
combination of multiple DTs, make its interpretation harder than with simple DT or RB.

Still within the ensemble learning grouping, we highlight the gradient boosting DT implemented for
instance by XGBoost package [146]. This approach continuously interacts through multiple prediction
attempts, aiming at reducing the error of the model that is calculated using a gradient descent algorithm.
It is a powerful algorithm due to its efficiency and scalability.

2.3.4 Neural networks
A different learning approach is presented by Neural Networks (NN)s [147]. Albeit resorting also in
mathematics, it tries to emulate the operation of the human nervous system. This mean that the
model defines artificial neurons that are connected between each other through weighted connections.
These artificial neurons are processing sources and the connections between neurons allow the storage
of the knowledge acquired through learning procedures.

Each NN is composed of three types of layers: one input layer that receives inputs; one or more
hidden layers where most of the processing occurs; and an output layer where processing outputs are
given. The way neurons are connected results in different types of neural networks. A NN is classified
as feedforward network, when there is not feedback between layers, i.e., the information is always
propagated into the output layer; or as feedback network when there is some sort of feedback between
outputs and inputs.

Artificial neurons emulated in Artificial Neural Network (ANN) are named perceptrons, and the

41



most popular model is named Multi-Layer Perceptron. In this model, one or more hidden layers
cooperate to acquire knowledge according to inputs received by the input layer. The perceptrons are
connected by weighted links, being these weights adjusted by learning procedures. The most popular
one is called backpropagation learning [148], on which the error is propagated backwards through the
network, triggering the adjustment of the perceptrons’ connections weights.

ANNs are seen, for a long time, as a very promising ML and AI mechanism. Particularly, with
the incessant computational processing increasing, it is believed that it would be possible to have
closer and closer emulations of the human brain activity, which is seen as a potential solution for
many problems. In fact, deep learning algorithms [149] are a consequence of that tendency. ANN is a
suitable algorithm when there is a need to deal with a dataset with a high number of inputs or with a
lot of noise. On the other hand, the predicting models are not human understandable and they have
an inherent high computational cost.

2.3.5 Evaluation and performance metrics
Solving a ML problem means following an iterative process on which the model evaluation is vital
to the redefinition of the problem solving strategy. Nevertheless, this process is not straightforward,
depending on the dataset’s characteristics and on the kind of results intended (e.g. maximizing the
correctness of one specific class, maximizing the global accuracy of the model, etc.). On this section,
several evaluation metrics are detailed, specially the ones applied to classification problems.

2.3.5.1 Confusion matrix
The confusion matrix is the most intuitive method to evaluate a ML model. Albeit not being by itself
an evaluation measurement, it is the basis of many metrics. A confusion matrix, also called table of
confusion, is commonly used in supervised learning problems and besides being possible to use it in
multi-classification problems, we consider a two-class example for the sake of simplicity. The skeleton
of a 2-class confusion matrix is depicted in Table 2.3. Each cell of the confusion matrix summarizes
the number of observations that the model correctly predicts and the observations of cases that the
model misses. The following definitions are used:

• True Positives (TP): the number of observations on which the model correctly predicts the
positive class;

• False Positives (FP): counts the number of observations that the model predicts the output
as belonging to the positive class, although belonging, in fact, to the negative class 4;

• True Negatives (TN): similar to the number of TP but for the negative class, i.e., the
number of observations on which the model correctly predicts the negative class;

• False Negatives (FN): similar to the number of FP but for the negative class, i.e., the
number of observations on which the model predicts the output as belonging to the negative
class, although belonging, in fact, to the positive class.

From the definitions presented, it is clear that in an ideal algorithm/model, the number of FP and
FN should be zero. Nonetheless, this scenario seldom occurs in real applications. Thus, when solving a

4In multi-class problems, this value is composed of the sum of all parcels, namely the number of
FP associated to each one of the classes that are not being considered as positive.
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ML problem we are mostly interested in minimizing the number of FP and/or FN. Albeit, ideally,
both should be minimized, that is not always possible, particularly because there is often a relationship
between them, i.e., minimizing the number of FP may increase the number of FN and vice and versa.
Hence, the focus on minimizing these parameters is always dependent on the application scenario. Two
common examples to depict this situation are the detection of diseases (ill is the positive class) and the
classification of an e-mail as spam (spam is the positive class). In the former example, it is typically
better to classify a patient with a disease when in fact he is not ill, i.e. it is better to minimize the
number of FN instead of the number of FP. In the latter example it is preferable to classify an e-mail
as not being SPAM although actually being SPAM, i.e. it is preferred to minimize the number of FP
instead of the number of FN because we do not want to loose important e-mails.

Table 2.3: Example of a 2-class confusion matrix.
True diagnosis

Class1 (positive) Class2 (negative)

Predicted
Class1 (positive) TP FP

Class2 (negative) FN TN

2.3.5.2 Binary classification metrics
From the confusion matrix, several evaluating metrics can be extracted. Thereupon are described the
metrics commonly used in binary classification problems.

• Accuracy: is one of the most used metrics, even if it can lead to misleading conclusions. On the
one hand, it is frequently used because it evaluates the ratio between the number of all correct
classifications, i.e., TP and TN, and the total number of entries of the dataset (see Equation
2.5). On the other hand, it can prompt misleading conclusions, since in a dataset where a
majority class exists (a class that is clearly predominant), the accuracy is greatly influenced by
the prediction results of this class. Particularly, if the model predicts the majority class with
high accuracy and the remaining ones poorly, the accuracy evaluated is high, although there are
classes on which the results are poor. Therefore, this metric shall only be considered in nearly
balanced datasets.

Accuracy = TP + TN

TP + TN + FP + TN
(2.5)

• Precision: also called Positive Predicted Value, evaluates how many predictions are correct from
the total of predicted values of the positive class. Equation 2.6 shows the referred relationship,
which may be used, particularly, to understand the impact of the number of FP in predicting
capabilities. Thus, if the goal is minimize the number of FP, the precision value shall be close
to 100%.

Precision = P = TP

TP + FP
(2.6)

• Recall: recall, sensitivity or True Positive Rate, gives a notion about how the model behaves
in terms of FN. Hence, the recall calculates the correctness of the positive predicted class
considering the total number of real positive cases, i.e., how much the model missed in predicting
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the positive class. This is represented in Equation 2.7, being its use relevant when the goal is to
minimize the number of FN.

Recall = R = TP

TP + FN
(2.7)

• Specificity: specificity, selectivity or True Negative Rate is very similar to the recall measure-
ment. However, instead of focusing in the actual positive class, it focuses in the actual negative
class. This is reflected in Equation 2.8.

Specificity = TN

TN + FP
(2.8)

• F1 Score: in many ML problems, we are not interested in evaluating separately the values of
both precision and recall. Instead, we are interested in having a single metric that could give
insights about both values. That is the purpose of the F1 Score that is given by the harmonic
mean of both precision and recall. A harmonic mean is used rather than a simple arithmetic
mean since its behaviour is preferable when the values of precision and recall are very disparate.
For instance, given a precision of 1% and a recall of 99%, the arithmetic mean is 50% while the
harmonic mean, that is given by Equation 2.9, is 1.98% (close to the value of the precision).
Thus, while the 50% does not give any relevant information, a value of 1.98% immediately shows
that one of the values is presenting poor results.

F1Score = 2P ×R
P +R

(2.9)

• Receiver Operating characteristic Curve (ROC) and Area Under the Curve (AUC):
to facilitate the visualization of model’s performance, ROC graphs are commonly used, mainly
in binary classification problems. It represents the relationship between true positive rates and
the false positive rates [150]. From these ROC graphs, an additional metric, the AUC can be
extracted, being always a value between 0 and 1. As high values of true positive rates are
intended, in contrast to lower values of false positive rates, high values of AUC are associated
to better performances.

2.3.5.3 Multi-class metrics
In the scope of this thesis, resorting on the commonly used binary classification evaluation metrics
is not sufficient. In fact, the ML problem to be addressed in the work, corresponds to a multi-class
classification problem, being indeed relevant to study evaluation metrics that better fit to this scope.
Subsequently, the next topics detail those metrics.

• Micro-average: in a multi-class problem, it is not always reasonable to individually evaluate
the metrics of each individual class, specially because it would be difficult to analyse and interpret
those results. Hence, several strategies may be used, being one of them the micro-average.
Basically, the micro-average corresponds to an operation applied to other known metrics as
precision, recall or F1 score, being used all classes of the dataset to calculate the performance of
the model. In other words, it is a method that considers the individual metrics associated to
each class. In the case of the micro-average, three important variants are defined, namely the
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micro-averaged precision (Pmicro), the micro-averaged recall (Rmicro) and the micro-F1 score
(F1micro) whose formulas are described in Equations 2.10, 2.11 and 2.12, respectively.

Pmicro =
∑N
i=1 TPi∑N

i=1 TPi + FPi
, (2.10)

Rmicro =
∑N
i=1 TPi∑N

i=1 TPi + FNi
(2.11)

where N is the total number of classes of the model.

F1micro = 2Pmicro ×Rmicro
Pmicro +Rmicro

(2.12)

A high value of F1micro suggests that the model has a good performance on overall. However,
a con of this metric is that it is not suitable to be used in imbalanced datasets because it is not
sufficiently sensitive to the performance of individual classes.

• Macro-average: like micro-average, the macro-average also offers a way of evaluating the
performance of a multi-class model using single values, instead of using one per class. The macro-
average is nothing more than an average of individual metrics. Thereby, the macro-averaged
precision (Pmacro), the macro-averaged recall (Rmacro) and the macro-F1 score (F1macro) are
given by Equations 2.13, 2.14 and 2.15, respectively.

Pmacro = 1
N

N∑
i=1

TPi
TPi + FPi

(2.13)

Rmicro = 1
N

N∑
i=1

TPi
TPi + FNi

(2.14)

F1macro = 2× Pmacro ×Rmacro
Pmacro +Rmacro

(2.15)

In contrast to F1micro, a high value of F1macro suggests a good performance of individual
classes, which means that its use is more suitable for imbalanced datasets. Even though, it can
also lead to misleading conclusions since it is a simple arithmetic mean, which means that if a
single class has poor results, it will greatly influence the final results, even if, for instance, that
class represents a small portion of the dataset.

• K-category correlation coefficient: albeit the F1 score, more properly the macro-average F1
score, may have an acceptable behaviour in imbalanced datasets, as it does consider all the four
confusion matrix categories, it may lead to misleading conclusions. The Matthews Correlation
Coefficient (MCC) [151] tries to overcome that issue by considering in its formula (Equation
2.16) a portion of each class. However, the MCC can only be applied to binary-classification
problems. An extension to this approach was presented by Gorodkin [152], which the author
entitled of K-category correlation coefficient (RK) since it extends the concept of the MCC to
K classes (see Equation 2.17). Like MCC, the values obtained for the RK can vary between -1
and +1, being the +1 associated to the highest performance.

MCC = TP × TN − FP × FN√
(TP + FP )× (TP + FN)× (TN + FP )× (TN + FN)

(2.16)
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RK =
∑
klm CkkClm − CklCmk√∑

k (
∑
l Ckl)

(∑
l′,k′ 6=k Ck′l′

)√∑
k (
∑
l Clk)

(∑
l′,k′ 6=k Cl′k′

) (2.17)

where C is the confusion matrix, Ckk is the number of correctly predicted observations
concerning class i and Ckl are the observations predicted as k but belonging to class l (l 6= k).

2.4 Summary and discussion
The solution addressed in the scope of this thesis tackles different areas whose knowledge regarding
concepts, techniques, protocols, standards and algorithms are relevant for carrying out the proposed
work. They are relevant either because: they can potentially be used to solve needs; they can be a tool
to aid addressing specific needs; or because its knowledge is required to understand related topics.

In this chapter, we started by addressing the IoT concept, its typical communication stack and
the existing protocols on the different layers of such stack. We focused the analysis in a four layered
stack, with a special emphasis on the MAC Layer since its efficiency is crucial for energy constrained
applications. Several protocols were presented, either CSMA-based, TDMA-based or a combination
of both. From these, a combination of features presented by several existing protocols is the most
promising option to achieve the defined requirements. These features include using a TDMA-based
scheme as basis, using beacon messages for network synchronization and a CSMA approach for the
initial setup. Additionally, it includes using implicit scheduling and a scheme based on a cyclic structure
divided in windows and time slots for handling different types of traffic.

Still within the IoT area, we discussed several technologies that could be used. Besides the IEEE
802.15.4, very popular but very limited in terms of range and bandwidth, the potentiality of LPWAN
solutions put LoRa, SigFox, NB-IOT and LTE-M as attractive solutions for IoT scenarios. However,
they still incur in important limitations for constrained agricultural scenarios as the one addressed in
this thesis. Therefore, they are not considered for the solution, but instead, a generic solution based
on free ISM bands.

Together with the needs of designing a suitable architecture for energy constrained scenarios,
some features require research in order to enable the construction of a supporting architecture. The
need for supporting localization services is one of such features and, therefore, localization techniques
were surveyed. Typically, three different phases exist. The distance estimation phase computes an
estimation of the distance (or angle) between two different nodes, being the source of information for
the position computation phase, where geometrical formulas are applied to define a more accurate
location. Finally, additional mechanisms may be added to improve the location obtained affter the
previous two phases.

GPS-based solutions are the most popular although they still incur in some drawbacks that make
them unviable for many applications. GPS cost, power-consumption and size, together with common
lost of signal issues, are hurdles particularly relevant for applications with a significant number of nodes.
Range-based algorithms arose as alternative and resort on a distance estimation process, typically
associated with communication signal features, for instance AoA, ToA, TDoA or RSSI. Despite their
superior accuracy when compared to the one provided by RSSI-based methods, AoA, ToA and TDoA
require additional hardware and, in some cases, precisely synchronized clocks, making these solutions
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complex and expensive. In contrast, the widespread availability of RSSI measurements on current
radio transceivers makes RSSI-based methods very attractive since no additional hardware is required,
hence not incurring on additional costs or energy expenditure. Notwithstanding, using RSSI requires
signal propagation modelling, a procedure that entails several challenges, such as dealing with path loss,
fading and shadowing phenomena. Thus, several methods to reduce the effects of those phenomena,
together with the implementation of filtering techniques as the Kalman and Particle Filters may be
proposed.

The other critical feature is the posture control mechanism that includes monitoring sheep behaviour.
ML is a popular tool in several areas and applications and can be used with multiple purposes including
aiding in the autonomous detection of animal behaviours. As such, we surveyed ML taxonomy,
workflow, techniques and algorithms.

Using a ML-based approach means following an iterative approach through a chain that is iterated
several times. The first steps concern the identification of the problem, the definition of the strategy
to collect data and the collection of data. Afterwards, a very important stage is the data preparation
phase. Commonly, the data gathered cannot be used directly by ML methods, either because the
format is not suitable, because the data is noisy or because there are too many and redundant features.
Consequently, within this stage we identified several data cleansing methods together with several
feature transformation and feature selection methods. These methods are deeply related to the type of
data collected and to the type of problem to be solved. Hence, the focus were methods that could be
applied to data gathered by sensors.

Hereafter, the most popular modelling algorithms were presented. The analysis focused in their
processing complexity, ease of implementation, training time and understandability. Considering all
the characteristics and the requirements of the application scenario tackled in this thesis, DT, RB and
RDF are the most suitable options. Additionally, between this reduced group, DTs allow a higher
control and tuning, although they may suffer of overfitting problems that shall be properly monitored
during the training and evaluation phases.

The multiple iterations are enabled by the evaluating phase where several performance metrics
are calculated. The most basic method is the construction of the confusion matrix. This matrix
provides an easy way do visualize the distribution of the observations that were correctly predicted by
the trained model. From this matrix, several metrics can be extracted, being the most popular the
accuracy, precision, recall, specificity and F1 score. Besides the simplest methods applied to binary
classification problems, more advanced methods to deal with multi-class problems were presented, as
micro and macro-averages. Finally, metrics suitable to be used with imbalanced datasets were provided.
Here, the K-category correlation coefficient is the most promising and efficient metric.
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CHAPTER 3
Related work

This chapter presents a literature survey on topics closely related with the scope of this thesis, particularly
on animal monitoring and animal conditioning. Despite tackling the ambit of livestock area, the focus
is on the ICT components of solutions, particularly on how ICT technologies are being used to help
livestock industry to enhance its capacity and productivity through monitoring capabilities.

3.1 Animal monitoring
Monitoring the animal life, namely the inter/intra-species relationships, the interactions with the
surrounding environment or merely monitoring animals’ location, presents a great relevance to the
scientific community. Biologists, zootechnics, livestock breeders, environmental engineers or ecologists,
all need to gather data to optimize and improve their work. In that scope, several areas of interest on
animal monitoring can be identified, for instance, location monitoring [153], pasture monitoring [154],
welfare monitoring [155], reproductive cycle monitoring [99] and behaviour monitoring [156]. As it
may be identified through the following sections, these areas are not mutually exclusive, existing a
natural overlapping between them.

The goal with this section is to show that, despite the existence of several works that tackle some
of the issues addressed in the scope of this thesis, there is not a single solution that solves all the
research questions stated in Chapter 1.

3.1.1 Location monitoring
Monitoring animals’ location is one of the most relevant and oldest needs of the livestock sector. It is
portrayed in the literature with special emphasis both in wild and marine animals but also in domestic
ones, such as bovines, ovines and goats. If in the case of wild and marine animals, the justification
hangs on the difficulty of observing in loco their movements, essential to study their behaviour, in
the case of domestic and livestock animals, the justifications are wider. Besides the importance of
knowing the position of each animal for security reasons, such information may also be used as a tool
to perceive health conditions, common behaviours and societal interactions, as well as to optimize
pasture management [157], altogether contributing for the optimization of farming processes and
animal production.

Consequently, over time, several solutions for animal localization were proposed, commercially
and academically, both for wild and domestic animals. Direct approaches or absolute localization
techniques, where an absolute location (a set of coordinates) is given as an output, are the most used.
Within this group, GPS, sometimes combined with accelerometers, stands out. Its use is portrayed in
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a vast number of works in the literature and is also on the basis of many commercial solutions offering
localization services.

Within the commercial group, all products aim at offering a localization service easily accessible
via a web interface, either in web browsers or mobile applications. They are mainly distinguished by
the animals for which they were designed for, the autonomy of the devices, the technology used to
communicate the coordinates and the availability of a virtual fence mechanism. Focusing on solutions
applied to livestock animals, products as tNet Smart Agriculture Cow collars (tNet Collars) [158],
eShepherd [159], Digitanimal [160] and Nofence [161] excel. In common, they share the use of GPS
for determining animals’ absolute location, though the way the information is uploaded to backend
services differ. For instance, while the eShepherd and tNet Collars use LoRa, NoFence uses Groupe
Spécial Mobile or Global System for Mobile Communications (GSM)1. Additionally, while solutions as
eShepherd and Nofence provide energy harvesting mechanisms, particularly through the use of small
integrated solar panels (thus, according to the manufactures, allowing a theoretical infinity autonomy),
the solution offered by Digitanimal announces an autonomy of about 1 year2. Both eShepherd and
tNet’s solutions were developed to be used on cattle, while NoFence, despite being initially developed
for goats, its use was extended to handle sheep and cattle. Digitanimal presents solutions to all the
referred groups. Finally, while eShepherd and NoFence offer a virtual fence mechanism, Digitanimal
and tNet’s solution only offer monitoring services.

Besides these commercial solutions, several literature works portray the use of devices incorporating
GPS to locate cattle [162], [163], white-tailed deers [164], griffons [165], crocodiles [166] and sheep [167].
In this later work, a GPS, together with a jaw and a lying/standing sensor are used to monitor grazing
areas of domestic sheep. However, the device used by this solution weights almost 2 kg, needs to be
transported in the back of the sheep and has an estimated autonomy of few days. The short autonomy
of the device highlights one of the GPS limitations, which concerns the high-energy consumption, that
conjugated with its high cost and frequent loss of satellites connection [168], makes it unsuitable for
animals’ localization, particularly for small to medium size ones.

Several methods have been proposed to mitigate these disadvantages. One common approach
is decreasing the duty-cycle of GPS devices, as exemplified in the work of Ruiz-Mirazo et al. [169].
However, even if energy consumption can be brought to acceptable levels, GPS-based solutions still are
too expensive for large flocks. Hence, an alternative solution is reducing the required number of GPS
devices. Maroto et al. [153] propose the use of a combination of GPS and BLE tags, where only the
herd leaders carry GPS devices. The non-leader animals are localized by proximity, i.e., through the
detection of a successful BLE communication with one of the leaders. Although the authors disclose an
autonomy of 365 days for GPS-based devices and 280 days for the BLE-based devices, the duty-cycle
is very low, ranging from 30 minutes to 51 minutes between successive tag reads. A similar solution is
proposed by Llaria et al. [157], although this latter work does not comprise the use of tags in animals
not equipped with GPS devices. Also, besides exhibiting a very low duty-cycle (1 measurement per
hour) and errors up to 20 m, the system does not even allow the detection of all animals, which is a
severe limitation.

Therefore, new alternatives based on algorithms that estimate the relative position between nodes
started to arise. Despite their well-known limitations, RSSI-range-based localization mechanisms hold

1At the moment of thesis’ writing, the technology used by Digitanimal was not available.
2There isn’t reported information about tNet’s solution autonomy.
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a tremendous potential, since they enable animal localization resorting only to Radio Frequency (RF)
information. This is particularly appealing when the application scenario already includes such
RF communications in its architecture. In that scope, Huircan et al. [170] propose an RSSI-based
localization system for cattle using the ZigBee communication stack. The solution uses RSSI for
distance estimation and a Ratiometric Vector Iteration algorithm for location estimation. Measurements
are taken every 2 minutes and the obtained errors range from 5.2 m up to 43 m.

Still in this area, the Electronic Shepherd [171] was evaluated to monitor the position of a flock in
mountains. The architecture of the solution is based on Ultra High Frequency (UHF) modules, carried
by sheep, that are capable of communicating with access nodes (gateways), composed by an UHF
module, a Wide Area Network (WAN) 802.11 module to transmit data to the Internet and a GPS.
Regarding the gateways, two different approaches were tested, namely the use of fixed gateways and
the use of mobile gateways. Even thought in the former case the gateways were positioned in places
strategically chosen, the range of the UHF modules was too short taking into account the grazing
areas involved. Additionally, the 802.11 modules presented a high energy consumption and revealed to
be ineffective in sloping areas. Mobile gateways were thus tested assuming that a flock stays together
and that a sheep leader exists. That leader was chosen to carry the gateway device, composed off an
UHF module, a GPRS and a GPS module. However, this solution experienced some complications, as
low autonomy of the gateway, constant communications failures and lack of robustness of the devices.

Also following a range-based approach, Dopico et al. [172] designed a solution for monitoring
reindeer’s location using three types of nodes: secondary nodes that are devices carried by animals,
holding a 433 MHz radio transceiver; beacons or primary nodes that are battery-powered mobile
nodes composed of a GPS and two radio transceivers (operating in 433 MHz and 166 MHz bands),
being carried only by the leaders of the herd; and repeaters, that consist on static nodes operating
at the 166 MHz frequency. The system also comprises a central station that, besides owning a 166
MHz radio, includes a GSM interface to communicate with a remote computational platform. In this
system, secondary nodes transmit a small identification message whenever energy is available from
a kinetic harvesting module. This data is then collected by a primary node, if one is in range of
the communication. Similarly, whenever a primary node is in the range of a repeater, the repeater
relays all the data gathered to the central station, which in turn transmits them to a server in the
Internet. This information is then used to compute reindeer’s position using the GPS information
and the communication information between the secondary and primary nodes. For the latter type
of data, the authors tested several approaches, particularly connectivity + fusion (C-F) information,
a regular Kalman Filter (KF), an Unscented Kalman Filter (UKF) and local Distance Tracking and
joint localization with Gauss-Newton (DT-GN). They came to the conclusion that DT-GN is the
most appropriate solution considering the trade-off between complexity and performance. Also, they
conclude that the Connectivity + Fusion (C-F) algorithm provides results similar to the ones presented
by Kalman-based solutions (a rough location) but are less complex.

Despite the existence of several similarities, particularly in what concerns to the system architecture,
between the approaches presented and the architecture proposed in the scope of this thesis, there are a
few aspects that are distinctive. Specifically, in this thesis we are interested in tracking all animals
(and not only a few) and with a higher duty-cycle comparing to state-of-the-art solutions. Moreover,
regarding sheep’s location, we aim at using the existent hardware infrastructure to estimate their
location, including the use of filtering approaches combined with behavioural information, instead of
the typical filtering approaches that use only acceleration data, which is not yet, to the best of out
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knowledge, addressed in the literature.

3.1.2 Behaviour monitoring using Machine Learning-based ap-
proaches

The emergence of an uncountable number of IoT applications in the agriculture sector, together with
the development of powerful tools for dealing with Big Data, have granted the opportunity to retrieve
additional and valuable information from agricultural systems. In that scope, ML techniques have
been increasingly used in different domains of the agricultural sector such as crop management, water
management, soil management and livestock management [173]. In the latter, most of the applications
are related to animal monitoring tasks. For instance, welfare monitoring [174], reproductive cycles
optimization [175]–[177] and pasture management [178] are just a few examples where ML techniques
are being applied to enable the development of new animal monitoring applications, more efficient,
accurate, cheaper and less labour intensive.

The target of these applications is vast, going from marine animals such as fur seals [179] and
sharks [180], birds [165], wild animals as cheetahs [181], Pumas [182] or Badgers [183], to livestock
animals such as cattle [184]–[188], goats [189], horses [190] and sheep [156], [191]–[196]. From this
list, cattle monitoring systems stand out, not due to the number or relevance of the works, but
instead because of the high commercial interest on the products begot by those animals. An evidence
of this is the number of commercial solutions that have already penetrated in the market, as the
cases of CowScout [197], Cowlar [198], Cow Alert [199], Cow Manager [200], SCR by Allflex [201],
MooMonitor [202] or e-shepherd [159], whose common goal is the activity monitoring of cattle towards
an improved efficiency in livestock production, either by improving the lactation, insemination and
feeding processes or enabling an earlier disease detection.

The increasing rivalry within the sector is leading to a decrease of the price of this kind of solutions,
opening new opportunities in farms where sheep are the main livestock animal. Thus, besides a very
few commercial solutions can be found in the market for sheep monitoring [160]3, several relevant
research works can be identified. These works differ mainly in how the monitoring device is coupled to
sheep (ear tag, collar, leg tag or halter), the number and type of states to be classified, the features
used in the model and the sampling rate of the sensors incorporated. A deep analysis on these works
is done below, with focus on the applications that target sheep, due to three main reasons: i) their
application scope (i.e. animals) is the same as the one presented in this thesis; ii) they use similar
techniques to the ones used on cattle monitoring platforms; and iii) they are quite recent. As it will be
clear through the analysis, the order we present the works is neither related with its date, neither with
the ML approach followed, but instead with the number of behaviours considered for classification.

Monitoring and identifying the jaw movements of sheep was the main goal of the work of Giovannetti
et al. [156] since, accordingly to the authors, such information could be used by livestock producers for
improving their grazing systems. Consequently, this work exploits the inherent relation between grazing
activities and jaw movements, to build a supervised-based decision system capable of distinguishing
three different feeding behaviours: grazing, ruminating and resting.

To gather data, they resort on a halter-placed device (the placement of a halter is illustrated

3In fact, the main goal of this solution is the tracking of animals’ location although it also includes
some behavior monitoring features.
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in Figure 3.1) composed of a X-Bee platform containing an accelerometer, a microcontroller and a
radio. The accelerometer is the source of data and allows the collection of raw acceleration data with a
frequency of 62.5 Hz. However, the microcontroller only sends the first three peaks of accelerations per
second and per axis through the radio to a computer, also equipped with a similar radio. During the
tests, sheep carrying the devices were video-recorded to enable the classification of the data gathered.
This classification consisted on assigning, from the defined feeding behaviours, the prevailing one in
each OW, here defined as 1 minute. Also, for the data associated to each one of the frames classified,
12 features were added to summarize the acceleration measurements resulting from that interval. These
features were mean, variance and Inverse Coefficient of Variation (ICV) (i.e. the mean of the standard
deviation), all applied to the three axis acceleration components (x, y and z) and to the acceleration
vector’s magnitude (||A||).

The feature selection was done using Stepwise Discriminant Analysis (SDA) and its efficiency was
tested using Canonical Discriminent Analysis (CDA), an extension of the DA model for multi-class
problems. To model the feeding behaviours, the authors used a DA algorithm. The overall accuracy
of the model was 93%, considering the seven features selected (the four variances, the Az, the ICVx
and the ICVz). Beyond the three feeding behaviours analysed, grazing presented the best and most
consistent results (sensitivity 96%, specificity 97%, precision 95%), while ruminating and resting
behaviours presented lower values for all the metrics evaluated.

Following a similar methodology, the work of Decandia et al. [193] aimed at discriminating three
main sheep behaviours (grazing, ruminating and other behaviours) while studying the effects of the
OW sizes in the performance of the predicting system. The main differences between the methodology
followed in [156] and [193] are: i) the existence of an additional sensor to measure the force applied
by the jaw during its movements (a force sensor); ii) the addition of three additional features (mean,
variance and ICV) related with the data measured by that sensor; iii) the calculation of the features
for different OW sizes (5 s, 10 s, 30 s, 30 s, 60 s, 120 s, 180 s, 300 s); and iv) the establishment of three
levels of prevalence within the OW (50-75%, 76-99% and 100%), i.e., the percentage of agreement that
should exist between the different classifications within a OW.

The feature selection procedure highlighted the s2(||A||) and Az as the most important features

Figure 3.1: Example of an accelerometer placed in a halter [193].
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for all the OW’s duration and discarded the ||A|| due to its lower importance. Hence, a total of 14
features were used by a DA model, being the best (global accuracy of 89,7%) and worst performances
(global accuracy of 79,3%) achieved with a OW size of 30 s and 300 s, respectively. Additionally, the
authors also provide an interesting evaluation of the inconsistencies between the results obtained by
similar feature selection methods in different datasets with similar features. Although being unclear
which are the exact causes for those inconsistencies, some insights are left about some aspects that can
trigger them. The use of different classification criteria, changes in the measurement ranges due to
differences in animals’ physiognomy or slightly different placement of the devices, are some practical
arrangements that may influence the feature selection procedure.

With the aim of developing a device capable of carrying out real-time monitoring of sheep for
allowing a precocious detection of lameness situations4, two complementary strategies were followed.
In the work of Walton et al. [195], the authors discuss the most suitable choices for the sensor position,
sampling frequency and OW size. With the results provided by this study, a subsequent work [196]
analyses the importance of different features in this kind of use cases and evaluates the behaviour of
several ML algorithms in the classification of three sheep behaviours: lying, standing and walking.

Regarding the experimental set-up, both works resort in a device composed of a microcontroller,
a flash memory, a Low-Power Wide-Area (LPWA) radio, although it was not used since the data
was stored in the memory of the device, an integrated accelerometer and gyroscope, and a battery.
This device was either attached to the ear (ear tag) or to the neck of the animal (collar), and the
tests were performed using 6 sheep during 8 days. Each day consisted in a single test, being the
data gathered while the device did not run out of battery or memory. To enable the classification of
the data gathered, animals carrying the monitoring device were video-recorded during 2 hours per
testing day. The videos were analysed and classified considering frames of 1 s independently of the
OW chosen. Then, to permit the discretization of the classification label within the OWs, all samples
were considered, and the most predominant one was selected5. The feature transformation process
was similar in both works. Firstly, the magnitude and the rate of change of the resulting magnitude
were calculated for both accelerometer and gyroscope measurements. Then, eleven features associated
to those measurements were calculated (mean, standard deviation, kurtosis, minimum, maximum,
interquartile range, signal area, absolute signal area, number of zero crossings, dominant frequency
and spectral entropy), compounding a total of 44 features per sample. From here, the works diverged,
and thus are discussed separately.

Following the described procedure, Walton et al. [195] tested different sampling rates (8 Hz, 16 Hz
and 32 Hz) and OW sizes (3 s,5 s and 7 s), both for ear tag and collar, resulting thus in 18 different
tests. In a nutshell, resorting in a RDF, the best overall accuracy (95%) was obtained with a frequency
of 32 Hz, for both 5 s and 7 s OW sizes, and for both ear tag and collar. Contrarily, the lowest overall
accuracy (89%) was obtained for the combinations ear tag-16 Hz-3 s, and collar-8 Hz-3 s. Even if no
relevant differences were identified when using a ear tag and a collar, there are two additional interesting
conclusions regarding the OW sizes and the sampling rates. The first is that the choice of the OW

4Lameness is a common locomotive dysfunction that can be registered in different kind of animals,
including sheep. It is one of the most critical issues felt by livestock producers, causing relevant losses
in the sector.

5In fact, if all classification samples within the same OW were equal, that label was selected and
labelled as non-mixed. When not all samples agreed, the most predominant was selected and labelled
as mixed. However, the authors do not clarify what was their purpose for this labelling procedure.
Thus, to simplify our analysis, we simply assume that the predominant classification label was chosen.
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duration depends on the goal of the test. Shorter OW are generally better since the data variation
is smaller and there is a lower probability of being registered different behaviours in the same OW;
longer OW are typically better when complex behaviours are intended to be detected since more
data is available. The second regards an expected increase of the performance when increasing the
sampling frequency. Notwithstanding, a trade-off between the performance and the power consumption
of the devices shall be attained. For instance, in this particular case, an increasing of less than 5% in
the overall accuracy (from a frequency of 16 Hz to 32 Hz) implies a reduction of 50% of the device’s
autonomy.

Fixing the sampling rate at 16 Hz and the OW duration at 7 s, as suggested by Walton et al. [195],
the work of Mansbridge et al. [196] evaluates the effects of the feature selection procedure in the global
accuracy using different ML algorithms, namely, RDF, SVM, kNN and Adaptive Boosting (AdaBoost),
both for ear tag and collar deployments. The features used were exactly the same used in [195], i.e., a
total of 44 features. The RReliefF algorithm was used for ranking those features, resulting in a ordered
list of features, both for the ear tag and collar scenarios. Comparing both lists, the dominant frequency
and the number of zero crossings of accelerometer measurements are the unique features that present
the same ranking, both for the ear tag and collar (first and third places, respectively). The remaining
rankings differ, although some tendencies may be observed. For instance, the top three features are
related with the accelerometer, which may indicate that the rough classification is done primarily
resorting on accelerometer measurements. Contrarily, from the fourth to the fifteenth positions, the
majority of the features are related with gyroscope measurements (11/12 for the ear tag and 10/12 for
the collar), which may reveal a significant importance of the gyroscope measurements for a more precise
tunning in the classification procedures. Concerning the performance of the classification algorithms,
RDF clearly outperformed the remaining ones when the number of features is greater than three, and
hence are the focus of the authors analysis. Also using RDF, the overall accuracy of the collar use
case was higher, independently of the number of features used. However the impact of the number of
features used is not linear. In fact, for the collar case, the overall accuracy reaches 87% with a total of
5 features, only 5% less than the best overall accuracy obtained (with a total of 39 features). Thus, for
real-time deployments, a trade-off between the number of features and the overall accuracy is stated as
very relevant since computing more features requires more computational effort, resulting in higher
energy consumptions.

The works presented so far only distinguished three different behaviours, which may be considered
insufficient to characterize the natural behaviour of sheep. Hence, the work of Barwick et al. [194] aimed
at evaluating the effects of three different mounting places of an accelerometer in the classification of
four different sheep states, namely, grazing, walking, standing and lying. The three mounting places
were an ear tag, a collar and a leg sensor, as illustrated in Figure 3.2. The experimental set-up was
composed of devices operating at a frequency of 12 Hz, online tests done in five different sheep and the
OW duration considered was 10 s. The data pre-processing consisted in removing all observations whose
associated video frames were related with unknown and transitional states as well as the computation
of 14 different features - average, maximum and minimum (for each axis) and the movement variation,
signal magnitude area, average intensity, entropy and energy. The feature selection was based on the
randomForest and varSelRF libraries of R, being selected the three best ranked features for each type
of mounting device. The QDA classification algorithm was then applied to the three use cases, being
the results and conclusions slightly different.

The ear tag solution is granted by the authors as being the best solution due to presenting the best
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accuracy for the grazing, standing and walking behaviours. However, at the same time, it is referred
that the lying behaviour could not be evaluated by the ear tag sensor. Consequently, it is not fair
to state that this sensor deployment presents, in fact, the best results. For instance, it is expected
some classification issues for distinguishing the lying and the standing behaviours as it happens with
the collar deployment use case. Despite this clear limitation, the work supports the idea that the
sensor deployment has a relevant impact in behaviours accuracies. The ear tag deployment allows the
distinction of grazing, standing and walking behaviours with high accuracy (above 93%). The collar
deployment reaches high accuracies in detecting grazing, lying and walking behaviours (above 92%),
but it has a poor performance in classifying the standing behaviour, since there are movement patterns
shared with the grazing and lying behaviours. Finally, the leg deployment presents very high accuracies
in detecting the lying and standing behaviours (100%), a relatively high accuracy in detecting the
grazing behaviour (91%), but it yields a bad performance in detecting the standing behaviour since is
it jumbled with the grazing behaviour.

Albeit being older than remaining works, the work presented by Marais et al. [191] extended
the sheep behaviour analysis to 5 states, particularly, lying, standing, walking, running and grazing.
The data gathering process was responsibility of a device composed of an accelerometer operating
at a frequency of 100 Hz, a SD card for storing the data, a microcontroller and a battery. The tests
last 3 days and were repeated with 5 different sheep. The OW duration was set to 5.12 s and a
greedy selection procedure was selected to rank the 31 different features calculated: mean, standard
deviation, variance, skewness, kurtosis, maximum, minimum, energy, frequency-domain entropy and
pairwise correlation between the axis - computed for the thee axis; and the Average Signal Magnitude
Vector (ASMV).

The LDA and QDA algorithms were chosen to classify the supervised behaviours, being obtained
global accuracies of 87% and 90%, respectively. The individual analysis of classifiers’ performance

Figure 3.2: Distinction between a collar, an ear tag and a leg sensor [194].
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highlighted a higher difficulty in distinguishing the grazing and lying behaviours, with missclassifications
around 33%. On the other hand, the running behaviour presented the best accuracies. Contrarily to
the works presented before, the classification procedure was not based in the visualization of videos
but rather on a manual logging procedure. This precludes a precise and thin classification of the
observations, as it is possible with videos. For instance, in this particular work, the human operator
only registered the timestamps when the changes in the behaviour were evident, excluding thus,
moments of transition and behaviours of short duration, just to cite a few.

Also considering the same 5 states tackled in Marais et al. [191], the work presented by Alvarenga
et al. [192] explored the use of DTs to predict those 5 behaviours. The data was gathered through
accelerometers placed under the sheep’s jaw, operating at three different frequencies - 5 Hz, 10 Hz and
25 Hz - and considering different OW durations - 3 s, 5 s and 10 s. Nonetheless, within the goals defined
for this study, the evaluation of the effects of using different sampling rates was not included. Thus,
besides having devices gathering data with different frequencies, all data were merged together. For
each OW duration scenario, the mean, standard deviation, minimum and maximum of the following
features were computed (composing a set of 44 features): raw values from axis X, Y and Z, Signal
Magnitude Area (SMA), Signal Vector Magnitude, MV, energy, entropy, pitch, roll and inclination.
Although the wide set of features, feature selection techniques were used to select the 5 most important
features for the present dataset. For that, the authors used the randomForest and varSelRF packages
available on R, being the results, i.e., the top rate features, equal for the three study cases: X-axis
values, inclination, pitch, MV and Z-axis values.

Applying DT, the overall accuracies varied from 82.9% for OWs of 3 s, to 85.5% for 5 s and to 83.4%
for 10 s. However, a deeper analysis on the results obtained allows additional important conclusions.
Firstly, and although not tackled in the authors’ discussion, the dataset is unbalanced. Particularly, the
running and walking behaviours have only a few samples comparing to the remaining states (around
1% and 8% respectively). Then, analysing the different metrics evaluated, the highest precision and
specificity for the grazing behaviour was achieved with a 5 s OW while for the running and walking
behaviours those metrics were higher for the 10 s OW. Finally, the Kappa values also suggested the 5 s
OW as the best option for classifying the 5 behaviours.

Wrapping up, from the reported works that use ML algorithm to predict sheep behaviours, the ones
that present lower processing demands have limited their analysis to a low number of states. Contrarily,
the works that widen their analysis to more states, exploited algorithms that are computationally more
demanding and hence not suitable to be employed in low-power microcontrollers. The exception is the
work of Alvarenga et al. [192] that explored the use of DT for differentiating 5 different states but, as
all the other works, it did not distinguished the Infracting state, required to allow the detection of
sheep’s behaviours in vineyards.

Another relevant limitation across all the works regards the classification procedure and the
definition of the OW durations. On the one hand, when classifying the gathered data within the
context of the OW duration, the prevailing state is commonly taken as the classified state. Although
it can be considered the most correct way of doing it, such approach may hide transitional states that
are neither considered in the classification or in the modeling. On the other hand, albeit the majority
of works suggest that OW of 5 s or 7 s are suitable for detecting sheep behaviour, that durations may
not be suitable for real-time detection since the model requires a lot of data.

Also, most of the analysed works employ offline data collection strategies, storing the sensing
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data gathered by accelerometers in the memory of devices (for instance in micro SD cards), that
are afterwards downloaded for further analysis resorting on powerful computers and algorithms.
Although a few solutions exhibit some real-time features (e.g. transmitting wirelessly the sensor data
to computational platform) or present models that could be eventually transposed to constrained
devices, none of the works explored the feasibility of such approach.

3.2 Animal conditioning
Animal conditioning is particularly popular for confining animals within pre-defined grazing parcels.
Typically, farmers use physical ground-based fences (Figure 3.3), either wood-based or barbed wire-
based. However, despite effective, these methods are costly, inflexible and laborious [203]. Their
installation is an ardours task, requiring constant maintenance and whenever new parcels are used, all
the process needs to be repeated.

Figure 3.3: Example of a ground fence used to contain sheep.

To mitigate traditional fences’ issues, electric fences started to be used [204]. Initially, they were
used together with physical fences to avoid damages caused by animal aggressive behaviours. Then,
electrical fences started to be used as a standalone method for bounding grazing areas. Although still
requiring individual placement by humans, the labour involved is drastically smaller. Furthermore,
animals tend to recognize the presence of electrified wires, which enables them to avoid such structures.
However, electric fences require a electrical source, typically a battery, that needs to be recharged and
protected against weather conditions or other external threats. Furthermore, they are not suitable
to be used during wet days or in places with dense vegetation, since these conditions may lead to
accidents due to electric conduction.

The concept of virtual fences emerged to provide the flexibility not offered by traditional solutions.
A virtual fence is composed of an electronic system that allows the definition of fence boundaries [203]
in a programmatic way. This fencing scheme does not require any physical barrier [205], being used
a stimulus instead (e.g. visual, olfactory, sound or electrostatic). As virtual fences do not depend
on physical barriers, they have lower installation costs [206] and allow a much easier redefinition of
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grazing areas, thus contributing for an improved pasture management [205], [207]. Moreover, they
allow a better sanitary control since contaminated areas can be easily and quickly isolated.

The first patent of a virtual fence mechanism was published in 1971 and consists in a device coupled
to the animal working as a receiver of electromagnetic waves that are generated by a hidden electric
cable. The patent was developed for domestic animals and applies sound and electrostatic stimuli. This
solution was commercialized with the name Invisible Fence [208] and it is still available in the market.
Even if it was conceived for domestic animals, the solution was also tested, with relative success, in
goats [209] and cattle [210]. Notwithstanding, the installation process is onerous and requires much
effort to install the underground cable. Additionally, it is impractical to use this method in extensive
areas as well as in mountainous terrains, areas where animals often graze.

Besides using the electromagnetic field generated by an electric conductor to define the boundaries
of the virtual fence, two other methods exist. On the one hand, GPS coordinates may be used and
compared with a polygon defined by a group of coordinates [211], [212]. Even if its efficiency is
proven [167], [211], [213], the cost and high power consumption dispelled this technology from the
virtual fencing solutions. On the other hand, the magnitude of electromagnetic signals may also be
used to evaluate the distance of the animal to signal sources [214], [215]. Regarding this latter group, to
the best of our knowledge, there aren’t works evaluating its effectiveness, which may suggest that there
is still a long way towards a viable solution. In fact, while high levels of effectiveness are not reached
using highly precise localization mechanism as GPS, it is not worthy evaluating strength signal-based
virtual fencing mechanisms, that have lower precision. However, it is necessary to perform research on
this area. Therefore, the system described in this thesis, besides not implementing a fencing system,
includes on its requirements support for it.

Besides the method for defining the virtual boundary, a virtual fence requires a combination of
cues to compel animals to revert their behaviour. These cues can include different sources such as
visual, auditory, olfactory, vibration or electrostatic stimulus [216].

Visual cues were tested in bovines [216] and allowed to conclude that animals have the ability to
associate cues with specific areas, allowing the control of grazing areas through visual cues. Furthermore,
Cibils et al. [217] demonstrated that cattle are capable of associating visual cues with electrostatic
stimuli. As such, after a learning phase, they are able to revert their behaviour when facing exclusively
visual cues, even if cues’ location changed. However it is complicated to install efficient sources of
visual cues and thus they are not typically used.

The use of audio cues for conditioning animals’ behaviour was evaluated by Umstatter et al. [218].
Speakers placed with 10 meters of distance between each other were set to emit high frequency sounds
in order to disturb cattle. This study proved that audio cues are relevant to implement a virtual fence
but not enough to build an effective solution. A similar work, consisting of a auricular speaker, placed
individually in each animal, resulted in the publication of a patent named Ear-A-Round Equipment
Platform for Animals [219]. This device, also tested in cattle, proved to be efficient to contain animals
in a virtual fence but only after some training to enable the association between the audio cues and
the virtual fence.

Electrostatic stimulation is reported to be the most often used and efficient conditioning solution
in the literature [205]. In short, this type of stimulation consists in the emission of high voltage electric
discharges with very low currents [207], [209], [220], [221], through a pair of electrodes incorporated in
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collars that are placed in contact with animal’s skin. Within this group of works, Fay et al. [209] also
showed that the gregarious instinct of goats tend to keep all animals together, thus being effective also
in goats that do not carry collars.

However, the combination of different stimuli, for instance, sound, vibrations and electrostatic, to
confine cattle in a virtual fence is more consensual in the literature. The work of Bishop et al. [222] is
an example. A collar producing a 6 kV electrostatic stimulus after audio and vibration cues, proved
that the combination of several stimuli contributes considerably for the animals learning process.

The effect of sound and electrostatic stimuli was also evaluated in sheep [223]. The boundaries
of the virtual fence mechanism were based in an electromagnetic emitter and some food and social
challenges were included, being inserted, respectively, food with higher nutritional value and free
animal grazing, in the forbidden areas. Furthermore, a training process evaluation was performed,
being compared results of trained and not trained animals. Results showed that trained animals
demonstrate a bigger respect to the conditioning process and that the social challenges had bigger
impact than the food challenges. Particularly, the work reports several situations where animals not
trained won the electrostatic stimulus and joined the group of free sheep.

More recently, and still regarding sheep, Brunberg et.al [224], [225] performed two field tests
using the NoFence [161] system on sheep. This popular commercial solution for animal localization
and virtual fencing, still available on the market, comprises the use of a collar that emits audio cues
(frequencies from 2 kHz up to 4.2 kHz during 4 s) followed by an electrostatic stimuli (4 kV, 0.2 s, 0.1 J).
A maximum of 5 electrostatic stimuli could be applied. In [224], from a set of 24 sheep, only 9 have
successfully learned how to avoid virtual fence boundaries. Furthermore, it reported special challenges
when changing the place of the virtual fence. In [225], similar tests, but with sheep accompanied by
their ewes, needed to be interrupted since no acceptable results were being obtained. As such, the
authors concluded that there are still a lot of challenges to overcome to enable the use of virtual fencing
mechanisms.

The results presented by Marini et al. [226] when testing a virtual fence based on a dog training
collar were more promising, with less than 19% of sheep receiving an electrostatic stimulus after an
audio cue. In average, sheep required 8 interactions with the fence to learn the association between the
cues. The audio cue comprised an 78-80 dB sound at a frequency of 2.7 kHz, while the electrostatic
stimuli last for 20 µs with a current of 42 mA. This study also showed that sheep maintain a certain
level of memory, since, after removing the virtual fence, they took 30 minutes to re-enter to the
forbidden zone. In a extension to this work, the same authors identified several challenges when
applying virtual fences to sheep [227]. Particularly, they state that their ability to get trained to
recognize virtual fences it not yet clear. Particularly, they identify challenges on the effectiveness of
electrostatic stimuli due to sheep’s wool and reported significant differences between sheep.

The effects of this kind of solutions on the animal well-being are ethically relevant and should
be carefully addressed. In Lee et al. [228], the authors defend that if animals successfully associate
audio cues to electrostatic stimuli, it is possible to offer a solution that is ethically similar to electric
fences. In fact, there are studies in the literature tackling this issue, being based essentially in health
indicators as the weight evolution, the concentration of specific hormones or the heart and breath
rates. One example of these studies is a test effectuated in Beagles [229], where three groups of tests
were arranged: a group being stimulated when touching a specific object; a group being stimulated
when not obeying to instructions given by a trainer; and finally a group being stimulated randomly
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without any special context. Results revealed a substantial increase of cortisol on the second and third
groups, particularly when the timing of stimulation was not adequate. On the first group, it was not
identified any meaningful increase on the hormones’ concentration. Thereupon, it is vital to enable an
association between a stimulus and a specific behaviour to promote the animal’s learning process.

The application of electrostatic stimuli causes a small discomfort on the animal, thought without
being painful. A collar remotely controlled and capable of generating pulses of 650 V tested in
cattle [230], showed that stimuli causes the reaction of animals and associative learning. To evaluate
the effects of these stimuli on the well-being of animals, both the variation of the heart rate and the
quantity of cortisol and b-endorphin (hormones often associated to animal stress) were measured on
two testing groups, one that did not receive any stimulation (the control group) and other receiving 2 to
3 electrostatic pulses. The results revealed an increasing heart rate and concentration of stress-related
hormones on animals receiving stimuli comparing to the control group. However, in order to understand
if these consequences are exclusively related with electrostatic stimuli, the effects of other common
livestock operations were evaluated, as for example the weighing process or the immobilization for
treatments. It was shown that well-being metrics are not significantly different comparing situations
of stimuli application to common livestock operation. Thus, the authors concluded that electrostatic
stimulation does not introduce any special discomfort to animals.

The learning process plays a relevant role in the minimization of the number of electrostatic stimuli.
Consequently, the combination of multiple cues facilitates the referred process [222], [231], giving the
opportunity to the animal to revert its behaviour before receiving an electrostatic stimulus. Inclusively,
it is advocated that this kind of conjugation performs better than using electric fences or shepherds
since the learning process allows animals to adapt their behaviour accordingly.

To preserve animal’s integrity and well-being, the Electronic Collar Manufacturer’s Association
was founded and a document created, defining good practices in the implementation of electronic
collars [232].

3.3 Summary and discussion
Monitoring sheep’s location and, more importantly, their behaviour, is a key element for enabling
their use for weed control. Therefore, a literature survey was performed to perceive what is the
state-of-the-art on animal monitoring, what techniques are commonly used, in which applications, with
what purposes and for which animals.

In fact, animal monitoring is not a new topic, being addressed for many years in difference contexts.
The most popular context is the use of GPS devices for tracking animal location. Although cattle
is the animal group frequently addressed, namely because of its high commercial value, also other
groups are reported, including sheep. These GPS-based solutions differ on optimization mechanisms
to minimize GPS issues. For instance, some include accelerometers to improve GPS accuracy or to
enable decreasing GPS duty-cycle. Others include energy harvesting mechanisms to improve device’s
autonomy.

However, and besides their accuracy issues, it is consensual that RF signal strength based localiza-
tion mechanism would introduce gains on device’s cost and autonomy, since no additional hardware
would be required on systems where there is already RF hardware to enable communications to occur.
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As such, some experiments have been made to assess the feasibility of using RSSI for animal localization.
However, there is a space for research on such area, particularly on gregarious animals such as sheep
and goats.

As a complement to animal localization, the virtual fencing concept arose. Also here, cattle is
the animal group that deserves more attention, although more recently several works came up with
some experiments made with sheep. It still is unclear and non-consensual if sheep are capable of
respecting virtual fences, particularly due to the difficulties in recognizing the virtual fence boundary
and due to the gregarious behaviour of sheep that may clash with the conditioning mechanism. Even
so, it is commonly accepted that animals, including sheep, are capable of learning to associate cues
with certain penalizations and avoid those penalizations. It is also shown that they are capable of
associating stimulus with certain landmarks. However, this training process is not straightforward and
depends on several factors such as animal breed, groups’ sizes and individual’s characteristics.

Besides monitoring animal location, also animal behaviour monitoring is gaining interest. The main
purposes are to control health parameters and detect behaviour patterns such that appropriate managing
procedures can be taken. In this case, the use o ML techniques is the common approach followed.
The processing tasks occur mainly offline in central processing units with processing capabilities that
portable sensor-enabled devices do not have. Several behaviours in different animals, including sheep,
are addressed in the literature. However, none of them enables the identification of infracting situations
in vineyards and that corresponds to actions that may damage the vines or their fruits. Additionally,
none of the works tested behaviour monitoring mechanisms running locally on collars or similar devices
neither include a mechanism to conditioning sheep’s posture when the infracting state is detected.

Table 3.1 summarizes the most relevant solutions surveyed. In summary, there are several solutions
that tackle, even if partially, issues that we aim to solve in the scope of this thesis. However, none
of them is capable of detecting and conditioning sheep’s posture while grazing, i.e., none of them
implement a posture control mechanism.
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Table 3.1: Summary of the most relevant scientific works and commercial platforms on animal monitoring.

Feature/Solution
Localization Monitoring Activiy Monitoring

Nofence eShepherd Digitanimal Huircan Nadimi Cowlar CowScout Dutta Alvarenga
[161] [159] [160] et al.[170] et al. [233] [198] [197] et al. [185] et al. [192]

Animals goats cattle several sheep sheep cattle cattle cattle sheep
Data gathering yes yes yes yes yes yes yes yes yes
Real-Time Data yes yes yes yes yes yes yes no no
Localization GPS GPS GPS RSSI GPS no no no no
Virtual fence yes yes no no no no no no no
Activity Monitoring no no no no yes yes yes yes yes
Posture control no no no no no no no no no
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CHAPTER 4
An IoT-based Architecture for

Intelligent Farming

T he state-of-the-art analysis revealed the unavailability, on the one hand, of solutions capable
of meeting the demands of the SheepIT project, and, on the other hand, of a suitable IoT

architecture capable of supporting the accompanying requirements. Therefore, this chapter is devoted to
the presentation of the system architecture devised for SheepIT, its components and operation.
We start by defining the functional requirements pursued. These functional requirements are the
support of both the overall system architecture and IoT-based communication stack. Moreover, system
components are detailed, namely the mobile nodes, called collars, that are carried by sheep and are
composed of a set of sensors; static nodes, named beacons, that ensure radio geographical coverage
and communications, as well as enable localization services; and information aggregation nodes, the
gateways, that besides data aggregation, provide an optional interface with the exterior, namely a
computational platform that can be hosted in public or private clouds. A proposal for the computational
platform is also presented, despite not being the cornerstone of this thesis. The focus is on the
communication stack design, with special emphasis on the MAC Layer due to its importance towards a
energy wise system.

4.1 Functional requirements
The main motivation for this thesis was the need of developing an autonomous solution for keeping
sheep inside delimited areas of pasture and control their posture while in there. Such system would
make possible to use sheep as a cheap and environmental-friendly weed control mechanism, while
keeping vines safe. However, developing such a system requires a set of functional requirements that
preclude the use of existing solutions. These requirements were defined considering both the goals of
the SheepIT project and associated partners knowledge. They are as follows:

• Posture control: it represents a key component of the solution. Briefly, it shall enable
monitoring and identifying sheep’s posture and apply corrective stimuli when undesirable
postures are detected. However, this task in not straightforward, on the one hand due to
animals dynamism and unpredictability and, on the other hand, due to the limited processing
capabilities of the electronic devices to be carried by sheep;

• Posture detection: to enable the implementation of a posture control mechanism, it is critical
to continuously monitor sheep behaviour. In particular, the neck and head position must be
estimated in order to detect if they are feeding from weeds (desired behaviour) or from the
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branches or fruits (undesired behaviour - the Infracting state). The head position can be
estimated by measuring the distance between the neck and the ground, and by measuring the
neck inclination. However, reducing the posture detection to a binary classification problem
(infracting and non-infracting) has revealed to be insufficient. Henceforth, the posture detection
shall be capable of detecting with an overall accuracy of 90% (the state-of-the art mean value)
and on real-time the different and most common animal behavioural states, such as Eating,
Resting, Running and Moving, plus a novel one, the Infracting state;

• Posture Conditioning: besides being a component of the posture control mechanism, its design
shall allow a configuration of several characteristics such that the most suitable combination
of stimuli could be arranged by livestock experts or veterinarians. Having the state-of-the-art
(Chapter 3) as basis, a combination of different stimuli, particularly audio cues followed by
small electrostatic discharges, is the most appropriate solution. Nevertheless, stimulus duration,
stimulus sequence, stimulus duty-cycle and start and stop conditions, depend on the animal
breed and shall be carefully designed by livestock experts to ensure animals’ well-being;

• Localization and virtual fencing enabler: the system shall support the implementation
of a localization service. In scenarios with a potentially high number of mobile nodes, as the
present one, the high cost and energy consumption of GPS devices preclude its use. Hence,
the system shall support the implementation of an RSSI-range-based localization mechanism.
It is not intended to be a high precision mechanism but shall enable users to have a regular
and approximate animal location, as well as have access to a rough tracking along the day.
This information can be henceforth analysed, for instance, for identifying pasture preferences,
possible illnesses, animal theft, just to cite a few. Furthermore, albeit not addressed in the
scope of this thesis, having the support for the implementation of a virtual fence mechanism was
defined as a requirement for the system’s design since it is a potentially relevant feature in a near
future. Project partners pointed out to 6 seconds as the maximum interval time between two
consecutive fencing checks (from now on entitled Localization and Fencing Periodicity (LFP)),
although it shall be configurable and adjustable according to scenarios needs.

• Data Collection: the system shall collect data about each one of the animals (e.g. to detect
health conditions) as well as information about the herd (e.g. to detect predator attacks) for
further processing and storage. For this reason, the system shall include an interface to transfer
data to a central computer or to a cloud service. New data shall be provided to the user (the
farmer) with a certain periodicity, hereinafter referred to as Monitoring Periodicity (MP). This
value shall be configurable, although project partners pointed out to 80 seconds as the maximum
value;

• Size, weight and autonomy: this triple requirement is crucial in every IoT system. On this
particular case, sheep are relatively small animals that graze for several hours. Thus, the device
to be carried by sheep shall be comfortable, thus constrained in terms of size and weight. As
reference, it is desirable to have a collar dimension similar to the Digitanimal [160] and to the
noFence [161] collars, since they are important commercial references in the area. Moreover,
and since this solution is to be used by farmers, it is important to minimize the number of
charging procedures. Therefore, the autonomy shall be at least two weeks (a reference provided
by project partners), although an autonomy of 4 months shall be pursued (as suggested in [171]
when presenting an electronic shepherd for sheep grazing in mountains);
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• Customization, expandability and scalability: although being designed considering the
particular use case of the SheepIT project, the system shall be able to be used by similar
solutions within the farming monitoring area. Likewise, it shall support the integration of
new sensors and shall be scalable, allowing a reasonable amount of mobile nodes. Partners
defined 1000 sheep as the upper bound size of a herd (NmaxCollars), although a recent census in
Ireland [234] identified the average size of a herd as being around 100 sheep/goats. Furthermore,
when presenting the number of herds within certain herd sizes, the maximum group was >500,
with a representation of 2.22%, thus below the 1000 sheep. Even though, we maintain the 1000
collars as the maximum number of collars, even if lower values are expected to be found in real
use case scenarios;

• Area coverage: the area to be covered by the system impacts on the system configuration.
Therefore, it shall be considered during system design. In this case, independently of the
vineyard size, the partners believe that the system would operate in parcels of a maximum of 5
ha, enabling the implementation of rotational grazing strategies1;

• Communications infrastructure: besides the intrinsic requirements associated to an IoT
communication infrastructure (introduced in Chapter 1), this aspect is highly influenced by all
the aforementioned functional requirements. It shall enable the communication of hundreds
of nodes in a region of a few hectares; it shall collect data periodically and relay it to one
or more aggregating devices for further processing; it shall support the implementation of a
RSSI-range-based localization mechanism to avoid the use of GPS, which requires periodic
transmission of data; it shall support the implementation of a virtual fencing mechanism; it
shall use energy-aware radio technologies and protocols since all periodic data transmitted can
result in a considerable amount of data; and finally, all these periodic communications require
some sort of node-synchronization to allow nodes to minimize the time on which they are turned
on, and consequently, minimize the peak and average energy consumption, by means of a proper
activity scheduling.

The following sections present the overall system architecture, the communication stack that
supports it, and the design of the devices built to meet the requirements.

4.2 Overall system architecture
The main purpose of the system herein proposed is to grant farmers with an intelligent farming solution
capable of monitoring and conditioning sheep, allowing them to weed vineyards or similar cultures
(e.g. orchards) without threatening the cultures. However, besides being specially designed to support
this particular use case, the system architecture is designed to support expandability, i.e., to support
additional services, for instance, monitoring plants and soil parameters. For the sake of clearness,
we empathize the description of system components and their operation in the context of the main
application (monitoring and conditioning sheep’s posture), although readers should keep in mind the
inherent solution expandability.

1Rotational grazing corresponds to sectioned grazing parcels that are grazed one at time. While
some parcels are being grazed, other are resting, enabling grass and nutrients renewal as well as it
allows to avoid health problems due to the accumulation of bacteria and virus [235].
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The requirements imposed by the uncertainty of animal’s location, their extremely gregarious
but unpredictable behaviour, and the effects of the terrain relief in the radio coverage, specially in
Douro’s region vineyards, led to the design of a new solution, from the IoT devices to be deployed, up
to the IoT communication network. Figure 4.1 illustrates the overall system architecture. The system
architecture follows a typical IoT architecture, being composed of two main segments conveniently
interconnected. The first is a WSN that implements all critical local functions, such as animal behaviour
monitoring and conditioning (and additional monitoring services, if required). Additionally, it also
enables sensor data gathering that is then forwarded to the user, either through a remote intermediate
(the Computacional Plataform (CP)) or through a local access. The second segment concerns a CP,
hosted in public or private clouds, that has as functions message brokering, data analysis, data storage
and data representation, this latter one through appropriate user interfaces.

Figure 4.1: Overall system architecture.

Collars are the WSN mobile nodes, being carried by sheep. They contain the sensors and
actuators necessary to implement the posture control mechanism: a microprocessor, for carrying out
local computations; a battery, to allow portability; and a radio transceiver, to allow communications
between collars and the remaining network infrastructure. The sensors, namely an ultrasonic sensor
and an accelerometer, are the support of a real-time monitoring mechanism that allows the detection
of different sheep behaviours, including their posture. On the other hand, actuators are triggered
by a posture control mechanism through the application of appropriate stimuli. The posture control
mechanism includes all the logic that grants collars with the capacity to autonomously detect when
sheep adopt unwanted postures. A detailed description of collars composition is given in Section 4.3.1.

Grazing areas can be relatively large, exceeding the coverage of a single radio transceiver. Moreover,
vineyards, particularity the ones of Douro’s region, are typically located in remote locations, with
aggressive and irregular steep slopes. Therefore, the communication infrastructure also contemplates
beacon nodes, which receive data from collars and relay them, eventually through other beacons, to
an aggregating gateway. Hence, beacons define the grazing perimeter, and that are necessary to ensure
connectivity to enable the collection of real-time sheep’s data. Additionally, they serve as landmarks for
the RSSI-based localization mechanism and are also responsible for ensuring network synchronization.
Beacons’ full composition is specified in Section 4.3.2.

The WSN connects to the CP via one or more gateways. A gateway can be seen as an extended
version of a beacon comprising, besides beacon functionalities, an additional Wide Area Network
(WAN) interface (for instance a 3G or 4G interface) and a set of managing and monitoring features. As
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such, it allows a smooth integration between the non-IP network (the WSN) and the IP-based Internet,
and includes local processing capabilities that allow detecting and reporting abnormal situations,
either in animal behaviour (e.g. high number of infractions) or device operation (e.g. low battery);
a local management procedure that allows farmers to consult the status and several configuration
parameters of the system, without needing to have access to the Internet, ; and a technical management
procedure to be used by technicians to perform advanced configurations on communications parameters
or perform on-site debug. Further details on the gateway architecture and operation are give in Section
4.3.3.

Although the WSN operates autonomously, without any dependency on the CP, the CP is saw
as a valuable additional component, particularly due to its data processing power. Thus, the system
architecture contemplates a CP that may be hosted in the cloud or in private servers, and whose main
tasks are to aggregate, process, analyse and store stream data, supporting also the implementation of
appropriate user interfaces for data visualization. Even if at a first glance there is a superposition of
functionalities between the gateway and the CP (both act as aggregating points and include processing
capabilities), the goals and tools are disparate. While the gateway focuses in tasks that comprise low
processing overhead and short time windows analysis, the CP allows the implementation of powerful
DM and ML algorithms, which in turn enable the retrieval of long-term statistics, hidden patterns and
tendencies. Relevant examples comprise the detection of animal health conditions, animal lameness,
estrus cycles, sheep calving, just to cite a few. Additional details about the CP are given in Section 4.5.

Informally, the operation of the system can be summarized as follows:

• Collars, the mobile nodes carried by sheep, monitor and condition sheep;

• Collars periodically transmit, in a pre-determined and unique time slot, sensed data, both
regarding animal behaviour and devices status;

• The transmission periodicity is a system parameter, statically defined a priori during system
configuration;

• Beacons are static nodes, placed within or in the borders of the grazing parcel, which gather
data from collars and retransmit them through the network until reaching the gateway;

• They also grant synchronization among all networking devices, ensuring that no concurrent
transmissions occur, i.e. avoiding collisions during data transmission;

• Like collars, beacons also have a pre-configured periodic transmissions, enabling the implemen-
tation of a RSSI-based localization mechanism;

• Data gathered by collars is retransmitted through one or more beacons until being received
by the gateway(s). The gateway(s) processes the data, monitors relevant parameters, triggers
alarms if necessary, and prepares data to be sent to the CP;

• The gateway also enables a set of interactions with networking elements, providing local flexibility
to the solution;

• The CP receives streams of data from one or more systems, parses and stores it in a structured
way;

• DM and ML algorithms can be applied to data, adding extra value to the original gathered
data;
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• Finally, data is displayed to the user through a web user interface, such that it can be accessed
anywhere and anytime, using a browser.

The aforementioned description is a simple overview of the system operation. As one can see,
supporting such operation while complying with the requirements bestowed in Section 4.1, requires
the design of appropriate devices and the implementation of a communication stack that, due to its
alikeness to typical IoT systems, we refer to as an IoT-based communication stack.

4.3 Devices
Within the WSN, several devices may coexist, although in the scope of this thesis we are particularly
interested in three type of devices: collars, associated to animal sensing and control; beacons and
gateways. Their composition and operation are described in the following sections.

4.3.1 Collars
The collar is a keystone of the solution, particularly due to its functional features. Collars implement
the monitoring and conditioning features, supporting the posture control mechanism so that sheep are
persuaded to weed with a lower profile, i.e., with a posture that could maintain safe the vines and
the fruits. Furthermore, besides implementing these critical features, collars are also the most Size,
Weight, Power and Cost (SWaP-C) constrained devices.

Figure 4.2 depicts the collar architecture. Besides the battery and switch modules, whose purpose
is straightforward, four main block are identified, particularly:

• Microcontroller: it is the "brain" of the device, being responsible for interfacing with sensors,
actuators and communications peripherals. It is also responsible for executing the monitoring
and conditioning algorithms, as well as the communication scheme;

• Communications: besides executing local tasks, collars need to own communication capabili-
ties. As such, they include a communication module that permits receiving and sending data,
following a pre-determined communication scheme;

• Sensors: include the necessary sensing peripherals that sustain the monitoring mechanism,
namely:

– Accelerometer: two-fold information is extracted: i) static acceleration measurements
that give information about neck’s tilt. Through trigonometric manipulation, pitch, roll
and yaw angles2 may be computed [236]; ii) dynamic acceleration measurements allow
the computation of the intensity of animals movement on each direction3;

– Ultrasounds transducer: used to measure the distance from sheep’s neck to ground,
which may be combined with accelerometer data for improving the detection mechanism.

2The navigation coordinate system was used as reference. This means that pitch corresponds to
rotation around the Y-axis, i.e. around the East; roll around the X-axis, i.e. the around the North;
and yaw around the Z-axis.

3The inclusion of a magnetometer device was also evaluated. Notwithstanding, although presenting
a theoretical relevance for understanding sheep movement direction, in practice, it leads to very erratic
data due to constant interference that causes constant inconsistent values and de-calibrations. That is
the result of a wide range of natural and artificial obstacles as well as frequent aggressive movements
by sheep.
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• Actuators: an electromechanical audio transducer, to emit audio signals, and an electrostatic
stimulation circuit, to apply electric discharges, are the actuators included in the collar, following
existing approaches in the state-of-the-art. Both sensors and actuators are controlled by software,
composing the posture control mechanism that is tackled in Chapter 6.

Figure 4.2: Collar internal modules.

4.3.2 Beacons
Beacons are fixed devices that define the grazing perimeter, as it is necessary to ensure connectivity
to collars. They also serve as landmarks for enabling a RSSI-based localization system. Thus, when
necessary, additional beacons can be disposed on the grazing area to create RF overlapping areas, with
the objective of improving the accuracy of RSSI-based localization systems.

This way, it becomes clear that beacons’ placement involves a trade-off between several factors,
such as the total area to be covered, the topology of the terrain, the number of beacons available
for the installation and the accuracy requirements for the localization system. Therefore, beacons
placement is for now projected to be performed by experienced personal, although an automatic wizard
for system installation is a valid and desired alternative.

Beacons share the same basic composition of a collar except the actuators module that is removed
on beacons, and different sensors used on sensors module. This is particularly advantageous since
it decreases the effort dedicated to hardware development. As illustrated in Figure 4.3, a beacon
also includes a microcontroller, sensors and a communication module. The first controls all internal
operation, interfacing with sensors and with the communication module. Regarding sensors, a GPS is
included to support the implementation of a RSSI-based localization system.
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Figure 4.3: Beacon internal modules.

4.3.3 Gateway
A gateway allows WSN data to flow to the CP and vice and versa. In addition to the standard gateway
functionality, which is essentially joining networks to allow devices to intercommunicate irrespectively
of the network where they belong, the gateway supports additional services, developed to address the
specific requirements of farming applications.

The most elemental functionality of the gateway is forwarding data between the WSN, the CP
and the user interface. This activity requires minimal processing, consisting in decoding data frames
coming from each one of the interfaces, placing the data in a local database and triggering the processes
responsible for fetching the data and sending them to the target interface(s).

Many farms are located in remote places and, as such, permanent access to the Internet cannot
be considered as granted. Moreover, there are some services that require low response times and, as
such, it is essential to deploy them as close to the data sources as possible. Consequently, the gateway
supports locally a few critical services, namely:

• Alarms: alarms should be raised as quickly as possible in the event of anomalous situations.
The gateway collects data from all the animals, so it has a global view that allows it to correlate
the received data, thus being a privileged place to detect abnormal situations. For example,
if all animals suddenly exhibit a running behaviour, that may indicate that the flock may be
under attack of a predator, and thus an alarm should be raised. A sheep that disappears from
all the beacons can have escaped, and so an alarm should also be raised;

• Local management: to streamline the access to local data, a local web interface is desired. It
allows performing on-site administration tasks (e.g., defining the height at which animals are
allowed to feed, if the restrictions are active or not, etc.) and consult real-time and historical
state data. These operations shall be possible through a WiFi or Bluetooth enabled smartphone
or similar mobile device, without requiring access to the CP’s web interface;

• Technical management: the local web interface shall also enable technical interventions, such
as tuning the communication parameters to the specific characteristics of the exploration (kind
of terrain, dimension of the flock, etc.), as well as to allow system-level debug.
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The number of gateway devices is expected to be small (just one, in most of the cases). Moreover,
they are not expected to be moved frequently and are usually deployed in accessible places. Therefore,
we assume that gateways are not subject to the same stringent power, size and energy consumption
limitations that beacons, and particularly collars, face. Thus, gateways can use more powerful hardware
(e.g. an embedded PC), both in terms of processing and storage capacity, which is essential to enable
the realization of the services mentioned above. As illustrated in Figure 4.4, the gateway comprises
Internet and WiFi/Bluetooth interfaces, made available through suitable network interface cards. The
gateway also contains a beacon module, interconnected with the embedded PC via a serial interface.
The beacon module ensures compliance with the communication scheme of the WSN. Combined, these
interfaces abstract the communication services offered to the local services.

Figure 4.4: Gateway internal modules.

4.4 IoT-based communication stack
Aiming at satisfying the requirements identified in Section 4.1 and supporting the deployment of the
system architecture and operation summarized in Section 4.2, the IoT-based communication stack
shown in Figure 4.5 was designed. This stack is one of the pillars of this thesis, sustaining the responses
to research questions 1 and 2. Despite having the SheepIT application in mind, the stack design was
driven by more general goals, aggregating the traffic requirements of several applications related to
farming management and supervision, thus justifying the title of the Chapter - An IoT-based solution
for Intelligent Farming. Our approach follows a four-layer architecture (Physical Layer, MAC Layer,
Transport Layer and Application Layer) since it is the one that enables a proper match between the
requirements and each one of the layers. In general, there are evident similarities between the proposed
stack and a typical IP-based IoT stack (see Section 2.1.1). Nevertheless, the enabling solutions within
each of the layers are distinct, thus being tackled and justified one by one during the following sections.
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Figure 4.5: IoT communication stack for intelligent farming solutions.

4.4.1 Physical Layer
Wine-growing lands (and cultures similarly planted), mainly in Douro’s Region (Portugal) where the
terrain is very ruged, with a set of valleys and irregularities carved in the landscape, raise critical
challenges in data communication effectiveness, both within the WSN and on data uploading to
the CP. In fact, despite being specially relevant on those regions, similar difficulties are shared in
regions where the landscape is mainly occupied with farms. Such constraints counterpoint the use
of popular communications standards based on higher frequency radio frequency bands (e.g. IEEE
802.11, BLE and some implementations of IEEE 802.15.4 and ZigBee). As lower frequencies, thus
higher wavelengths, present better propagation performance, they are more suitable for these kind of
scenarios.

4.4.2 MAC Layer
When designing a communication stack for systems on which energy-efficiency is of utmost importance,
the MAC Layer architecture is vital. As a matter of fact, in IoT systems, the energy expenditure
associated to data transmission via radio transceivers represents a substantial quota among the total
energy consumption [237]. Consequently, the solution proposed for the MAC Layer is the cornerstone
of the entire solution, being also one of the most relevant contributions of this thesis.

Looking at the system requirements and overall architecture, a few devices share the same medium.
As it is expected to have a high number of nodes (hundreds of sheep in a few hectares), it is imperative
to have an efficient mechanism to control the access to the medium, avoiding undesirable collisions,
packets losses, waste of bandwidth and consequently energy consumption. Moreover, the system must
accommodate diverse traffic types, with very specific purposes. We already identified some of them, for
instance, periodic sensor data sent from collars to beacons, periodic transmissions containing gathered
data sent from beacons to beacons and periodic enabling-localization messages from beacons to collars.
Nevertheless, the periodic traffic is not enough to support all system needs. There are sparse tasks
that demand the support of both periodic and aperiodic communications, for instance when there is a
need of adding new collars to the network (pairing).

To deal with this kind of traffic in an energy efficient way, the strategy proposed approaches
an hybrid TDMA/CSMA MAC scheme, where the majority of the communications follow a Time-
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Triggered (TT) architecture [238], which means that relevant tasks and communications are executed
following a predetermined schedule. Hence, this schedule may be defined aiming at optimizing the
entire system operation. Particularly, we are mainly interested in maximizing the autonomy of mobile
nodes and we do it by minimizing the time that nodes’ radios are turned on and by controlling the
concurrency among local tasks being executed.

4.4.3 Transport Layer
The Transport Layer includes a set of modules responsible for handling system messages, insertion of
new nodes, routing messages and security features. More precisely, four modules were planned, namely:
i) Message Transport; ii) Network Manager; iii) Routing Manager; iv) Security Manager.

The Message Transport module encompasses the needs related with message exchanging, both
within the WSN and between the WSN and the CP. In other words, the Message Transport module
defines all the messages exchanged within the system and ensures their correct parsing.

The system architecture comprises both a WSN, where a proprietary communication mechanism
is applied, and a CP that is based on a typical IP architecture (see Section 4.5 for more details). Thus,
message transport entails three different levels of needs, namely:

• Definition of the messages exchanged within the WSN: the messages exchanged within
the WSN enable not only gathering data to monitor the system and sheep, but are a key-
enabler to ensure a proper communication between devices. As within the WSN energy and
processing constraints coexist, the messages need to be designed considering such aspects,
without compromising system effectiveness;

• Message fragmentation, reassembly and parsing within the WSN: the messages within
the WSN are transmitted through a radio transceiver with specific features, including a Maximum
Transmission Unit (MTU) and maximum transmission baudrate. Hence, besides the message
parsing within each one of the devices, packet reassembly is a requisite for some messages;

• Message translation to an IP-based network: although the messages exchanged within
the WSN follow a proprietary scheme, when delivering them to the CP, it is necessary to
convert them to a format such that they could be easily parsed to IP-based components and
protocols. That task is performed in the gateway, that is the component that interacts both
with constrained devices in the WSN and in the non-constrained components within the CP.

The Network Manager aims to enabling the control of the ingress and egress of nodes. It
includes:

• Pairing of devices: when a device is new on a network, it needs to be recognized and accepted
within that network. This process is called pairing and, when successfully established, it allows
devices to communicate synchronously in the network within scheduled time-slots;

• Monitoring and failures detection: device’s operation needs to be monitored in order to
prevent, detect and log failures. Therefore, mechanisms of self-monitoring shall be designed and
included;

The Routing Module has two main purposes, namely, managing the schedule of time slots and
managing the active routing scheme on beacons. Both share common objectives, particularly:
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• Minimize the number of transmissions: in a network with several beacons, it is a waste
of resources to propagate data to hops that are further away from the gateway, at least under
normal operation conditions. Also, it is not advantageous to transmit firstly data from beacons
closest to the gateway and in the end data from the furthest beacons as this would increase the
number of transmissions required to deliver all data to the gateway;

• Minimize power consumption: optimizing the routing and scheduling schemes allows to
reduce average power consumption. Therefore, the routing manager implements routing schemes
that aim at decreasing power consumption.

Currently, a static approach associated to the network identification is proposed for the scheduling.
As such, during system deployment, beacon distribution is done assuming that they are placed aiming
at meeting the aforementioned objectives. However, this does not match the level of self-government
intended for the system. Therefore, and considering the needs of the system, the scheduling mechanism
shall enable beacons to establish their schedule without requiring a reconfiguration of the entire system.
This could be done on a setup phase that would occur whenever a new beacon infrastructure is deployed
or restarted. This means that, before starting in normal operation, beacons would establish a schedule
that shall be controlled by the gateway. The main deciding rule for scheduling shall be: beacons that
are further away from the gateway in terms of number of hops transmit first, although additional rules
shall be evaluated.

Regarding routing protocols for WSNs, a wide range of solutions have been proposed in the
literature to deal with different network topologies, traffic patterns, metrics to be optimized/minimized,
just to cite a few. Even though, we argue that a RPL-like scheme adapted to the constrains of the
solution may be a adequate solution. RPL, although designed for communication stacks supported on
IPv6, owns features that are aligned with our needs. Particularly, it supports different types of traffic
and enables the use of different metrics to establish the active routing. Furthermore, we can easily
identify a match between RPL properties and our system properties.

RPL resorts on four main properties, namely, instance ID, DODAG ID, DODAG version number
and rank. From these, three of them match parameters expected to exist in the system being presented.
DODAG ID identifies isolated networks that share the same gateway, and, therefore, is associated to
the field that allows to distinguish clients’ properties. The DODAG version includes the routing scheme
currently active and it is used to ensure that all beacons are using the same. The rank signalizes the
distance, in hops, from the node to the root. Therefore, in this system, it would correspond to the
number of hops from the beacon to the gateway. This rank can be calculated in the set up phase
through the exchange of successive messages. The preferred parent for each beacon can be calculated
through a OF-like that uses beacon location, beacon energy and rank. Both routing version, rank
and preferred parent, besides being part of the beacon state, can be transmitted within the periodic
messages designed, such that all network are aware of the topology of the beacon infrastructure.

The Security Manager is responsible for implementing security measures to protect the system
from external threads. There are several security challenges that need to be addressed, although they
are out of scope of this thesis. They are mainly related with data confidentiality, data and devices
integrity and data availability [239]. Among the most relevant topics, we highlight:

• Authentication: it is necessary to ensure that only allowed devices are able to communicate
with other authorized devices. Hence, within this topic, besides the pairing process, a specific
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code, associated with the property where the devices are being used, is incorporated on all
messages. This value is used by devices to know if a certain message can be accepted or not;

• Cloned devices: cloned devices may be inserted in the network and compromise the operation of
neighbouring devices. Therefore, a mechanism to detect or avoid cloned devices is recommended;

• Integrity: modified data, both due to malfunctioning devices and external interferences shall
be detected, since devices and network operation may be compromised. For instance, if wrong
synchronization data is propagated through the network, the integrity of the entire system is
compromised, which may entail in significant losses for the user;

• Interferences: external interferences, as data integrity, may compromise all system opera-
tion. In fact, wireless communications suffer from interference issues, that must be handled
conveniently;

• Malfunctioning devices: malfunctioning devices shall be detected and removed from the
network to avoid threatening situations, including related with sheep safety. For instance,
a device whose monitoring and conditioning mechanism do not work properly represents a
potential production lost to the farmer.

4.5 Computational Platform
The CP enables WSN data to be processed and stored by more powerful computational elements
compared to the ones available within the WSN. Additionally, the use of DM and ML tools supports
the creation of additional valuable services to the user, such as the detection of illness and lameness
conditions, the monitoring of animal reproductive cycles, the evaluation of preferred grazing areas and
timings, the identification of social relationships, to name just a few.

The architecture proposed for the CP is illustrated in Figure 4.6 and it is composed of five different
interconnected modules. The Message Oriented Middleware (MOM) broker RabbitMQ [240] is the
entry point for data that is sent by one or more gateways. It allows message routing through producers
and consumers, being the producers the gateways that send JavaScript Object Notation (JSON)
messages to the CP, and the consumer(s) other components, within or outside the CP, interested in
handling the data. The broker supports several messaging protocols such as AMQP and MQTT, both
based on asynchronous publish/subscribe architectures. Therefore, RabbitMQ works as an intermediary
between the Gateway and the remaining platform, managing all the received messages prompted by
the Gateway in a First-In-First-Out (FIFO) queue. Also, RabbitMQ allows security mechanisms to be
employed, such as SSL/TLS encryption.

Currently, the processing framework Apache Spark [241] is the unique subscriber of RabbitMQ
queues. It is the main processing framework and it is responsible for orchestrating all operations of
the platform. Among them we highlight JSON data translation, alarms generation, data processing
including DM and ML techniques, and data persistence into a database (DB). It combines two main
processes namely a stream process that handles real-time traffic; and a batch process that handles
non-periodic traffic that is the output of processing tasks performed within the platform. Both processes
are able to persist into the DB, feeding it regularly with new data.

Complementarily to this processing framework, a rule management module (Drools) [242] is
included in the architecture for allowing the definition of complex event processes and event stream
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Figure 4.6: Computational Platform architecture.

processes. Briefly, that module allows the generation of predictions, detection of patterns or other
relevant relations that may trigger actions as alarms or real time notifications to the user.

A database is also part of the CP. The data gathered directly by collar sensors as well as
data extracted through its processing, static information added by the user and other information
about system operation, need to be stored conveniently in order to be easily accessed by upper layer
applications. As several entities coexist, a relational database model is a more promising approach
comparing to a non-relational model. Moreover, besides all the advantages of a NoSQL model, the
payload of the messages expected does not justify the use of that approach. There are several available
solutions, being PostgreSQL one of the most popular ones, particularly because of its suitability for
environments with a large amount of data, besides the security and integrity mechanisms that it
presents.

Finally, a REST API for enabling Create, Read, Update and Delete (CRUD) operations is enclosed
to facilitate the access to data, either for web development or for facilitating the integration with other
web services, for instance for allowing automatic integration of animal information into legal databases
for animal registry.

4.6 Summary and discussion
In this chapter we detailed the proposed IoT-based solution architecture for intelligent farming, built
considering the needs of the SheepIT use case. We started by reviewing the functional requirements
that the solution shall comply with. A few of these functional requirements are shared by any IoT
system, although others are specific to the use case disclosed.

Obviously, the functional requirements were the core support for the design of the entire system,
including overall system architecture, devices and communication stack. Locally, a WSN is composed
of sensors and actuators, beacons and gateways. Different sensors types are acceptable, although the
focus of this thesis was on animal sensors, particularly collars armed with inertial sensors and actuators
designed to monitor and condition sheep’s behaviour. These collars gather data and transmit them
to beacons that are placed over grazing areas to collect data and support a RSSI-based localization
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mechanism. Finally, the gateways allow local data to be transmitted to a remote computational
platform.

The communication stack is a pillar of the work and represents one of the main contributions of
this thesis. Four main layers were identified, mainly Physical, MAC, Transport and Application layers,
although a deeper relevance was given to the MAC Layer due to its criticality for the majority of the
requirements defined.

A hybrid MAC scheme, with support for both TDMA and CSMA schemes is the approach proposed.
As such, it supports different types of traffic to be transmitted in the same system, offering the best of
the two approaches. On the one hand, supports TDMA-based communications, that avoid the waste of
unnecessary energy in retransmissions. On other hand, it offers flexibility by supporting CSMA-based
communications, particularly relevant for aperiodic transmissions.

Within the Transport Layer, four modules were introduced. The Message Transport module
addresses the messages designed to satisfy the needs of the system. The Network Manager manages
the ingress and egress of nodes. The Routing Manager handles how messages are routed through the
WSN to ensure an efficient delivery process of system messages. It is also responsible for handling the
message scheduling, particularly regarding beacon communications. Finally the Security Manager, as
the name suggests, handles security issues.

Finally, the computational platform designed to handle all the traffic generated in the WSN was
introduced. This computational platform has processing and storage capabilities that are particularly
relevant to support the application of DM and ML techniques to extract value from data collected by
the system.
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CHAPTER 5
IoT-based Communication Stack

Implementation

A fter defining the IoT-based architecture designed to support intelligent farming solutions, includ-
ing the guiding requirements, the necessary devices and the communication stack, this chapter

details the implementation of the IoT-based communication stack. We cover all layers of the stack, and
present details regarding their implementation. A careful attention is given to the MAC and Transport
Layer, the former due to its criticality on the current consumption of the system, namely on collars,
and the latter because it defines the messages to enable communication between devices.

5.1 Physical Layer
The Physical Layer proposed is based on radio transceivers operating preferably at lower frequency
ISM bands of 433 MHz or 868 MHz. Within the available standards supporting the 433 MHz and
868 MHz ISM bands, there are a few ones that, due to their features and relevance, must be discussed.
Sigfox [59], despite being energy efficient as required for our solution, only allows the transmission of
a very modest number of size-limited messages per day. Additionally, it depends on the deployment
of private gateways controlled by Telephone Companies (TELCO), consequently, coverage issues are
expected, together with the associated high costs.

LoRa [60] technology was designed to support long range communication, particularly for IoT
applications. It offers reasonable bit-rates (up to 50 kbps for shorter distances) and it was conceived
to be low power. It enables the implementation of RSSI-based or ToA-based localization mechanisms,
although known results are poor [62]. Furthermore, the ToA mechanism is proprietary, making it
inflexible and unchangeable in order to enable the development of enhancements above it. Supported
network topologies are somehow rigid, limiting the implementation of further energy-wise strategies to
increase mobile nodes autonomy. All together, coupled with the cost of LoRa nodes, led us to not
consider LoRa as an option, at least for being incorporated on mobile nodes (the collars).

Ultimately, a reference to NB-IOT [64] and LTE-M [65] that are being developed by 3GPP LTE.
Although being seen as the future of the IoT, it will take some years until they can offer a reasonable
coverage since they depend on TELCO infrastructure. Also, the need for paying a fee for each node,
may lead to unbearable costs, specially for farming scenarios. Consequently, at the moment, we don’t
see these protocols as a suitable option.

In sum, despite the recent emergence of some standards with interesting features, they do not
enable the development of a solution capable of matching all the requirements. Thusly, our approach
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comprises the development of a new communication stack, based on a Physical Layer employing
commercial radio transceivers operating in the 433 MHz or 868 MHz unlicensed ISM bands.

5.2 MAC Layer
We identified a hybrid MAC scheme and a TT paradigm as the appropriate approaches to base our
MAC Layer implementation. We now present and justify its implementation towards the fulfilment of
research question 2.

5.2.1 The cyclic-based structure: the Macro and Micro-
Cycles

Regarding wireless communications, most of the communications are periodic in nature. Therefore,
in order to avoid collisions, packets losses and consequent waste of bandwidth, and to decrease the
energy consumption with retransmissions, the permanent-state communications are TDMA-based.
This communication scheme is complemented with CSMA-based aperiodic communications, used for
events such as device’s paring in the network.

Considering these different types of traffic, and additional ones that can be added in the future, we
propose a strategy based on temporal multiplexing, using a periodic cyclic-based structure. As depicted
in Figure 5.1, a sequence of Micro-Cycles (µCs) compose a Macro-Cycle (MC) that is repeated over
time. Each type of µC has a particular purpose and, according to that purpose, a TDMA or CSMA
MAC policy.

Figure 5.1: Periodic cyclic-based structure proposed for the communication mechanism. The smaller
units are called Micro-Cycles (µCs), which are repeated over time composing a Macro-Cycle (MC).

As depicted in Table 5.1, three types of µCs are currently defined. The first is named Pairing
Request/Response (PR) µC and is included to allow device pairing. Aiming at the design of a
self-configurable network, collars should be able to pair transparently on the system when a new collar
needs to be added or when a collar experiences a reset. However, the number, identity and time instant
at which these events happen cannot be predicted, so a dynamic pairing process is required (Section
5.3.2). The temporal characteristics of these events suggest the use of a CSMA arbitration scheme.
Nodes that are not paired stay in listening mode until hearing the start of a PR µC, where they can
ask for pairing. The probabilistic nature of this process may result in several pairing attempts, during
which nodes remain awake and with the radio turned on, either to transmit or receive. This consumes
a significant amount of energy, but it is important to note that nodes are seldom in this state, thus the
impact in the autonomy is limited.

Antagonistically, for µC types on which intervening nodes are already known by the system, i.e.
already paired in the network, it is desirable to schedule messages following a TDMA scheme. That is
the choice for µC types 2 and 3, devoted to Collar-to-Beacon (C2B) and inter-beacon communications
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- Beacon-to-Beacon (B2B), respectively. Each node is associated with a dedicated communication slot
and communications happen at predefined times. This eliminates collisions and in the case of collars,
allows nodes to remain in low power modes, waking up only when strictly necessary, namely a short
period in the beginning of each µC, for receiving protocol data, and once during the communication
cycle for transmitting the data. This method is particularly useful for C2B µCs where collars transmit
data, as it minimizes the energy consumption by collars.

Table 5.1: µCs types currently defined.

µC Type - Name Purpose MAC Policy

1 - Pairing Request (PR) Device’s pairing CSMA
2 - Collar-to-Beacon (C2B) Collar communications TDMA
3 - Beacon-to-Beacon (B2B) Inter-beacon relay TDMA

Independently of the µC type considered, all respect a common and static structure such as
represented in Figure 5.2. They start with a Synchronization Window (SW), during which each
beacon sends a synchronization message carrying its identification and information about the current
µC type. This information is used by remaining devices to synchronize with the network and allows
the collection of RSSI information from multiple devices, crucial for the localization algorithm. During
this window, all nodes are awake. Hence, the messages exchanged during this window are very small,
aiming at minimizing the total duration of the window. All the messages exchanged are a duty of the
message transport module within the Transport Layer and are presented in Section 5.3.

After the SW, there is a window called Turn-Around Window (TAW) for processing and
where no communications occur. Common processing activities carried in the TAW include processing
the messages sent during the SW to identify the current µC, and the preparation of the messages to
be sent in the respective time slot. For beacons, the messages received during the SW, in addition
to enable network synchronization, allow beacons to identify and maintain information about their
neighbours. Furthermore, collars data that is received in previous µCs is processed and stored, such
that can be relayed to the gateway. Thus, rather than doing such processing within the assigned
communication time slot, all processing is done during the TAW. Such approach allows to decrease
the complexity of time slots implementation and it minimizes task concurrency, duration of the time
slot and peak energy consumption.

Concerning collars operation, right after processing the messages received during the SW, the
posture control mechanism is initialized. That includes reading sensors, processing sensor data and
implementing the monitoring and conditioning algorithms (more details about the posture control
algorithm is given in Chapter 6). Furthermore, if the current µC type corresponds to a C2B, it creates
the message to be sent, minimizing the processing time within collar’s time slot.

Finally, within the Variable Traffic-type Window (VTW), the data associated to the µC
type is exchanged. If the µC is of Type 1 - PR, aperiodic communications can occur associated to
pairing requests and responses. On the other hand, if the µC is of Type 2 - C2B or Type 3 - B2B, the
data is sent in scheduled time slots, either by collars or beacons, respectively.
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Figure 5.2: µC structure. In the upper part of the figure is illustrated a generic composition of a µC,
while in the bottom a detailed representation is given for the three µC types currently defined.

5.2.2 µC minimum duration
The windows that compose a µC depend on several factors, both associated to system and scenario
configurations. Within the former group, choices such as the radio transceiver and its characteristics
as the baudrate, clock drift and range, sensors duty-cycle and battery capacity, are some examples.
Concerning system configurations, the number of sheep to be monitored, the intended grazing area
and the periodic reporting needs are the main factors.

Therefore, there are several temporal constraints that shall be deconstructed towards an effective
answer of research question 1 and 2, without jeopardizing research question 3. The central one is the
µC duration.

The existence of different µC types could suggest the implementation of µCs with different
durations. Nevertheless, such approach would result in a more complex synchronization process that
is not suited for scenarios with processing-constrained devices, as it is the case of collars (and in
some extent to beacons). As such, µCs were designed to have always the same duration, although
configurable. The more meaningfully constrain is the minimum µC duration (µCmin), that needs to
accommodate the temporal requirements of all windows (SW, TAW and VTW), i.e., that needs to be
sufficient to encompass the minimum duration for each window, as described in Equation 5.1.

µCmin = SWmin + TAWmin + V TWmin (5.1)

As the SW and TAW windows are common to all µC types, the VTW is the differentiating
component when calculating µC duration. Among the three types of µC defined, C2B µCs and
B2B µCs are associated with periodic communications, with individual time slots for each collar and
beacon, respectively. Hence, we assume that the duration calculated for those µC types is sufficient to
encompass the aperiodic communications occurring in PR VTW. Thus, the minimum duration of a
µC can be defined as the maximum among µCC2Bmin

and µCB2Bmin
, as defined in Equation 5.2. The

minimum duration of a µC depends on the minimum duration of each window, and thus, we evaluate
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each one of them in the following sections.

µCmin = max(µCC2Bmin
, µCB2Bmin

) = SWmin +TAWmin +max(V TWC2Bmin
, V TWB2Bmin

) (5.2)

5.2.2.1 Time slot composition
Before moving forward to the calculation of the µC minimum duration, it is important to detail the
composition of a time slot.

When a node receives a packet, it needs a small amount of time to process and buffer it. As typically
this time is not negligible and since it directly affects the time between consecutive transmissions, it
needs to be considered in the time slot. We refer to this time as Time Slot Time-to-Receive (TSRX)
that, together with the Time Slot Time-to-Transmit (TSTX), composes the time slot duration that we
refer as (TSduration). This duration depends on different parameters such as the size of the message to
be transmitted, the maximum size of the packet allowed for the chosen technology and the baudrate.
Hence, different TSduration are settled, according to the carried traffic.

One of the main issues when resorting on a TDMA scheme is the synchronization effectiveness.
Clock drift is a common issue whose effect needs to be accounted for. In fact, albeit clock’s accuracy
and timer’s uncertainties have been reduced with technological evolution, there are always slight
deviations that may result in malfunctioning systems. For instance, if the TSRX is shrank due to
clock drifting, the required time for a receiver node to process a packet is not ensured, which means
that if a new packet is transmitted in the meanwhile, it may not be received by the receiver. To
overcome this potential issue, a Guarding Window (GW) is added between continuous TSs. This small
window allows to absorb detours due to clock drift, avoiding potential overlapping between different
communications. The GW value depends on the cock accuracy, being thus hardware-dependent.

5.2.2.2 Synchronization window duration
The SW is the key for network synchronization, the basis for the localization mechanism and it is
where beacons announce their presence. That is possible since all beacons transmit small beacon
messages called Beacon Syncronization Message (BS). Consequently, the SW duration depends on
the number of beacons (NBeac) in the network, on the duration of the time slot associated to a BS
(TSBS) and on the duration of the GW, as described by Equation 5.3:

SWmin = NBeac × (TSBS +GW ) = NBeac × (TSBST X
+ TSBSRX

+GW ) (5.3)

5.2.2.3 Turn-around window duration
The TAW duration is intrinsic to internal processing tasks and thus difficult to estimate. Hence, the
duration of the TAW shall be evaluated experimentally and must be tailored for supporting the worst
case scenario, i.e., it shall embrace the most time-consuming tasks.

5.2.2.4 Variable Traffic-Type Window duration
As pointed out in Equation 5.2, the VTW minimum duration matches the maximum value among the
minimum duration of a C2B and B2B VTWs. The former is given by Equation 5.4, where NColl is
the maximum number of collars within the network and TSC2B is the duration of a C2B time slot.
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Similarly, Equation 5.5 gives the B2B VTW minimum duration, where NBeac is the maximum number
of beacons and TSB2B stands for the worst-case transmission time of a B2B message. As beacons may
have to relay other beacon’s data to the gateway, these messages contain both collars data received
directly by the beacon, as well as collars data sent by other beacons.

V TWC2Bmin
= NColl × (TSC2B +GW ) = NColl × (TSC2BT X

+ TSC2BRX
+GW ) (5.4)

V TWB2Bmin
= NBeac × (TSB2B +GW ) = NBeac × (TSB2BT X

+ TSB2BRX
+GW ) (5.5)

Associating equations 5.2, 5.3, 5.4 and 5.5, we get the expression for the minimum duration of a
µC (Equation 5.6):

µCmin =

max(NBeac × (TSBST X
+ TSBSRX

+GW ) + TAWmin +NColl × (TSC2BT X
+ TSC2BRX

+GW ),

NBeac × (TSBST X
+ TSBSRX

+GW ) + TAWmin +NBeac × (TSB2BT X
+ TSB2BRX

+GW ))
(5.6)

Equation 5.6 applies if we consider a MC with a single C2B µc and a single B2B µC. Nevertheless,
that is not always what is materialized, specially in scenarios with a high number of collars or in
scenarios where beacons topology requires the re-transmission of packets through several hops to reach
the gateway.

Transmitting data from a high number of collars and thus C2B messages, increases significantly
the minimum duration of a µC that is bounded by the LFP. Also, it may jeopardize the effectiveness
of the localization mechanism. This is so since the minimum duration of a µC constrains the minimum
time between SWs, windows where RSSI measurements are taken. Therefore, it may be desirable to
have more than one C2B µC to support a high number of collars, without compromising the LFP.
Likewise, as the µC duration is the same for all µC-types, the data necessary to be transmitted in a
B2B time slot may rendering the transmission of all data within a single B2B µC. Therefore, several
B2B µCs may be required to ensure that new data is transmitted to the gateway every MC, which in
turn is bounded by the MP.

Consequently, Equation 5.6 can be re-written to support more than one µC of each type. Particu-
larly, defining NµCC2B

and NµCB2B
as the number of C2B and B2B µCs, the minimum duration of a

µC is given by Equation 5.7:

µCmin = max(

NBeac × (TSBST X
+ TSBSRX

+GW ) + TAWmin +
⌈
NColl × (TSC2BT X

+ TSC2BRX
+GW )

NµCC2B

⌉
,

NBeac × (TSBST X
+ TSBSRX

+GW ) + TAWmin +
⌈
NBeac × (TSB2BT X

+ TSB2BRX
+GW )

NµCB2B

⌉
)

(5.7)
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5.3 Transport Layer
The implementation of the Transport Layer includes, in the scope of this thesis, the message definition
within the Message Transport module, the process to support the ingress and egress of devices within
the Network Manager and the definition of the routing scheme to support the transmission of B2B
messages from several beacons by the Routing Manager. These are the features considered vital to
demonstrate the feasibility of the system and support the stated thesis.

5.3.1 Message Transport
Within the Message Transport module, the MSCs and message description of the currently defined
messages are detailed. Particularly, we present the messages that are exchanged within all µC-types
and the messages that are specific to µC types. Furthermore, and as message fragmentation is expected,
namely on B2B messages, we detail such process.

5.3.1.1 MSCs and messages description within the WSN
The definition of the µC and MC structures has already disclosed the existing messages. Below, we
expose the MSCs to each µC type. For illustrative purposes and for the sake of clarity, we assume
that all nodes listen to each other, albeit that is not the typical real scenario.

The MSC of a C2B µC is illustrated in Figure 5.3. At the top, we can identify the messages
exchanged during the SW, common to all µCs. They correspond to the broadcast of messages - BS
- sent from beacons to all remaining nodes. During this window, all devices are awake and, upon
receiving these messages, they are able to identify the starting and type of the new µC, triggering the
necessary calculations in order to know if, when and what they should transmit. This allows collars to
enter in energy-saving modes right after finishing their tasks.

CID1 CID2 CIDC BID1 BID2...
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Figure 5.3: MSC of a C2B µC. Dots represent the source of messages, while arrows identify destinations.
Firstly, BS are broadcast from beacons to collars, composing the SW window. Then, each collar sends
its C2B message to beacons.

Once the SW ends, the messages exchanged depend on the µC type identified within the BS
message. In the case of a C2B µC, the messages transmitted are also called C2B (in fact, the name
of the µC is associated to the unique messages exchanged within it). They are transmitted, one per
collar and per time slot, following the TDMA scheme presented in Section 5.2. Hence, as illustrated in
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Figure 5.3, firstly it is transmitted the C2B message from Collar CID1, then from collar CID2, until
the last collar (CIDC). It is import to note that CID1 does not mean that it has the ID number 1,
but that it is associated with the ID configured to be the first on the system configuration. Those
messages are broadcast and received by all beacons in the coverage range of the transmitting collars.
During this window, collars are awake only during their transmission, returning to power-saving modes
right after finishing their transmission. In contrast, beacons remain awake during the entire window.

Before detailing the MSC of the remaining µC types, we present the structure of the two messages
already identified. The BS message structure is described in Table 5.2. Besides including the necessary
information to enable the identification of the message type (Msg_type), the identification of the
network where it can operate (PropertyID) and the identification of the beacon sending the message
(ID), it enables an easy identification of the current µC, including its type and position within the MC
(Type_Counter). Finally, two additional fields are included with a double purpose. Currently, they are
called Remote_ID and Remote_Command, and enable real-time configurations and actions on collars.
Notwithstanding, as they are rarely used, its use can be shared for propagating routing information.

Table 5.2: BS message description.

Field Bytes Description

Header Msg_type 1 Identification of the type of message to be transmitted
PropertyID 2 Unique identifier of the property

ID 1 Short identifier within the WSN
SeqNumber 1 Sequence number of this type of message for this device
Type_Counter 1 Identification of the current µC and µC type
Remote_ID 2 Collar ID command target | Routing information
Remote_Command 2 Command code | Routing information

Total 10

The fields that compose a C2B message are described in Table 5.3. The first four fields are the same
as the ones identified for a BS message, with a single difference on the size of the ID field (1 byte in a
BS message, 2 bytes in a C2B message). This is justified due to the higher number of collars expected,
comparing to the number of beacons. Then, it follows information about device status and operation,
namely the battery level and the number of audio cues (PostureBuzzer), the number of penalizations
and information about the status of the posture control algorithm (PostureShock). Although not
tackled in the scope of this thesis, the system shall enable the implementation of a virtual fence
mechanism. As such, a C2B message has reserved two fields for counting cues and penalizations due
to fencing infractions (FenceBuzzer and FenceShock). For enabling a low-cost localization mechanism,
the collar gathers and transmits the best RSSI values (RCV_RSSI ) calculated when receiving BS
messages from its neighbouring beacons and the respective beacons identification (RCV_RSSI_ID).
The number of values is a system variable, although the default value is set to four since for applying
localization techniques such as trilateration, information about at least three beacons is necessary -
one additional measurement is added such that it can be used to minimize RSSI measuring error. The
remaining fields are reserved for sensing data, particularly data gathered by the accelerometer (static
and dynamic accelerations) and by the ultrasounds transducer, as well as the animal state information
that is the output of the behaviour algorithm.

Regarding the sensing data fields, two important remarks must be given. The first concerns the
animal state information, which was included to support the transmission of sheep state information
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produced by the monitoring mechanism, i.e., it enables users to track sheep’s behaviour history. On
the one hand, it enables a real-time analysis of the animal monitoring mechanism. On the other hand,
represents a much more understandable information comparing to raw sensors data. The second,
is related to the bandwidth occupied by sensors data. A total of 20 bytes from a total of 39 bytes
in a C2B message are reserved for transmitting sensor data, which corresponds to more than 50%.
Furthermore, as the data transmitted is in a raw format, i.e. without any processing, it may not entail
relevant information to a common user. Thus, one can see that this message can be refactored in order
to transmit only useful information to the user, for instance the animal state behavioural information.
However, from the research point of view, the transmission of raw data was of utmost importance,
namely because it was the main support to the research tasks required to the design of the posture
control mechanism enclosed in Chapter 6.

Table 5.3: C2B message description.

Field Bytes Description

Header Msg_type 1 Identification of the type of message to be transmitted
PropertyID 2 Unique identifier of the property

CollarData

ID 2 Short identifier within the WSN
SeqNumber 1 Sequence number of this type of message
Battery 1 Battery information data
PostureShock 1 Posture shock counter (1 bit for identifying if the

posture control mechanism is enable, 7 for counting)
PostureBuzzer 1 Posture buzzer counter
FenceShock 1 Reserved: Fence shock counter
FenceBuzzer 1 Reserved: Fence buzzer counter
RCV_RSSI 1*4 Best 4 RSSI values measured
RCV_RSSI_ID 1*4 Beacons IDs associated to RSSI measurements
Accel 6 Static acceleration data (3-axis)
D_Accel 6 Dynamic acceleration data (3-axis)
Ultrasounds_Dist 2 Distance measured by the ultrasounds transducer
Animal_States 6 Animal state information

Total 39

The MSC of a B2B µC (Figure 5.4) follows a similar composition to the C2B µC MSC, excepting
the approach in the message scheduling within the VTW. After the BS messages, exchanged in the
beginning of the µC, B2B messages are transmitted from beacons exclusively to other beacons. Those
transmissions also follow a time multiplexing approach but, in this case, the transmission schedule
depends on the number collars and beacons configured, on the topology of the network and on the
routing scheme defined. Particularly, when the amount of data to be transmitted does not fit in a
unique µC, two or more B2B µCs, may be needed to allow data to be relayed to the gateway. Finally,
beacons who own a connection with a gateway, transmit all updated data to that gateway within a
Beacon-to-Gateway (B2G) message. In Figure 5.4, only one beacon is connected to a gateway, although
multiple beacon-gateway independent connections are allowed.

B2B messages encapsulate two types of content, data transmitted by collars and data regarding
beacons operation. Data from one collar is enclosed in a Collar Notification (CN) while beacon data is
enclosed in one Beacon Notification (BN). Hence, a B2B is composed of a header, plus one or more
CNs and one or more BNs. Table 5.4 identifies the fields included in a B2B Header. Besides the fields
shared by all the messages (Msg_type, PropertyID, ID and SeqNumber), it includes information about
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the battery level and the coordinates of the beacon sending the B2B, and the number of PRs, CNs
and BNs encapsulated in the message. This latter information if then used during the reception to
know when all data was received.
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Figure 5.4: MSC of a B2B µC. After the SW window that is identical to all µCs, beacons send B2B
messages following a time multiplexing scheme. Here we are assuming that all beacons own a time slot
within the same µC. Also, we are assuming a single beacon connected to the gateway, in this case
beacon CID1.

Table 5.4: B2B header description.

Field Bytes Description

Header Msg_type 1 Identification of the type of message to be transmitted
PropertyID 2 Unique identifier of the property

ID 1 Short identifier within the WSN
SeqNumber 1 Sequence number of this type of message
Battery 1 Battery information data
Coord 8 GPS coordinates
N_PairingR 2 Pairing requests and responses
N_CollarNot 2 Number of CN encapsulated
N_BeaconNot 2 Number of BN encapsulated

Total 20

A CN, whose structure is described in Table 5.5, is composed of three different fields. The
ReportingBeacon identifies the beacon receving the C2B message whose collar data is encapsulated in
the CN. As a collar broadcasts its data and two or more beacons may receive it, an agreement must be
established a priori in order to avoid redundant and duplicate data. Currently, the beacon that receives
collar data with the best RSSI (ReportingBeaconRSSI ) is designated to be the ReportingBeacon.

A BN, whose structure is described in Table 5.6, enables beacon information to be propagated
through the network. This is vital to allow beacons (and the gateway) to acquire knowledge about all
device status (e.g. battery, GPS coordinates, messages sequence numbers), which in turn is an input
to the routing mechanism. For instance, if a beacon is reporting low battery or if there is not any
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update on the sequence numbers of the messages, that beacon is probably a point of failure and the
routing mechanism needs to take that into consideration.

Table 5.5: CN structure description.

Field Bytes Description

ReportingBeacon 1 Identification of the beacon that reports collars data
ReportingBeaconRSSI 1 RSSI measured when collars data was received
CollarData 36 Collar data

Total 38

Table 5.6: BN structure description.

Field Bytes Description

ID 1 Identification of the beacon
BS_SeqNumb 1 BS sequence number
B2B_SeqNumb 1 B2B sequence number
Coord 8 GPS coordinates
Battery 1 Battery level

Total 12

Finally, the MSC of a PR µC is depicted in Figure 5.5. When one or more collars (for example
CID? and CID?? in Figure 5.5) do not have assigned a network identification, they wait for a PR
µC to request it. As these requests are aperiodic, a CSMA-based contention approach is used, which
means that collars can send requests at any instant within the VTW of the µC.

The requests are then propagated through the network and are handled by the gateway. Handling,
includes assigning a network identifier and back propagate the response to the requester, also within
PR messages. As responses are propagated to all beacons, collars may receive duplicate information.
Hence, they need to check firstly if any of the responses belong to them and validate if they have not
received them yet. If so they accept them, if not, they ignore them (event represented with an X in
Figure 5.5). Further details about this process are given in Section 5.3.2, when describing the Network
Manager.

Table 5.7 summarizes the structure of a PR message. One can see that a single message was
defined, although there are requests (from collars to the gateway) and responses (from the gateway to
collars). That is possible since the ID field enables that distinction. When collars make requests, they
do not possess any ID and this field is sent empty. In this case, remaining nodes know that it is a
request from the collar with the serial number encapsulated in the message. In contrast, when the ID
is filled with a valid value (greater then 0 and below a defined bound), system devices know that it is
a response and collars look for the serial number field to check if it belongs to them.
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Figure 5.5: MSC of a PR µC. CID? and CID?? are examples of collars not yet paired, which means
that they do now have assigned any network identifier. A X means a message ignored.

Table 5.7: PR message description.

Field Bytes Description

ID 2 Field that carries the network identification of a collar
CollarSN 4 Collar serial number
AnimalID 16 Animal identification (animal microchip transponder)

Total 22

5.3.1.2 Message fragmentation, reassemble and parsing within the WSN
BS, C2B and PR messages do not include any fields to support message fragmentation and reassemble
parsing. That is possible as long as the technology and the transceiver chosen to transmit data supports
a MTU greater than the biggest message among the referred messages - in this case, 38 bytes of a
C2B message.

On the contrary, the length of a B2B can easily scale up to values whose transmission within a
single radio package is impracticable. As an indicative example, if a beacon has data from 100 collars
to encapsulate in a B2B message, a MTU greater than 3800 bytes would be necessary, which exceeds
by far typical MTU sizes of low-power radio transceivers. Hence, B2B messages need to be fragmented
by the sink beacon and reassembled in the receiver.

Figure 5.6 illustrates the updated structure of a B2B VTW considering fragmentation needs.
Within each B2B slot, no matter to which beacon is assigned, a B2B header plus one or more B2B
sub messages coexist, each one with a maximum length equal to the MTU of the technology used. In
turn, each B2B sub message is composed of a header and data to be transported, that can be either
CNs, BNs and/or PRs (see Table 5.8).

Assuming that all data is encapsulated within a single B2B time slot and that beacons transmit
all data once in a MC, the number of B2B sub-messages required to transmit all data (CNs, BNs and
PRs) is given by Equation 5.8. As depicted, it depends on the sizes and quantities of CNs, BNs and
PRs structures (sizeof(CN), sizeof(BN) and sizeof(PR) and NColl, NBeac and NPR, respectively)
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Figure 5.6: B2B message fragmentation within a B2B time slot. CNc1 and CNc2 represent an example
of the messages fragmentation. BNB and PRP are the last BN and PR to be transmitted, respectively.

Table 5.8: B2B sub-message description.

Field Bytes Description

Header

Msg_type 1 Identification of the type of message to be transmitted
PropertyID 2 Unique identifier of the property
ID 1 Identification of the beacon sending the data
SeqNumb 1 Sequence number of this type of message
RoutingInfo 1 Reserved for routing

Data MTU-6 Data to be transmitted

Total MTU

to be transmitted in the B2B time slot, and on the MTU and B2B sub-message header sizes.

NB2BSubMessages = Total data occupied by CNs, BNs andPRs

Payload of theMTU
=

= sizeof(CN)×NColl + sizeof(BN)×NBeac + sizeof(PR)×NPR
MTU − sizeof(B2BSubMessageHeader)

(5.8)

The fragmentation process was designed considering two main architectural needs, namely keeping
the computational cost low and be a process simple to implement. Therefore, its operation is designed
as follows:

• Each beacon owns a single B2B time slot;

• Each B2B time slot starts with the transmission of a B2B header that contains information about
the number CNs, BNs and PRs that are encapsulated in the subsequent B2B sub messages;

• Each B2B sub message includes a header that enables receivers to reassemble messages when
received;
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• Beacons maintain a table with the information of which data is updated and should be
transmitted in the respective B2B time slot;

• Only the data updated is transmitted;

• The data is copied such that no empty spaces exist between B2B sub messages;

The aforementioned fragmentation process has a natural impact in the reassembly process, partic-
ularly:

• If a B2B header is not successfully received by the receiver, all subsequent packets are discarded.
Although this lead to irretrievable data loss, its negative effects can be minimized through
an appropriate beacon distribution together with a suitable routing mechanism such that a
redundant path is maintained;

• In contrast, if a B2B header is successfully received, all the following B2B sub-messages are
stored and reassembled according to the sequence number included within the header of each
sub-message;

• In the case of a missing sub-message required to complete some inner structure (a CN, BN or
PR), that structure is given as lost.

This fragmentation process impacts in the calculation of the µC minimum duration. We saw that
message fragmentation scheme includes the construction of B2BSubMessages whose total size is equal
to the MTU size of the radio transceiver. Therefore, this logic needs now to be included in Equation
5.7, particularly within the B2B parcel. In that equation we defined TSB2B = TSB2BT X

+ TSB2BRX

as the worst-case transmission time of a B2B. However, as a B2B message may be composed of several
B2BSubMessages, the worst-case transmission of B2B message needs to be decomposed. Equation 5.9
reflects that, being the minimum duration of a B2B time slot given by the time needed to transmit all
required B2BSubMessages plus respective GWs, and the time required to transmit a B2B header plus
the GW (there is always a B2B header per B2B time slot). NB2BSubMessages is given by 5.8, while
TSB2BSubMessage represents the worst-case transmission time of a B2BSubmessage which size is equal
to the MTU size.

TSB2Bmin
= NB2BSubMessages × (TSB2BSubMessage +GW ) + TSB2BHeader +GW (5.9)

Combining Equations 5.7 and 5.9, the value for µCmin is given by Equation 5.10.

µCmin =

max(NBeac × (TSBST X
+ TSBSRX

+GW ) + TAWmin +
⌈
NColl × (TSC2BT X

+ TSC2BRX
+GW )

NµCC2B

⌉
,

NBeac × (TSBST X
+ TSBSRX

+GW ) + TAWmin+⌈
NBeac × (NB2BSubMessages × (TSB2BSubMessage +GW ) + TSB2BHeader +GW )

NµCB2B

⌉
)

(5.10)
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5.3.2 Network Manager
Figure 5.7 depicts how pairing requests and responses flow through the network when not all devices
listen to each other. When a collar does not own a network identifier (the ID field is empty), it needs
to request one to the gateway. To be able to do it, two requirements must be fulfilled: it must possess
a valid serial number; and it must own an animal identifier associated. The former is straightforward,
since it is included in the manufacturing process, being only necessary to validate that the device
belongs to the associated owner (through the propertyID field included in the header of every message).
The later is associated to the animal identification, that must follow European regulations [243]. In
sum, every animal must have a double identification, an ear tag and a RFID transponder following
the standard ISO 11784 [244]. This transponder owns an unique identification of 128 bits that can be
accessed by RFID readers complying with the referred standard. That identification corresponds to
ours AnimalID field, being currently assumed that this association is established a priori1.

Figure 5.7: PR process description. In this example, CID? is in the range solely of BID1, forcing the
PR messages to flow through the network. For the sake of clarity, we have omitted the broadcast of
PR responses from all beacons except the one that is in the range of CID?. G2B corresponds to a
message from the gateway to the beacon containing the response to a received request.

Both serial number and AnimalID are encapsulated in a PR request message sent within a PR
µC. During the subsequent B2B µCs, the PR message is relayed through the beacons infrastructure
towards the gateway, which means that several µCs may be required to finish the pairing process. The
gateway controls the process of assigning network identifiers. However, as one ore more gateways may
coexist, it is assumed the existence of a master gateway - identified with an unique network identifier -
that owns superior privileges among others.

Once the requests are collected in the gateway (the master one), a look up for free identifiers
is performed. If available, they are assigned to the collars that have requested them. Assigning
means updating the gateway internal table where collars’ serial numbers are associated with animal
identifiers and with network identifiers. Once it is done, the gateway prepares and sends within a
Gateway-To-Beacon (G2B) message the PR response messages to the beacon connected to the gateway.
As collars may move during the process, they may become out of the range of the beacon that have

1In the future, the same PR µC may be used to set the AnimalID within a collar. For that, it is
necessary to develop a new device that besides complying with the system communication scheme,
shall include a RFID reader for reading the AnimalID from the transponder.
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received the original PR from the collar. Thus, a beacon handles a PR in two ways: it broadcasts the
PR responses in the PR µC and it transmits the PR responses to beacon neighbours in B2B messages.
Also, to avoid implementing acknowledgement mechanisms, this later process ends when beacons detect
a C2B message whose ID is the one encapsulated in the PR message.

The pairing process herein described only applies to collars. As beacons are intended to be
part of a set up that shall fulfil predetermined farming requirements (area to cover, topology of the
terrain, number of available beacons), it is assumed that beacons are registered a priori during system
configuration.

5.3.3 Routing Manager
The Routing Manager is responsible for implementing the scheduling and routing schemes that enable
beacons to know when and to whom they should transmit.

Regarding the scheduling scheme, currently, B2B timeslots are assigned statically according to
beacon’s identification (ID). Particularly, the schedule is defined such that beacons with ID 1 transmits
first, then transmits the beacon with ID 2, up to last beacon which is defined by the maximum number
of beacons. Therefore, to optimize beacon transmission, it is assumed that beacons are placed such
that higher IDs are placed near the gateway, while beacons with smaller IDs are placed farther from
the gateway. As the closest beacons to the gateway will always need to transmit updated information
to the gateway and as we assume that beacon with higher IDs transmit later, we minimize situations
on which a beacon transmits data to the gateway without having the most updated information. That
occurs, for instance, if most of the collars are around a beacon that is farther from the gateway and
hence the information need to flow through the entire network until the beacons that are one hop away
from the gateway.

Beacons maintain a list of updated CNs and BNs such that when a beacon receives data, it confirms
if it corresponds to new data or if it already owns the most recent one. In the former case, the beacon
updates internal tables, if not, it discards the data. When it is its time slot to transmit, it sends the
entire table.

Concerning the routing scheme, currently B2B messages are broadcast and processed similarly by
all beacons. Therefore, albeit system messages already include information to be used by the routing
scheme, in current system implementation beacons accept B2B messages from all remaining beacons,
no matter who sent it.

These scheduling and routing schemes were considered at this stage of system development due
to its simplicity and low processing demands, which enabled, on the one hand, the validation of
system feasibility considering worst-case conditions, and, on the other hand, the development of the
preliminary version of the system. However, such approaches are highly inefficient, particularly in what
concerns to bandwidth utilization, inter-arrival time of messages in the gateway, energy expenditure
and autonomy. Therefore, they are subject to improvements, particularly, following the approaches
presented in Section 4.4.3.
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5.4 Summary and discussion
This chapter presented the IoT-base communication stack implementation whose architecture was
detailed in Chapter 4. The focus were the MAC and Transport layers since, besides influencing greatly
the system energy consumption, they are vital to enable the evaluation of the system feasibility.

A cyclic-based structure composed of multiple µCs arranged to form a MC was proposed. To
accommodate different types of traffic, both CSMA and TDMA-based schemes are used within a µC
structure that is repeated to form a MC. The temporal conditions and constrains associated to this
implementation were presented, including the formulas to calculate the different windows that compose
a µC.

Regarding the Transport Layer, we defined the messages required to implement the system
requirements, particularity for the SheepIT use case, which included messages from collars to beacons
(C2B), synchronization messages from beacons to all devices (BS), messages to relay data between
beacons (B2B) and messages to enable the pairing of devices. Furthermore, and due to the need of
fragmentation of B2B messages, we detailed such process, including the required sub messages.

Finally, we addressed the Network and Routing Managers. The Network Manager defines the
methods for the insertion of devices in the system. We detailed the messages exchanged within the PR
µC that was designed to handle this kind of aperiodic tasks. We also specify how this paring request
enables the association between collars’ serial numbers and sheep’s identification. The Routing Manager
handles beacon schedules and active routing. Currently, simplistic approaches are followed and are
worst-case scenarios. As such, although they are not efficient, they enable a first implementation of
the system to be evaluated.

The implementation described in this chapter regarding the communication stack allows the
identification of several factors that affect the duration of the different windows that compose a µC,
and consequently a MC. Some of those factors are hardware-dependent while other are application-
dependent. In the former, features as radio transmission baudrate, radio sensitivity, radio range,
microcontroller clock drift and operation frequency are some examples. Besides their impact on
windows duration, they are not modified (at least significantly) after the choice of the hardware to be
used. Conversely, application-dependent factors typically change among use case scenarios and type of
applications.

These factors are not independent from each other. For instance, the µC duration, that is the
same for all µC types, is inferiorly limited by a minimum duration that is calculated as being the
maximum among the minimum duration of a C2B µC and a B2B µC and superiorly limited by the
LFP. The duration of a SW, that is common to both µC types, depends on the number of beacons
and on size of BS messages. Thus, the impact of the SW duration on the duration of a µC is the
same independently of the type of µC and is affected directly by the number of beacons. Concerning
the VTW duration, in the case of a C2B µC, it depends on the number of collars with a time slot
assigned and on the size of C2B messages. Regarding the B2B µC duration, besides the number of
collars, it also depends on the number of beacons, on the MTU of the transceiver and on the routing
and scheduling schemes, currently defined considering worst-case conditions.

Furthermore, the duration of a µC has direct repercussion in the duration of a MC since a MC is
constituted by several µCs. However, there are two additional dependencies regarding MC duration
that must be discussed. The first lies on the minimum composition of a MC. A typical use case
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scenario will always require three µCs, one C2B, one B2B and one PR (although in testing scenarios
the PR µC may be dismissed). The second regards the MP that settles the maximum duration of a
MC. Still concerning the MC composition, the number of C2B µCs greatly influences the maximum
number collars supported. But the number of B2B µCs also limits the maximum number of collars
since it is necessary to ensure that all beacons can transmit all data on the available time. Therefore,
these relationships must always be validated to ensure the feasibility of an user scenario.

Lastly, the number of beacons, besides influencing the minimum duration of a µC (and consequently
the minimum duration of a MC), depends on the user needs, namely, on the area to be covered. In fact,
the number of beacons necessary to cover a certain intended area depends on the range of the radio of
the beacon and the range of a beacon depends on several factors, both related with the features of the
RF transceiver chosen, the topography of the terrain and the coverage model. Additionally, besides the
real coverage range provided by the RF transceiver, we are interested in using a smaller range to allow
reduce RSSI variability and improve localization. Consequently, in the scope of this thesis we assume
that the coverage range of a RF transceiver (radiusRadio) can be reduced by a range factor (rangeF )
from the maximum radio range (maxRadiusRadio). That factor may be adjusted according to the
needs of the RSSI-based localization mechanism. We also assume a hexagonal coverage model mainly
because multiple cells fit perfectly in the case of a regular hexagon shape and a beacon distribution
uniformly distributed.

Therefore, we see that these parameters are not independent, and it evaluation requires a tool
for facilitating the evaluation of how the different factors impact on system performance and if there
is a feasible combination of factors that allows to answer to all requirements. Consequently, after
presenting the posture mechanism in the following chapter, we present a tool to enable the referred
evaluation in Chapter 7.
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CHAPTER 6
Posture Control Mechanism

T he posture control mechanism aims at answering to research question 3. Briefly, the posture
control mechanism is composed of an orchestrated interaction between continuous monitoring

and conditioning mechanisms. The goal is to continuously monitor the animal behaviour and trigger,
when necessary, the suitable conditioning actions. This chapter presents the proposed solution to handle
such need. More specifically, we focus on the methodological approach followed to reach the intended
goals, being the results presented in Chapter 8.

6.1 Animal behaviour detection
Letting sheep weed vineyards without continuous human supervision while maintaining the vines safe,
demands a posture control mechanism that shall continuously monitor sheep’s posture and trigger
the necessary stimuli when required. Two main components compose the so called posture control
mechanism. This section focus on the design of the monitoring mechanism, while the conditioning
mechanism and its combination with the monitoring mechanism (the posture control) is addressed in
Section 6.2.

Monitoring animal’s behaviour through electronic devices is not, nowadays, a novelty. Nevertheless,
we have already identified a set of requirements that, together, impair using existing mechanisms.
Among them, two must be reminded. The first comprises the need of detecting an additional behaviour
- the Infracting state - not yet tackled in the literature. This state corresponds to behaviours on
which sheep are likely to be feeding from branches of vines or fruits and hence, comprises the type
of behaviours that the system intends to avoid. The second comprises the need of implementing a
real-time mechanism embedded in a low-power microprocessor. Taking this into consideration, the
approach followed to solve the problem consisted of taking advantage of ML tools to study the potential
features that the posture control mechanism needs to consider.

Building an efficient animal monitoring mechanism raises several difficulties, particularly because
it joins two different worlds, the technological and the ethological ones1. Thus, albeit the technological
component can be somehow controlled through careful development and testing procedures, the same
is not true when dealing with animals. The unpredictability and variability of animal behaviour
reveals itself to be a tremendous challenge when developing an IoT-based monitoring and conditioning
system. Consequently, recognizing our natural knowledge limitations on the ethology area, an iterative
problem-solving approach was followed, always resorting on ML tools.

This approach resulted in three different works ([14], [16], [19]). The first two ([14], [19]) are

1Ethology is the field which focus is the study of animal behaviour.
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the outcome of some exploratory work whose goal was to inspect both preliminary versions of the
infrastructure being developed and acquire the necessary experience on dealing with animal monitoring
data. The third approach [16] builds up on the knowledge obtained from the initial works, including
extensive amounts of data obtained from field trials and state-of-the-art publications. Consequently, it
allowed to provide a solution less prone to errors.

6.1.1 Infracting and Not Infracting states
The first approach towards the development of a posture control mechanism was addressed in [14].
Besides presenting the generic cloud infrastructure for serving the SheepIT solution, the work reported
a preliminary version of the posture control mechanism, constructed using ML as a tool.

The absence of previous experience and knowledge on animal monitoring, particularly on sheep
monitoring in vineyards, both within the team and in the literature, led to the design of incremental
complexity experiments. The opening approach consisted on simplifying animal behaviour to a binary
classification problem. The two states considered were the Infracting and Not Infracting states, where
Infracting stands for undesired and prohibited behaviours taken by sheep while grazing, i.e., behaviours
associated to feeding attempts from the vines or fruits.

Designing and carrying out this experiment rendered two main hurdles. Firstly, at the moment of
that work, it was not possible to gather data from a real application scenario, i.e., from a vineyard
environment. This has forced the conception of alternative methods to encourage sheep to adopt
infracting behaviours, such as the placement of animal food in artificial structures that could simulate
vines’ height. Secondly, the daunting task associated to the operationalization of this artificial scenario,
together with existence of a few prototypes, precluded the test of different sheep. Thus, the data
collection phase was reduced to a 3-hours experiment, where a single sheep was released onto a plain
field, being its activity recorded on video. At the same time, the collar continuously retrieved time
stamped raw sensor data with a frequency of 4 Hz (among the available options, it was a trade-off
between data readability and data granularity) and sent it into the IoT network in order to be stored
and manually classified2.

The recorded videos were analysed and all observations were classified into one of the following
categories3:

• Resting: the sheep is standing, with its head facing forward – leftmost image of Figure 6.1;

• Grazing, the sheep is eating off the ground, with its head lowered - middle picture of Figure 6.1;

• Infracting, the sheep is standing and reaching up for food - rightmost image of Figure 6.1;

• Walking, the sheep is moving at low speeds;

• Running, the sheep is moving at higher speeds, probably to move away of some potential threats
(human presence, unexpected movement, etc.).

2In fact, when this experiment took part, the IoT network was only composed of a single beacon
directly connected to the gateway. This gateway both stored and sent the raw data to the computational
platform to be henceforth processed.

3Albeit we were only interested in Infracting and Not Infracting states, it was decided to consider
a wide range of behaviours during the manual classification since it would enable, if required, the reuse
of the dataset to perform more exploratory work without the need of reclassify the entire dataset.
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As we were only interested in the Infracting and Not Infracting states, the dataset was re-
reclassified such that only the behaviour defined as “standing and reaching up for food” was considered
the Infracting state. All the remaining cases were reclassified as Not Infracting.

Figure 6.1: Sheep’s behaviour classification: Resting (left), Grazing (middle) and Infracting (standing
reaching for food) examples.

Regarding feature transformation and feature selection, no method was trained and tested. All
features were considered precisely as received from collars. Such approach was premeditated since the
ideal scenario would be minimizing the needs of features transformation within the collar. Thus, a
total of 7 features were considered, namely: measured ultrasounds distance and, static and dynamic
accelerations on the three axis.

As processing time and complexity were not a concern at that moment, namely because they were
not a requirement for this particular work, different ML algorithms were experienced, no matter their
computational complexity or processing time. With this analysis we intended to assess with which
accuracy sheep’s posture infractions could be detected and which features are relevant to a proper
detection. Particularly, we tested some of the most popular algorithms used in classification problems,
for instance: RDF, DT using different implementation packages (C50 and rpart), XGBoost, NN, SVM
and Naïve Bayes. The insights provided by the results of this work could be then used both to improve
collars operation as well as obtain more experience with sheep behaviour and data produced by collars
while being carried by sheep.

6.1.2 Infracting, Resting and Running states
As it will be clear in Chapter 8, detecting exclusively the Infracting and Not Infracting states is not
sufficient to enable the implementation of a suitable posture control mechanism. Consequently, aiming
at minimizing this concern, two additional states were added, the Resting and Running states. In fact,
the experience acquired with the previous work showed that there are behaviours that, besides being
classified as Infracting due to the position of the neck, are not in fact Infracting behaviours. Two
noticeable examples are instants when sheep are standing with the head up but without performing
any movement, and when sheep are running with the head up but without any chance to feed due to
their velocity of movement.

Therefore, a second work [19] established a different approach towards an effective posture
monitoring algorithm. Besides the detection of the Infracting, Resting and Running states, this work
also considered the need of providing a mechanism that could be integrated in collars. Hence, contrary
to the work present in Section 6.1.1, which did not considered any constraints in terms of computational
power and complexity when selecting ML algorithms, in this approach, the computational power
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demands was defined as a requirement. Consequently, DTs were preferred, due its understandably
and suitability to be converted into embedded code to be running in low-power microprocessors. Also,
some feature transformation was included. Particularly, in addition to the 7 features used in the
previous work, two additional features were considered for evaluation, namely the modulus of each
dynamic acceleration component, and the magnitude of the dynamic acceleration vector (calculated
using Equation A.10, with N = 1).

The data collection procedure followed a strategy similar4 to the one presented in Section 6.1.1.
A collar was placed on a sheep pasturing on a plain field and the collar was programmed to retrieve
and upload posture-related data at a rate of 4 Hz. Simultaneously, sheep’s behaviour was recorded
on video to enable a further manual classification using the video recordings and following the same
classification rules as the previous work.

From this point on, three binary classification problems were considered to be evaluated and that
required different reclassifications:

1. Infracting and Not Infracting, where Not Infracting were all the states unless the Infracting
state;

2. Resting and Not Resting, where Not Resting were all the states unless the Resting state;

3. Running and Not Running, where Not Running were all the states unless the Running state;

All the tree binary classifications problems were modeled using DTs and their results combined to
construct a merged decision tree. The associated results are presented in Section 8.3.1.2.

6.1.3 Infracting, Resting, Grazing, Moving and Running
states

Previous works unveiled important limitations when resorting to a small number of behaviour states
to endorse the requirements of a sheep posture control algorithm. In fact, detecting efficiently the
Infracting state also demands the detection of other behaviours, such as the Grazing or Eating states,
and the Resting, Moving and Running states. This is supported by the high number of FP and FN
regarding the Infracting state that were experienced during preliminary experiments (see Sections
8.3.1.1 and 8.3.1.2). The causes for these occurrences are:

• The Running state is not enough to minimize the number of FP (regarding the Infracting state).
In fact, it is common to have sheep moving from on place to another (without being running)
with their head up, behaviour that was being identified as Infracting state. Thus, detecting the
Moving state became relevant;

• Models resulted from previous experiments relied in thresholds for a small number of features -
two thresholds for the module of dynamic acceleration and one threshold for the pitch angle.
Albeit their suitability to be easily implemented in collars since they use a small number of
features, they become very sensible to errors that may occur on measurements.

4Despite the limitations of this strategy, at the time of this work, there were not available conditions
to overpass these limitations. Particularly, there were several constraints with the animal availability
that precluded the definition of a data collection procedure with a higher number of animals and with
a higher duration.
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Consequently, a wider analysis was designed, particularly taking into consideration the use of a
higher number of measurements, features and animals. The experiment design followed a strategy
employed by most of the works in the area of animal monitoring, although none of existent works
explored the detection of the Infracting state. The outcome of this work was published in [16] and
followed a typical ML-problem solving, as described in Section 2.3.1.

6.1.3.1 The experiment
The experiment design was based in the platform that is being commercialized by iFarmTec [245]
for sheep monitoring and control and that was based in the prototype developed in the scope of the
SheepIT project. This allowed us to overcome one critical limitation felt in previous works, the lack of
data from different sheep in a real scenario deployment. Hence, during the collection phase, data was
fetched from a deployed system in an iFarmTec client’s livestock farm.

The grazing area was a vineyard in the Bairrada’s region (center of Portugal) with around 2.5 ha,
with the vine lines separated by around 3 m and with a fence surrounding the whole area, ensuring an
adequate and secure grazing. Typically, sheep graze on this parcel throughout all the year and are
only taken out for a few weeks during the budburst phase, i.e., in the beginning of spring, to prevent
the destruction of the fragile vine buds.

The experiment was conducted over a period where the flock grazed under daily conditions and
lasted for 3 days (from the 15th to the 17th of May 2019, hence, well after the budburst phase).
Furthermore, each testing day was split into two test windows: morning (from 09:00 to 12:00) and
afternoon (from 13:00 to 17:00). During these periods, sheep grazed as usual with the iFarmTec
system incorporated, with one different animal being video-recorded per test window to simplify the
classification process. To ensure a correct synchronization between the timestamp of the video and the
gateway responsible for storing the data, the video recording device and the gateway were temporally
synchronized.

6.1.3.2 Applying the ML workflow
Solving a ML-based problem is supported by a common workflow (Section 2.3.1), composed of a several
iterative steps or phases. Notwithstanding, within each stage, several strategies, techniques, methods
or tools may be used according to the specificities of the problem. Hereinafter, the strategies used in
each phase to solve the problem are detailed.

The collection of data was done using the monitoring platform described in Chapter 4, despite
some required adaptations to allow the collection of data at a higher rate. The configuration of the
system deployed on the livestock farm allows the collection of a new trio of dynamic acceleration values
(each trio is composed by the x, y and z components of the dynamic acceleration vector) every 20 ms
(i.e. with a frequency of 50 Hz). The choice of this value was a trade-off between the options offered
by the accelerometer being used (that has the following available configurations: 10 Hz, 50 Hz, 100 Hz,
200 Hz, 400 Hz and 800 Hz) and the range of values reported in the state-of-art that go from the 8 Hz
to 100 Hz [193] when the target is animal monitoring. Therefore, we choose the second lowest frequency
since it is within the range of frequencies reported in the state-of-the-art and because lower frequencies
imply lower power consumption. In this work, the option did not fall into the 10 Hz frequency since we
were interested in collecting more data without increasing significantly power consumption, but future
work shall evaluate this option.
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Each new value was not immediately sent through the wireless network, but stored in the internal
buffer of the accelerometer until it gets completely filled (the buffer allows the storage of 25 trios).
Whenever the buffer is filled, the stored data, that include data concerning dynamic acceleration
measurements, a sample of the static acceleration on the three axis (and the respective pitch, roll and
yaw angles) and the distance from the sheep’s neck to the ground, were sent through the wireless
network until reaching the gateway. Here, the data was decoded and stored for further processing.

To enable the implementation of supervised learning techniques, it was necessary to create conditions
for classifying the generated data. Hence, all observations were video-recorded using a open source
camera application for Android [246] that automatically generates a subtitle file with the associated
current timestamp. The resulting files (one per test window) were downloaded from the gateway, the
videos associated with each observation were watched and the observations classified following the
dictionary described in Table 6.1. Dubious observations or observations that could not be classified
(e.g. an animal out of sight) were classified with a X to be ignored.

Table 6.1: States differentiated during sheep behaviour classification in the last experiment.

State Description

Infracting (I) Eating from branches above a certain height. For this test, it was defined the
height of the irrigation tubes (~50 cm)

Eating (E) Sheep is eating with its head down. Smooth movements were allowed since
typically they seek for grass while moving

Moving (M) There is a notorious and intended movement from one place to another. Typi-
cally, while this happens, sheep is not seeking for food. Trotting was considered
moving.

Running (R) Sheep is running (running away from an obstacle or trying to reach the remaining
herd)

Standing (S) The head is still, i.e., sheep is steady and still
Invalid (X) Dubious observations or unclassifiable observations

After the manual classification of the dataset, the available original features were:

• timestamp - added in the gateway;

• classification - added manually during the data classification;

• distance measured using the ultrasounds transducer (dist.mm), the static acceleration on axis
x, y and z (acc_x, acc_y and acc_y), the respective angles (pitch, roll and yaw) and the 25
measurements of the dynamic acceleration (on all the 3 axis) - coming directly from the collar.

Two distinct types of features are hence identified: static and dynamic. Static features are single
values, i.e., for each timestamp, features take a single value. Dynamic features are a sequence of values,
i.e., for each timestamp, features have a sequence of values. This latter kind of features was added
to capture the impact of movements and rapid accelerations. Although dynamic features could be
used as a whole, there are several benefits in summarize them into single values. Firstly, it enables the
control of the number of features. Secondly, it enables the reduction of the size of the resulting model.
In this specific scenario, the ML model has to run on a low-power microcontroller, thus low-processing
models must be considered.

Taking advantage of the provided state-of-the-art and the provided background in Chapter 2,
eight main features were selected for application during the feature transformation phase, both to
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the magnitude of each dynamic acceleration vector and to the rate of change (1st derivative) of that
magnitude5, particularly: minimum, maximum, average, variance, standard variation, Mean Crossing
Rate (MCR), Dominant Frequency (DF) and MV. All these features are described in Section 2.3.2.2,
as well as the correspondent equations.

Additionally, the unbalanced nature of the dataset due to the sheep natural behaviour and the
potential spatial and temporal relationship between states, imposed the seek for additional features that
could confirm such relationship. Thus, three additional features were added to the already identified
features:

• The previous state (prevState);

• The identification if there was a transition from the previous state (transition);

• The number of consecutive and equals states (nEqualStates).

In short, the dataset ended up with a total of 27 different features. When a high number of
features are available, feature selection techniques shall be applied in order to reduce unappropriated
redundancies and to remove noisy or faulty features. Among the different feature selection methods
available in the literature, most of them have implementations integrated in several data processing
tools and softwares. Hence, the approach followed in this work was based in two main phases:

1. The correlation between features was evaluated such that the most correlated ones could be
removed;

2. The algorithms identified in Table 6.2 were used to test feature’s importance. These algorithm
are available in the FSelector package [247] for R.

To endorse the impacts of each technique in a further modelling stage, two different evaluation
tasks were considered, namely:

1. Repercussion in the total accuracy: for each technique, a DT model was trained and
tested, and its total accuracy calculated. At this stage, the data split process consisted of a
random split in a proportion of 70% for training and 30% for testing. This simplistic process,
allowed a faster identification of the scenarios with the highest potential to be evaluated;

2. Consistency of the selected attributes between techniques: the consistency of the
results was evaluated among techniques, i.e., besides neglecting techniques which results are
dubious, the repeatability of features between techniques was considered.

During the feature selection phase, a random split was used to split data to reduce the complexity of
the process. In contrast, during the modelling phase, the data splitting consisted of an implementation
of a 10-fold cross-validation, maintaining the distributions of the classification labels roughly the same
as the existing on the original dataset. The goal with this strategy was to determine if the model being
tested would be capable of being generalized to other datasets, minimizing the chances of creating
bias points in the dataset. Furthermore, as an unbalanced dataset was expected, upsampling and
downsampling techniques were experimented, always after splitting the dataset.

5The MV was calculated directly using the dynamic acceleration components (x,y and z axis),
being the unique feature that was neither related to the magnitude, neither related to the 1st derivative.
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Table 6.2: Feature selection functions selected from the FSelector package [247].

Function Name Description

CFS Filter Resorts on the correlation and entropy measurements
Chi-squared filter Weights discrete features using a chi-squared test
Consistency-based filter Measures the consistency of the features
OneR algorithm Associates rules between features and the class feature
RandomForest filter Weights features applying the RandomForest algorithm
RReliefF filter Weights features through the distance between instances

Implementing a continuous monitoring mechanism on a low-power and low-processing microcon-
troller restrains the kind of ML algorithms that can be used during the modelling phase. Thus,
the present approach focused entirely in the application of DT algorithms because they allow the
extraction of a set of conditions, easily transposed to a set of if’s and elses’s, that can be efficiently
incorporated in a constrained device, such as the collars of the system being presented. Moreover, they
allow a straightforward human interpretation.

6.2 Posture control
Letting sheep weed vineyards without continuous human supervision while maintaining the vines safe,
demands a posture control mechanism that shall continuously monitor sheep’s posture and trigger the
necessary stimuli when required. The monitoring mechanism design was addressed in the previous
section, while the conditioning mechanism and its combination with the monitoring mechanism (the
posture control) are now discussed. However, before going into details, a relevant clarification about
the methodology followed must be given. Conditioning sheep’s posture and behaviour requires the
use of certain stimuli whose application must be performed carefully. Thus, it must be clear that all
methods hereby presented and discussed were supported by scientific works and livestock experts that
supervised the stimuli application. Even though, it is out of the scope of this thesis to define and
perform experiments on animals to define the final characteristics of the conditioning mechanism. Also
it is out of scope determining the effects of the suggested method on animals health and well-being.
In fact that tasks were performed within the scope of the SheepIT project by livestock experts and
veterinarians that supported the main decisions regarding the conditioning mechanism.

6.2.1 Tools and processes
Whenever an undesired posture is detected through the monitoring mechanism, the conditioning
mechanism is invoked to induce the animal to revert its behaviour. This conditioning mechanism
comprises two main challenges. On the one hand, the selection and configuration of actions or stimuli
that shall compose such mechanism. On the other hand, the definition of how the conditioning
mechanism shall interact with the monitoring mechanism.

Regarding the selection of stimuli to be included in the conditioning mechanism, our choices are
based in literature studies (see Chapter 3) that point out that a sequence of cues, including warning
signals before further penalization, are the most effective. Likewise, the literature reveals that the
conjugation of audio as a cue, eventually followed by a small electrostatic discharge, as penalization, is
the most effective combination [223].
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Consequently, the conditioning mechanism proposed for the collar was also designed to support both
type of stimuli. It enables the configuration of the sequence of stimuli as well as their characteristics.
Particularly, two parameters were made available, much according to the literature insights but also
considering insights acknowledged by livestock experts. For the audio cues, the frequency of the sound
wave (associated with the tone of the audio) and the duty cycle (associated with the amplitude of
the sound) of the sound wave can be configured. Regarding the electrostatic stimuli, the duration
and the duty cycle of the discharge (associated with the power of the discharge) are the configurable
parameters.

Notwithstanding, the effectiveness of using cues combined with subsequent penalizations is closely
dependent on a training process. This training process corresponds to sheep’s cognitive capability of
associating a forbidden behaviour to a specific penalization (electrostatic discharge) as well as this
penalization to a previous warning signal (the audio cue). When successful, this process allows sheep to
revert the behaviour when warned, minimizing or avoiding penalizations. However, the effectiveness of
this training process is constrained by the accuracy of the monitoring mechanism and by the correctness
of the stimuli application. In fact, sheep have a limited (and variable) cognitive capacity, being crucial
to the success of the training process that cues and penalizations are always applied at the right
moments. This implies employing a monitoring mechanism with a limited number of FP and FN, as
well as it implies the application of stimuli with small latency. The former issue is addressed by the
requirements of the monitoring mechanism detailed in the last section, while the later is supported by
the collar architecture and by the posture control mechanism state machine described in the following
section.

6.2.2 Posture control state machine
Conditioning sheep’s posture it is not just about triggering actuators when undesired conditions are
detected. In fact, we already pointed out the relation between the cognitive capacity of sheep, the
training process and the effectiveness of the posture control mechanism.

Hence, we designed a state machine that implements the posture control mechanism, being
presented in Figure 6.2. Periodically, and according to collar’s operation, sensors are read and their
outputs are given as input to the monitoring mechanism to assess if the animal is incurring on an
Infracting state (INF signal).

While the animal is not in an Infracting state, the state machine remains on the Iddle state. When
the animal adopts an infracting posture and it is detected by the monitoring mechanism, the state
machine transits to the Cue state and starts applying the audio cue (sound sequence). If the animal
reverts its behaviour, the state machine returns to the Iddle state and the audio cue is stopped. If the
animal persists on the incorrect behaviour for a certain amount of time (t_CUE), three transitions
may occur. If the next stimulus on the configured sequence (seqi+1) is of type CUE or PEN, the
state machine persists in the same state (Cue) or transits to the Penal state, respectively. In contrast,
if there are no more stimulus in the sequence, it means that all stimuli were applied and the state
machine suspends the operation and remains blocked. In the case it transits to the Penal state, an
electrostatic stimuli starts to be applied. As previously, if the animal reverts its posture, the application
of electrostatic stimuli is stopped and the state chart returns to the Iddle state. If the animal remains in
the Penal state for a given duration (t_PEN ), but there are still stimulus in the sequence of stimuli, the
state machine can either transit to the Cue state or remain in the Penal state, according to the value
of seqi+1. Contrarily, if there are not more stimulus in the sequence (seqi+1 = NULL), the system
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suspends all stimuli and remains blocked (BLK). This scenario corresponds to undesired situations,
that can be either associated to an improper training process or to the existence of refractory sheep6.
In these cases, the state machine blocks to prevent the unnecessary application of penalizations that
would unnecessarily overstress the animal.

As it can be perceived, the stop condition of the state machine behaves as a safety mechanism
for the sheep that is configured a priori by the human operator. This configuration is reflected in
the !BLK signal, that together with a !INF, unblocks the conditioning mechanism. This feature is
considered vital both for the training process and well-being of the animal. In fact, the insights of
animal experts in this field defend that after having defined a suitable configuration of stimuli (both
sequence, type and characteristics), if the animal does not respond after a sequence of stimuli, probably
it will never do it. In this case, besides suspending the mechanism, the most appropriate solution is to
rule out that animal because, probably, it is refractory.

Figure 6.2: Posture control mechanism state machine.

6.2.3 Posture control integration with communications state
machine

Last section detailed how the posture control is implemented, particularly how actuators are triggered
when the monitoring mechanism detects prohibited behaviours on sheep. However, we did not address
yet how such process integrates into collars operation, particularly, how we ensure the correct operation
of the posture control mechanism without jeopardizing the communication scheme.

6It is common to find animals among different species that either do not have cognitive capacity to
get through the training process or do not react when faced to stimuli.
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From the communications point of view, a µC is composed of a SW, a TAW and a VTW. Collars
internal operation aligns with such structure but by means of two main states, the Rx state and
the Active state, as reveled in Figure 6.3. The Rx state corresponds to the SW, where collars are
continuously in the receiving state and waiting for data from beacons. The Active state, on the other
hand, is when collars read sensors and activate actuators, when necessary, following the state machine
described in Section 6.2.2. We call to this state, a Nano-Cycle (nC) since it may be repeated several
times from the end of the SW up to the end of the µC. As one can see, the TAW that comes right
after the SW in the µC structure is omitted in collars internal operation. In fact, although existing
from the communications perspective, it does not impact in collar’s operation, i.e., there is still a TAW
where no communications occur, but collars enter in the active state right after the SW.

Figure 6.3: Collars internal operation structure within a µC. Also a cyclic structured is used, composed
of several nCs where sensors are read and the actuators are triggered according to the posture control
mechanism.

A nC corresponds to the collars operation unit. It starts with a window devoted to sensors reading.
Albeit sensor measurements are static, the duration of this window is not static since it depends on
the distance measured by ultrasounds transceiver. Even though, to simplify calculations, a static and
pessimistic value for its duration is considered for this window. The data read from the sensors feeds
the posture control mechanism that decides if a stimuli must be set. If so, the first from the sequence
is given in the window sleep or actuators on identified in Figure 6.2.2. If there is not, the collar enters
in the sleep mode until the next nC or µC. Therefore, this window may vary in size, depending on
the action being taken and on the stimuli duration. Defining buzzerduration and electroStimduration

as the duration of an audio cue and of an electrostatic discharge, the minimum duration for such
window (stimWindowduration) is given as the maximum among buzzerduration and electroStimduration

(Equation 6.1).

stimWindowduration = min(buzzerduration, electroStimduration) (6.1)

As we assumed a read sensors window with a fixed duration, we can define the minimum duration
of a nC as depicted in Equation 6.2:

nCminduration
= readSensorsduration +min(buzzerduration, electroStimduration) (6.2)
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Having the minimum duration for a nC, we are able to calculate the maximum number of nC that
fit in a µC as shown in Equation 6.3. We assume the worst case scenario, which corresponds to a C2B
µC where a collar needs to send a C2B message.

NnCmax
=
⌊
V TWduration − TSTXC2B

nCminduration

⌋
(6.3)

The use o nCs allows to maintain a TT approach and take advantage of the inherent benefits.
Particularly, we can control the timing of each action and ensure periods of sleep that are critical
towards the low-power needs. Also, defining a maximum number of nC enables the implementation of
a further mechanism to define different levels of reactiveness. For instance, in certain conditions, we
may be interested in reducing the frequency of measurements, for instance because sheep is asleep or
is keeping a correct behaviour for a long period of time. For that, we can reduce the number of nCs to
a value lower than NnCmax

, which means that NnC is always a integer between [0 NnCmax
], where 0

corresponds to the inexistence of measurements and 1 to the maximum number of measurements, i.e.,
to the maximum number of nCs. The NnC may be defined statically during system configuration or it
may be adjusted during system operation according to criteria defined during system configuration.

6.3 Summary and discussion
The posture control mechanism is one of the pillars of this thesis. Besides being the main step to
answer to the research question 3, it is fundamental to support our thesis statement.

The posture control mechanism is composed of two orchestrated mechanisms, the behaviour
monitoring and conditioning mechanisms. The former was addressed resorting to the potential of ML
to detect patterns that are not easily identified by a human analysis. Three iterations were taken,
with increasing complexity and completeness. That decision was supported by the need of, on the one
hand, acquire know-how on sheep monitoring that initially was very limited, and, on the other hand,
maintain the complexity of such mechanism reduced as much as possible.

The output of the monitoring mechanism is then used as an input for the conditioning mechanism.
This conditioning mechanism was designed considering two types of stimuli, audio cues and electrostatic
discharges. Such cues are triggered according not only to the output of the monitoring mechanism but
also according to the sequence of stimuli defined and to the number of stimuli already triggered. The
referred sequence of stimuli and some parameters inherent to stimuli can be remotely adjusted, using
the network. This approach allows livestock experts to further investigate which would be the most
suitable combination for each breed or even for each animal.

Besides exploring both monitoring and conditioning mechanisms, it was necessary to ensure their
integration into collars operation without jeopardizing existing communications. Therefore, a TT
approach was also followed, maintaining a cyclic structure where sensors are read and stimuli applied
in consecutive nCs, whose number may be adjusted according to the needs of the system.
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CHAPTER 7
System dimensioning calculator

T he implementation of the system’s architecture comprises different layers and modules that touch
different technological areas. Being unviable to address all topics in the scope of this thesis, the

scope was narrowed to the validation of the system’s architecture. In particular, we aim to prove that
the system design enables to implement a solution that fulfills all requirements.
After specifying the system’s architecture and its implementation in previous chapters, we seek now for
providing a way of modelling and validating one of the core fmodules of the work, the communications
mechanism. Hence, we model the system and develop a simulation tool to enable, on the one hand, the
evaluation of the impact of varying several parameters on system performance, and, on the other hand,
to offer a way of easily evaluate the feasibility of different use case scenarios. This chapter identifies
the requirements of this tool and describes its architecture and implementation. Particularly, we detail
the options available on this tool and how they enable the evaluation of system’s architecture. Also, the
calculations involved are presented. This tool is the base for gathering most of the results presented in
Chapter 8.

7.1 Requirements
Evaluating the practical implications of varying all system parameters requires a tool capable of
simulating, as close as possible, a deployed system. In fact, it is impractical and unaffordable (both in
terms of time and resources) to configure and test in real scenarios, for instance, thousands of collars or
dozens of beacons. Moreover, for those whom would be responsible for system selling, it is valuable to
have a way of validating scenario conditions and propose scenarios taking into consideration the metrics
most valuable for the client. Therefore, a tool capable of modelling and simulating a field deployment
was built to give answer to these two-fold type of needs. This tool has the following requirements:

• Enable system modelling according to system’s architecture, requirements and implementation
detailed in Chapters 4, 5 and 6;

• Allow the calculation of the minimum duration of a µC and the maximum number of collars
permitted for different combinations of system parameters;

• Empower the evaluation of different scenarios, by testing different values for system parameters.
Particularly, it shall bear two different testing approaches:

– System parameters are introduced by an user through an input interface. This approach
shall allow to evaluate specific configurations, being particularly useful for evaluating
scenarios proposed by project partners or users;
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– System parameters are autonomously settled and varied from a set of values previously
defined. This approach is particularly relevant for evaluating the behaviour of the system
considering different combinations of parameters.

• Enable the validation of a scenario that is composed by a conjugation of different system
parameters;

• Calculate different metrics such as medium occupation, energy consumption and autonomy of
collars (see Section 7.4) together with system’s scalability;

• Permit the analysis of the effects of the number of stimuli on the energy expenditure of collars;

• Support expandability, i.e., allow the integration of new system features without jeopardizing
the current version of the simulator.

7.2 Architecture
To fulfil the requirements established in Section 7.1, it was defined the modular architecture depicted
in Figure 7.1. The purpose of each module is the following:

• User Interface: grants the interface between the user and the simulator. It supports giving
inputs and receiving outputs to and from the simulator;

• Menu: it is responsible for receiving the necessary inputs. It allows users to select the intended
option to be evaluated/validated and collect system parameters necessary to evaluate it;

• System modelling: represents the core module of the simulator. According to the option
chosen by the user, it models the system. It interacts with other modules of the system, both
to gather the necessary information and to provide the necessary answers to the user. For
instance, it needs to collect data given by the user through the menu, it needs to load static
configurations (from the static configurations module) and it requires data and functionalities
from the beacons distribution, messages and energy consumption and autonomy modules;

• Static configurations: there are several configurations that are static for a system implemen-
tation, for instance radio features such as MTU, baudrate and range, or microcontroller features
such as clock drift and CPU speed;

• Beacons distribution and area calculation: the number of beacons required to cover a
certain area depends on several features. This module, besides storing the configurations
regarding beacons distribution (range factor, coverage shape, coverage radius), provides methods
such as area and number of necessary beacons calculations;

• Messages: this module includes information about the messages currently implemented in the
system. All fields that compose each message are identified along with the respective sizes, also
provisioning a method for returning messages size;

• Energy Consumption and Autonomy: finally, this module is responsible for granting the
simulator with capabilities to calculate energy consumption, autonomy and medium occupation.
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Figure 7.1: Modular architecture of the simulator.

7.3 Implementation
The implementation of the simulator was performed using Matlab. Figure 7.2 describes the flowchart
of the tool.

The first step allows the user to choose between getting system’s messages size or evaluate the
scalability and associated metrics. If the option is the former, the messages size are returned. If the
option is the later, three additional options are prompted to the user. The first regards the evaluation
of the minimum duration of a µC, being such process described in Section 7.3.1. The second option
permits to evaluate the scalability of the system considering the worst case scenario conditions for
an intended area, such as described on Section 7.3.2. Finally, it is possible for an user to validate a
particular scenario defined by himself.

7.3.1 Micro-cycle minimum duration
Concerning the evaluation of the µC minimum duration (µCmin), Equation 5.10 is used for all
calculations. Two options are provided, one where the user introduces the parameters to be evaluated;
and another where an autonomous evaluation is performed using different parameter combinations.
The parameters requested from the user are identified in Table 7.1 and all must be greater than zero.
For the automatic evaluation, the same parameters are required but instead of using values inserted by
the user, they are combined from an array of values previously defined. Currently, the contents of this
array are defined considering research purposes, particularly to evaluate the system behaviour when
configured with different parameters (see Chapter 8).

Table 7.1: Parameters required for the calculation of the µC minimum duration and applied conditions.

Parameter Description Condition

NBeac Number of beacons considered > 0
NColl Number of collars to support > 0
NµCC2B

Number of C2B µC > 0
NµCB2B

Number of B2B µC > 0
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Figure 7.2: Flowchart of simulator’s implementation.
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7.3.2 Worst-case scenario for intended grazing areas
The rational followed to solve this scenario was as follows:

1. We consider a worst-case scenario on which all beacons transmit once all data to their neighbours,
being ensured that beacon communications are scheduled such that new data is propagated to a
gateway until the end of the MC;

2. The intended grazing area to be covered by the system is the main input parameter. This value,
manually introduced by the user or automatically varied in the case of the automatic evaluation
option, enables the calculation of the required number of beacons. Considering a uniform beacon
distribution and a hexagonal coverage shape model, the number of beacons (NBeac) is given by
dividing the total area to be cover and the area of an hexagon [248]. Equation 7.1 describes
that relationship, where AreaToCover is the area in ha and radiusRadio is the range in meters
already affected by the range factor (rangeF ):

NBeac =
⌈
AreaToCover × 10000

3
√

3×radiusRadio2

2

⌉
(7.1)

3. The MP and the LFP are used as the upper bound limits for the MC and µC duration. Albeit
they can also be seen as parameters of the system, they are not expected to vary as the remaining
parameters (number of collars, number of beacons, area to graze, etc). Thus, for the option
where the user inserts the intended grazing area, the values chosen for those periodicities are
6 s and 80 s, respectively for LFP and MP. Contrarily, within the automatic evaluation option,
those parameters are modified from an pre-defined array as for the case of the µC minimum
duration evaluation to enable an extensive evaluation of the system’s architecture;

4. With the number of beacons and µC and MC maximum durations, an equation with an unique
variable (NColl) can be written as follows:

MCduration = NµCP R
× µCduration +NµCC2B

× µCduration +NµCB2B
× µCduration

= LFP + NColl × (TSC2B +GW )
V TWduration

× LFP+

+ NB2BSubMessages × (TSB2BSubMessage +GW ) + TSB2BHeader +GW

V TWduration
× LFP,

(7.2)
where NµCP R

was set to 1 (although zero is also possible); µCduration is
equal to the LFP ; NµCC2B

is given by NColl×(TSC2B+GW )
V TWduration

; NµCB2B
is given by

NB2BSubMessages×(TSB2BSubMessage+GW )+TSB2BHeader+GW
V TWduration

; NB2BSubMessages is given by Equation
5.8, neglecting the value of NPR; and V TWduration is given by LFP−SWduration−TAWduration.
Moreover, TSC2B , TSB2BSubMessage, TSB2BHeader, GW are known since they are experimen-
tally measured. As NColl is the unique unknown variable, the equation can be solved. However,
the value obtained may not be valid. This is so since additional conditions regarding some
equations need to be verified. Particularly, we must ensure that both NB2BSubMessages, NµCC2B

and NµCB2B
are integers and greater than zero;

5. A validation process is then applied to NB2BSubMessages, NµCC2B
and NµCB2B

using the value
of NColl calculated from Equation 7.2. This validation process comprises calculating the round
up to the nearest integer of the three parameters using NColl and verifying if the value of
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MCduration applying Equation 7.2 is less or equal than MP . If so, NColl is valid, otherwise
it is not and the process is repeated decrementing NColl by 1. This process is iterated until
obtaining a valid output or NColl reaches zero;

6. When NColl passes the validation proccess, the respective values of NB2BSubMessages, NµCC2B

and NµCB2B
are used to update the system model.

Finished the process of calculating the maximum number of collars allowed for an intended grazing
area, one additional task is performed. That corresponds to the calculation of some relevant metrics
regarding system operation. Their purpose and the process for their calculation are explained in
Section 7.4.

This process applies both to the case where the user introduces the area manually and to the case
where an automatic evaluation if performed. In this case, the values AreaToCover, MP and LFP
are chosen from predefined arrays. The values considered for these arrays are addressed in Chapter 8.

7.3.3 Validity of user-defined scenarios
Assessing the validity of an user-defined scenario facilitates the validation of scenarios introduced by
the user. This option of the simulator resorts to functions implemented in the context of the addressed
features, particularly on the validation and calculation of the number of collars. The main differences
are that while in the worst-case scenario for an intended area option, the area is the single input
parameter, in the validation of an user scenario, the user is required to fill in the parameters described
in Table 7.2.

In the list of parameters, the AreaToCover and NBeac appear to be redundant but they are not.
The purpose is to provide the opportunity for an user to introduce only an area and automatically
know the number of required beacons or to introduce an area and the number of available beacons and
check if the number of beacons available is sufficient to cover the inserted area.

Table 7.2: Parameters prompted to the user in the case of the validity of an user scenario.

Parameter Description Conditions

AreaToCover Area to cover (in ha) > 0
NBeac Number of beacons considered > 0 or NULL
NColl Number of collars > 0
µCduration Duration of a µC (in ms) > TAWmin + SWmin

NµCP R
Number of PR µC {0, 1}

NµCC2B
Number of C2B µC > 0

NµCB2B
Number of B2B µC > 0

The number of collars is also an input parameter, being used to validate the use case scenario.
Nevertheless, when the use case is valid, the maximum number of collars is calculated for that scenario.
This is useful because besides enabling to validate specific use case scenarios, allows to know if there is
any opportunity of expansion, particularly regarding the number of collars. Additionally, for valid use
case scenarios, system metrics are calculated.
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7.4 Communication evaluation metrics
Energy consumption, autonomy and media utilization are important metrics when evaluating a wireless
system of constrained devices. They depend on system features mainly associated with the RF
technology (baudrate, clock drift, range, MTU), messages sizes and number of devices. In this section
we summarize these relations and provide means to estimate the referred metrics.

7.4.1 Medium Occupation
Medium Occupation (MO) is a metric [249] that allows the evaluation of the effectiveness of medium
utilization by wireless devices. In a ideal scenario, considering the maximum number of devices allowed
in the network, a high MO percentage means a communication scheme with a good use of bandwidth.
However, as it depends on different system configurations (number of collars, number of beacons,
duration of µC, number of µCs, beacons distribution, routing mechanism), which in turn depends on
the monitoring needs and requirements of the user, its interpretation is not straightforward and must
be contextualized within the scenario being evaluated.

Equation 7.3 allows the computation of the MO in a MC interval. The total MO can be computed
summing up the individual contributions from all µC MOs. As the amount of data to be transmitted
within a PR VTW is on average negligible, its contribution can be ignored. As such, the total MO
can be given by the sum of the MO associated to the SWs, TAWs, C2B VTWs and B2B-VTWs.
The duration of each one of these windows was discussed in Section 5.2.2, except the term NTSB2B

that represents the total number of B2B time slots in use. This value depends on several system
configurations, for instance, on the routing scheme and on the total amount of data to be transmitted,
that in turn depend on the number of devices and on temporal constraints associated both to the
communication scheme and monitoring needs. Equation 7.3 considers the implementation defined
in the scope of this thesis. Consequently, the parcel

∑NµCB2B

1 NTSB2B × (TSB2B + GW ) can be
re-written as NB2BSubMessages × (TSB2BSubMessage +GW ) + TSB2BHeader.

MO(s) =
NµC∑

1
MO(µCi) =

NµCP R∑
1

MO(µCPR)j +
NµCC2B∑

1
MO(µCC2B)l +

NµCB2B∑
1

MO(µCB2B)m ≈

≈
NµC∑

1
MO(SWi) +

NµCC2B∑
1

MO(V TWC2B)l +
NµCB2B∑

1
MO(V TWB2B)m =

=
NµC∑

1
NBeac × (TSBS +GW + TAW ) + (NColl × (TSC2B +GW ))+

+
NµCB2B∑

1
NTSB2B × (TSB2B +GW ) =

=
NµC∑

1
NBeac × (TSBS +GW + TAW ) + (NColl × (TSC2B +GW ))+

+
NµCB2B∑

1
NB2BSubMessages × (TSB2BSubMessage +GW ) + TSB2BHeader

(7.3)

For an easier understanding of MO values, they can be given as a percentage as computed by
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Equation 7.4, where MO is given by Equation 7.3 and MCduration is the total duration of a MC.

MO(%) = MO

MCduration
× 100 (7.4)

7.4.2 Energy consumption and autonomy
Energy consumption and autonomy are key requirements in any WSN and/or IoT device. The same
occurs to this system, particularly for collars, which are the most constrained nodes of the system.
Since they are carried by small/medium animals, thus mobile, its size and weight must be bounded to
be comfortably carried. Also, operation and maintenance tasks are expected to be carried by farmers
and the process of placing and removing collars from sheep is laborious and time-consuming. Thus,
the number of battery recharges and/or battery replacements should be minimized.

The main sources of energy consumption in collars are:

• RF transceiver: is the main source of power consumption, particularly while transmitting and
receiving data, but also in idle states. Several transceivers also include one or more energy-saving
states, where energy consumption is residual comparing to the remaining states;

• Microcontroller: is also responsible for a significant percentage of energy consumption. Despite
the existence of an increasing number of low-power microcontrollers, there is a trade-off between
low-power and processing capabilities. As RF transceivers, also several microcontrollers include
low-power modes;

• Sensors: there are several low-power accelerometers, not being, typically, a relevant source
of energy consumption comparing to RF transceivers and microcontrollers. Conversely, the
ultrasounds transducer, when active, consumes a significant amount of energy, but its duty-cycle,
and thus its average consumption, is expected to be small;

• Actuators: the impact of actuators’ energy consumption in the total energy consumption of
the system depends on how many times they are triggered, which is unpredictable. Thus, its
impact shall be modelled and evaluated.

For the current simulator implementation, the components and states considered and respective
durations for a collar are described in Table 7.3. For the radio component, three states area considered:
transmission (Tx), whose duration is equal to the transmission time; reception (Rx), during the SW of
all µCs; and idle, in the remaining time. Regarding sensors, the accelerometer is considered to be always
on, while the ultrasounds peripheral is active only for certain amount of time (ultrasoundsduration)
every nC. Concerning the actuators, the total duration of a stimulus depends on the number of
triggers (Nbuzzer and NelectroStim) per MC and on the duration of a single trigger (buzzerduration and
electroStimduration). For the microcontroller, two states are considered1: the running state, during
the SW, TAW, reading sensors, transmission of data and while triggering the actuators; and the sleep
state, during the remaining time. Finally, also the electrical operation of the system is modelled,
through a DC-DC component, that is always on.

The number of audio cues and number of electrostatic stimuli is difficult to model considering
a per MC basis. In a system where a low number of stimuli are intended (and even permitted), 1

1In fact, there is a third, the idle state that is used in boundary scenarios, particularly when the
time in sleep is less than 2ms, however it is negligible.
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trigger per MC may be too high. On the other hand, using decimals values is difficult to interpret,
particularly to common users. Consequently, the input for the number of stimuli (either audio cues or
electrostatic discharges) are given in a per hour basis. These per hour values are then converted by
the simulator to number of stimuli per MC.

Table 7.3: Duration of each state component during a MC.

Component State Duration

Radio
Tx TSTX
Rx NµC × SWduration

Idle NµC × (µCduration − SWduration)− TSTX
Accelerometer On NµC × µCduration
Ultrasounds On NµC ×NnC × ultrasoundsduration
Buzzer On Nbuzzer × buzzerduration
Electrostatic Stimulator On NelectroStim × electroStimduration

DC-DC operation On NµC × µCduration

Microcontroller Running SWduration+TAWduration+(NnC×readSensorsduration)×
NµC + TSTX + Nbuzzer × buzzerduration + NelectroStim ×
electroStimduration

Sleep NµC × µCduration − µCrunningduration

As each one of the refereed components operates in different states and with different durations,
the Duty-Cycle (DC) for each state and component needs to be calculated. As described in Equation
7.5, the DC associated to a collar component in a certain state (DCcompState) depends on the time it
spends on it (∆tcompState) in a certain timing window. In this case, a MC time window was chosen
since it guarantees periodicity.

DCcompState = ∆tcompState
MC

(7.5)

With DC values, the average current consumption of the whole system can be calculated as the
sum of individual contribution as follows in Equation 7.6.

ItotalAverage(A) =
∑

DCcompState × IcompState (7.6)

where IcompState represents the average current consumption for a component in a certain state.

Finally, considering a battery capacity of Q (mAh) and a battery efficiency of BE, the autonomy
(hours) of a collar can be estimated by Equation 7.7.

autonomy(h) = Q

(ItotalAverage ∗BE) (7.7)

7.5 Summary and discussion
This chapter presented an important tool both to streamline the system evaluation process and to
provide a way of testing the feasibility of different scenario conditions. This tool consists on a Matlab
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application that models system operation and permits some interactions particularly for choosing the
intended type of evaluation and introducing system parameters to be considered for such evaluation.

According to the current implementation of the system, the modelling approach and its imple-
mentation was explained. Finally, we identified the metrics considered for the system evaluation and
that were integrated in the simulator. This simulator is the support of a substantial part of the results
presented in Chapter 8 and so enables the assessment of the system architecture proposed.
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CHAPTER 8
Results and discussion

In previous chapters the fundamental concepts, mechanisms and tools to tackle the research questions
that support our thesis statement were presented and discussed. The IoT architecture design to address
all requirements was presented, with special focus on the low-power demands, a tool for facilitating its
evaluation was designed and a novel animal posture control mechanism supported on ML techniques was
built. Now, we present the results obtained as result of the evaluation of each one of these components
and show how they grant the validation of the proposed solution.

8.1 Prototypes and technologies used
Before digging into the results, we introduce not only the prototypes used, but also the technologies
used for the implementation of the first versions of the system. Albeit the construction of those
prototypes were, to some extent, out of scope of this thesis, they assume a great relevance on showing
the feasibility of the system design and consequently on supporting the thesis. Furthermore, as collar’s
dimensions were a system requirement, it is of utmost importance to show that the system design
allows the construction of prototypes matching the minimum requirements.

A collar prototype is illustrated in Figure 8.1. Its dimensions are 7.9 cm x 7.9 cm x 4.1 cm, weighting
a total of 190 g, without the strap. Therefore, they are within the required dimensions and weight, being
inclusive inferior to the commercial references, particularly to the Dogwatch collar whose dimensions
and weight are 10.4 cm x 7.6 cm x 4.8 cm and 265 g, respectively, and to the noFence collar that weights
500 g (dimensions are not provided). Beacon and gateway prototypes are not subject to dimension and
weight constraints as collars, even though, their prototypes are depicted in Figure 8.2.

(a) (b) (c)

Figure 8.1: Collar prototype. (a) collars with placing straps included; (b) collar case prototype; (c)
inside collar prototype detailed.
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(a) (b)

Figure 8.2: (a) Beacon prototype; (b) Gateway prototype.

In Chapter 4, we identified the composition of all system devices together with their purpose and
requirements. We now identify the main technologies used to implement those components as well as
their main characteristics.

Collars and beacons share the same printed circuit board, which means that they share most of
the components. This allows to minimize both the production and maintenance cost, a critical issue in
IoT systems. The main components of the shared electrical circuits are identified in Table 8.1. These
components were chosen taking into consideration the system design proposed in the scope of this
thesis but also considering practical and production issues that are out of scope of this thesis. Each one
of the components owns features that impact on system operation and performance. These features
are introduced as they are needed along the chapter.

Table 8.1: Critical components, chosen parts and generic description used to implement collars and
beacons.

Component Reference Description

Microcontroller PIC32MX170F256D [250] 32-bit Microcontroller, with 256 KB Flash
and 64 KB SRAM, low-power modes, differ-
ent communication interfaces (I2C, UART,
SPI), Timers and IO ports

Radio RFM 22B [251] 868 MHz ISM band, output power up to
20 dBm, low-power consumption modes and
MTU of 64 B

Accelerometer LSM303C [252] Ultra-compact high-performance eCompass,
with low-power modes, embedded FIFO
and different resolutions

Buzzer ABT-414-RC [253] 85 dB electromechanical audio traducer,
with adjustable output

Ultrasounds transducer K-14WPP10 [254] Assembled ultrasonic sensor served by a
in-house conditioning circuit
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8.2 IoT-based communication stack validation
The IoT-based communication stack comprises four main layers, each one with a specific objective.
Albeit all layers are vital to ensure a suitable system operation, some are specially critical for evaluating
the feasibility of the solution. Those layers are the Physical Layer, the MAC Layer and the message
transport module within the Transport Layer. Consequently, their validation is primordial. The
purpose of the following sections goes in the direction of validating the solutions proposed for those
layers.

8.2.1 Required parameters
To enable the evaluation of the proposed solution, some parameters need to be known a priori. Those
parameters are associated to the radio and microcontroller features and configurations, and to the
posture control configuration parameters.

The radio used in both collars and beacons is configured to operate at a baudrate of 57600 baud (1
symbol corresponds to 1 bit). The value chosen represents a trade-off between transmission speed and
transmission effectiveness and RSSI variability. Albeit being available higher baudrates, the sensitivity
of the radio reduces significantly with a relevant impact on the success transmission rate. Furthermore,
preliminary experiences with the radio technology have shown that higher baudrates are typically
associated to higher RSSI variability, which is undesirable. Still regarding radio operation, its MTU is
64 bytes, thus above the size of a C2B message as desirable. Finally, the typical range of the radio
was assumed to be 200 meters [20], although a pessimist rangeFactor of 0.5 is considered during all
evaluations set. It is not an objective to find the optimal values, but instead use a conservative value
in order to validate the feasibility of the solution, even under demanding scenarios. The summary of
these parameters is settled in Table 8.2.

Table 8.2: Radio configurations and features.

Radio parameter Value

Baudrate 57600 baud
MTU 64 B
range 200 m
rangeFactor 0.5

Together with radio configurations and features, also the microcontroller influences communication
timings. The microcontroller operates at a speed of 20 MHz and includes a 10 ppm accuracy crystal.
This is relevant since it is a well-known fact that the efficiency of protocols based on time multiplexing,
both in terms of bandwidth utilization and energy consumption, is strongly correlated with the capacity
of synchronizing properly the diverse nodes and generating communication events with low jitter and
skew. Consequently, as previously done for an implementation with different radios and microcontrollers
in [11], several experiments were carried out to measure the jitter associated with the transmission and
timestamping of messages, as well as event generation. Though all jitter measurements were below 20
µs, a very conservative value of 1 ms for the GW was considered for building the first prototypes and
also during the evaluation.

Still regarding communication timings, all values associated to the time slot definition were
measured. These values were measured considering the system prototype developed by iFarmTec and
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that follow the communication stack designed in the scope of this thesis. Values were measured 5 times
considering a normal system operation and the system was restart between measurements. As these
values were also measured to be used in a development context, an overestimation of around 5% was
considered. This approach allowed to avoid continuous measurements every time a change occurred.
Table 8.3 summarizes the measured values and the values considered in the implementation of the
system. Regarding TAW’s duration, a very conservative was considered. In fact, as different factors
may impact on the optimal duration of such window, such as number of collars and beacons to be
processed or the GPS readings timeout, a very conservative value was considered.

Table 8.3: System parameters regarding the communication scheme.

System parameter Values (ms)

GW 1.0
TSBSRX

0.9
TSBST X

3.7
TSC2BRX

5.0
TSC2BT X

10.0
TSB2BSubmessageRX

2.0
TSB2BSubmessageT X

12.0
TSB2BHeaderRX

2.3
TSB2BHeaderT X

5.0
TAW 600.0

Table 8.4 compiles the posture control related parameters. These parameters are required to model
nCs operation. We identify the duration required to measure all sensors in a worst-case scenario. This
worst-case scenario is defined as the time necessary for the ultrasounds module to measure a distance
of 1 meter (the expected maximum distance from sheep’s neck to the ground) plus the time necessary
to gather, store and process the measurements from the accelerometer, including static and dynamic
accelerations. Additionally, the number of nCs was set to NnCmax (ensuring the maximum allowed
number of nCs inside a µC), and buzzer and electrostatic discharge durations were set to 400 ms and
75 ms, respectively.

Table 8.4: Posture control parameters.

Parameter Value

Read Sensors Duration 20 ms
NnC NnCmax

Buzzer duration 400 ms
Electrostatic discharge duration 75 ms

Finally, Table 8.5 presents the values required for the estimation of collar’s current consumption.
When possible, theoretical values were considered, although there are several components on which that
was not possible. In those cases, experimental values were used. For that, the respective components
were isolated, and the average current consumption measured.

124



Table 8.5: Collar’s components average current consumption. Values identified with a * are measured
values.

Components Current (mA)

Radio Tx 85.00
Radio Rx 18.50
Radio Iddle 0.80
Accelerometer 0.39
Ultrasounds* 45.56
Buzzer* 50.00
Eletrostotic stimulator* 638.00
DC-DC operation* 0.50
Microcontroller Running 15.00
Microcontroller Iddle 6.00
Microcontroller Sleep 0.78

8.2.2 Validation of the simulator
To verify the correct operation of the simulator described in Chapter 7, two scenarios were considered
for field testing, namely:

• Scenario 1 - uCduration = 3.2 s,MCduration = 6.4 s, NBeac = 10, NC2B = 1, NB2B = 1, NPR =
0: This was the scenario most frequently used for testing purposes. A smaller µC duration
allows to maintain superior supervising accuracy, specially regarding collars internal operation.
Furthermore, it allows to get data in the gateway more often, which is crucial during this stage
of maturity of the solution;

• Scenario 2 - uCduration = 5.0 s,MCduration = 45 s, NBeac = 16, NC2B = 1, NB2B = 8, NPR =
0: This scenario was built exclusively to attest the feasibility of the system for a higher number
of collars. In practice we were not able to program all collars. The tests were performed by
programming the lower and upper bound time slots within the communication infrastructure.

As shown in Table 8.6, regarding the maximum number of collars, the simulator gives a reliable
description of the system, since the maximum number of collars given for both scenarios were successfully
tested in real scenario conditions. Concerning collars average consumption, variations of 3,38% and
2.27% were observed in scenarios 1 and 2 respectively. We can see that the average current consumption
given by the simulator is lower than the measured, which is the result of using theoretical current
consumption values regarding individual components of the system. However, the errors are below 5%.
Therefore, we can confirm that the simulator correctly models the system behaviour regarding the
communication scheme.

Table 8.6: Scenarios used to validate the simulator.

Simulator Validated
NColl Avg. Consumption NColl Avg. Consumption

Scenario 1 19 7.11 mA 19 7.35 mA
Scenario 2 207 6.03 mA 207 6.17 mA
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8.2.3 µC minimum duration
The calculation of the µC minimum duration is given by Equation 5.10. As it relies on the maximum
value among the minimum duration of a C2B and B2B µCs, it is relevant to assess how these parameters
impact on the final µC minimum duration according to the defined number of collars (NColl), beacons
(NBeac) and C2B and B2B µCs (NµCC2B

and NµCB2B
). As such, different values were assessed for

each parameter. For the sake of simplicity, all values are taken from the Fibonacci sequence as shown
in Table 8.7. The upper bound limits were chosen to cover beyond the expected worst case scenarios.

Table 8.7: Parameters tested on the µC minimum duration assessment.

Parameter Values

NColl {1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233, 377, 610, 987, 1597}
NBeac {1, 2, 3, 5, 8, 13, 21}
NµCC2B

{1, 2, 3}
NµCB2B

{1, 2, 3, 5, 8, 13}

The obtained values were processed and plotted as follows:

1. Results were filtered for a defined NµCC2B
and NµCB2B

;

2. Data was clustered per NBeac;

3. Two data sequences were created and plotted, one associated with the minimum duration of a
C2B µC and another with a B2B µC. On the plot, the x-axis represents NColl and the y-axis
represents the µC minimum duration calculated;

4. The process was repeated for all combinations of NµCC2B
, NµCB2B

and NBeac;

An output plot example is depicted in Figure 8.3 (the remaining ones are provided in Appendix
B). As expected, the relationship between the µC duration and the number of collars is linear and
increases with the number of devices. However, it is clear that there is a set of conditions from which
the weight of B2B µC minimum duration prevails over the C2B µC minimum duration.

Analysing the values of Table 8.8, we can see that the turnover in terms of number of beacons
(and respective area covered) increases with the NµCB2B

. That is justified due to a higher bandwidth
utilization in the B2B VTW comparing to a C2B VTW. In fact, while in the former each collar message
is sent in a individual time slot, in the latter, data is fragmented in continuous B2B submessages that
are equal to the MTU of the radio (and larger than a C2B message). Therefore, the impact of message
headers and GW prevail up to that turnover instant.

Resorting on the same data, we wanted to appraise the µC minimum duration for a NColl close
to the maximum number of animals expected to carry a collar within a grazing vineyard. Hence, we
chosen NColl = {610, 987}, 987 because it is close to the one thousand devices that was established as
the upper bound defined, and 610 because its within the group of > 500 identified in Section 4.1 as
being the highest group of animals in an animal census in Ireland. Then, we identified which set of
conditions comply with the defined requirements (MCduration <= 80 s, µCduration <= 6 s and area
covered >= 5 ha) - see Table 8.9.

For a NColl = 987 only two options comply with the requirements, both needing three C2B µC.
With NµCB2B

= 5, a maximum of two beacons can be used (performing a total around 5 ha), with a
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Figure 8.3: µC minimum duration for the combination NµCC2B
= 1; NµCB2B

= 1.

µC duration very close to 6 s and a MC of 53 s. With NµCB2B
= 8, a maximum of three beacons can

be used (performing a total around 7 ha), with a µC duration also very close to 6 s and a MC around
71 s. Therefore, although satisfying the requirements (both timings and area to cover), it does not
support the addition of more beacons if needed, for example, to increase coverage in shadowing areas.

For NColl = 610, a few additional options are available, with greater flexibility in terms of NBeac.
Particularly, the system scale up to 8 beacons, with NµCC2B

= 3 and NµCB2B
= 13. In this case, the

associated µC duration is around 4 s while the MC duration is around 75 s.

In sum, considering worst case conditions, a NColl close to a thousand is supported by the system
but it does not scale well regarding the number of beacons. However, NColl close to a thousand is not
likely to happen in real use case scenarios.
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Table 8.8: Turnover instants in terms of *NµCB2B
where µCB2Bmin

> µCC2Bmin
.

NµCC2B NµCB2B NBeac Area (ha)

1 1 2 5.14
1 2 3 7.79
1 3 5 12.99
1 5 8 20.78
1 8 13 33.77
1 13 21 54.55

2 1 - -
2 2 2 5.54
2 3 3 7.79
2 5 5 12.99
2 8 8 20.78
2 13 13 54.55

3 1 - -
3 2 2 5.14
3 3 2 5.14
3 5 3 7.99
3 8 5 12.99
3 13 8 20.78

Table 8.9: µC minimum duration for 610 and 984 collars (the closest values to the upper bound value
for the maximum number of collars) and the set of parameters that are within the requirements defined
(MP <= 80 s, LFP <= 6 s and area covered >= 5 ha). In the case of more than one result, only the
one with a higher NBeac is showed.

NColl NµCC2B NµCB2B µCduration (s) MCduration (s) NBeac Area (ha)

987 3 5 5.88 52.88 2 5
987 3 8 5.88 70.57 3 7

610 2 3 5.49 32.95 2 5
610 2 5 5.50 43.97 3 7
610 2 8 5.51 60.59 5 13
610 3 3 4.71 32.95 2 5
610 3 5 4.30 38.72 3 7
610 3 8 4.47 53.61 5 13
610 3 13 4.43 75.39 8 21

8.2.4 Worst-case scenario for intended gazing areas
The previous test, although allowing a quick evaluation about the µC minimum duration for a set
of conditions, does not allow to calculate what is, in fact, the maximum number of collars for a set
of conditions. Moreover, the previous test does not allow to evaluate how the maximum number of
collars evolves for different system periodicities. In this section we fill that gap, assessing different sets
of conditions defined by the triple LFP (i.e. µC duration), MP (i.e. MC duration) and area to be
covered (i.e. number of beacons). The values used are the ones described in Table 8.10. In this case,
the upper bound limits are beyond the expected worst case scenarios in order to give a better idea
about the scalability of the system. For each combination of values, the maximum number of collars,
the medium occupation and the energy consumption and associated autonomy are calculated using
the equations provided in Chapter 7.
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Table 8.10: Parameters tested on the worst-case scenario for the intended grazing area assessment.

Parameter Values

µCduration = LFP {1, 2, 4, 6, 10, 15, 20, 30}s
MCduration = MP {30, 45, 60, 80, 100, 125, 150, 180}s
Area {1, 2, 3, 4, 5, 6, 7, 8, 10, 13, 21, 34, 55, 89, 144}ha

8.2.4.1 Maximum number of collars
For each combination of values of Table 8.10, a subset of graphics as the ones depicted in Figure 8.4
were draw. Fixing the µCduration, the maximum number of collars was calculated for different areas
(the x-axis) and for different MCdurations. Figure 8.4 illustrates the results for MP = 80 s, the value
provided by project partners as the maximum acceptable. The graphics built using the remaining set
of combinations are provided in Appendix C. Despite using MC duration values provided in Table
8.10, during the calculations, the final value for the MC duration many not be the same. As a MC is
composed of multiple µCs, the MC duration must be a multiple of the µC duration. Therefore, when
that did not occur, the corrected value for the of MC duration was also stored.

Figure 8.4: Maximum number of collars and average consumption for MCduration=80 s. When the
points are both close to zero, it means that there isn’t a solution and thus the scenario is not feasible
(as it happens for MCduration = 80 s and µCduration = 30 s).

The maximum number of collars follows a negative exponential tendency as we increase the area
to be covered. Depending on the µC duration, the velocity on which the maximum number of collars
tend to zero also vary. Particularly, one can see that for smaller and larger values for the µC duration
there is a quicker tendency to zero than for µC durations that are in the middle. This suggests that
values around the 4 s, 6 s or 10 s are preferable comparing to the remaining ones, which, in fact, agrees
with project partners needs.
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For improving values readability, a summary of the more relevant data is provided in Table 8.11.
Among all calculations, we show the values for MCduration = {60, 80, 100}s, µCduration = {4, 6, 10}s
and area = {1, 5, 21, 144}ha, that correspond to project partners requirements values plus the value
above and below within the vector of values tested. From the available data, we are able to take the
following conclusions:

• The maximum number of collars increases by increasing the MC duration, what is expected
since we are increasing the total duration on which data can be transmitted;

• In a few scenarios, fixing the MC duration, but varying the µC duration, results in a maximum
number of collars that does not increase continuously. We can observe that, for instance, for
MCduration = 100 s and area = 5 ha, for which the maximum number of collars are 2190, 2144
and 2377, for µCduration = 4 s, 6 s and 10 s, respectively. This is the result of data encapsulation
within B2B µCs, that provides optimal results depending on the total data transmitted;

• The maximum number of collars among all scenarios is 3039 forMCduration = 100 s, µCduration =
4 s and area = 1 ha, that corresponds to the utilization of an unique beacon;

• The minimum number of collars is 44 collars for the scenarioMCduration = 60 s, µCduration = 10 s
and area = 144 ha, corresponding to the utilization of 56 beacons;

• The two last scenarios are highly unlikely to occur in reality. The former because there are
no herds of that size, or if there are, animals are not kept all together because of managing
purposes. Even though, we show that our system supports the coexistence of an high number
of devices. For instance, we may be interested in future to include both collars and vineyard
sensors in the same communication infrastructure. The later scenario because, typically, grazing
plots are kept smaller (smaller than 144 ha) for facilitating grazing rotation periods. However,
in situations where the terrain is very irregular, an high number of beacons may be required.
In that case, this type of scenario may gain interest. For that cases, user shall look for an
optimized combination of system parameters;

• For the scenario with MCduration = 80 s and µCduration = 6 s, that matches the maximum
periodicities set by project partners, the maximum number of collars for 5 ha is 1682, thus
within the requirements, while for 21 ha the maximum number of collars is 587, which is still an
acceptable number of animals.
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Table 8.11: Maximum number of collars, collars average consumption, autonomy and medium occupa-
tion for MCduration = {60, 80, 100}s, µCduration = {4, 6, 10}s and area = {1, 5, 21, 144}ha. Besides the
value for the MC duration used to calculate the remaining values, also the calculated MC duration for
the specific set of parameters is provided. For the sake of readness, the term duration was suppressed
for the MCs and µCs.

Defined
MC (s)

µC
(s)

Calculated
MC (s)

Area
(ha)

NColl Avg.Cons.
(mA)

Autonomy
(h)

MO (%)

60

4

60 1 1694 5.85 480.38 73.66
60 5 1268 5.90 476.75 76.55
60 21 418 6.21 452.76 76.09
60 144 50 8.31 338.41 74.11

6

60 1 1684 5.25 535.59 73.16
60 5 1338 5.28 532.57 80.67
60 21 408 5.49 512.35 73.80
60 144 51 6.88 408.28 72.97

10

60 1 1760 4.77 589.81 76.43
60 5 1172 4.78 587.61 70.61
60 21 408 4.91 572.65 73.46
60 144 44 5.75 489.05 63.58

80

4

80 1 2363 5.85 480.72 77.03
80 5 1691 5.89 477.08 76.54
80 21 587 6.20 453.06 79.69
80 144 77 8.30 338.58 77.34

6

78 1 2357 5.15 545.91 76.79
78 5 1682 5.18 542.85 76.03
78 21 587 5.38 522.37 79.25
78 144 79 6.74 416.76 75.73

10

80 1 2347 4.76 590.32 76.44
80 5 1759 4.78 588.12 79.45
80 21 584 4.90 573.13 78.54
80 144 76 5.74 489.40 71.59

100

4

100 1 3039 5.84 480.92 79.25
100 5 2190 5.89 477.28 79.28
100 21 735 6.20 453.24 79.73
100 144 105 8.30 338.68 79.30

6

96 1 3031 5.09 552.30 78.99
96 5 2144 5.12 549.22 77.52
96 21 704 5.32 528.57 76.03
96 144 106 6.66 422.02 77.37

10

100 1 2934 4.76 590.63 76.43
100 5 2337 4.78 588.42 84.40
100 21 720 4.90 573.42 77.36
100 144 108 5.74 489.61 76.40
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8.2.4.2 Energy consumption and autonomy
Figure 8.4 and Table 8.11 also provides data regarding the average consumption of collars for each one
of the evaluated scenarios. The purpose was to enable the evaluation of how collars average current
consumption evolves in different scenarios.

From Figure 8.4 we see that the average current consumption increases linearly as long as we
increase the area to be covered. That is the consequence of increasing the number of beacons on the
system, which forces collars to be awake and in the receiving mode more time, therefore, less time in
the sleep state. Other conclusion is that the slope of the tendency line decreases as the µC duration
increases. That is justified because with the increasing duration of a µC, the percentage of time that a
collar spends in the receiving mode decreases. Hence, the impact on current consumption is diluted.
In a nutshell, minimizing collars average consumption, implies minimizing the number of beacons and
enlarging the µCs duration.

Focusing on the values provided in Table 8.11, particularly on the project partners maximum
periodicities (MCduration = 80 s and µCduration = 6 s), collars average consumption varies from
5.15 mA up for an area of 1 ha up to 6.74 mA for 144 ha. Applying Equation 7.7 and considering a
battery capacity of 2670 mAh and a BE of 95%, autonomies from 545,91 hours down to 416,76 hours
are expected for the stated scenarios. That corresponds to approximately 22 and 17 days, thus above
the two weeks defined as minimum acceptable, but still away from the desired four months. However,
there are two important remarks regarding these values. The first is that we are speaking about 22 days
in continuous operations. In practice, the system can (and shall) be stopped during grazing periods,
for instance while animals are within the sheepfold. Therefore, considering non grazing periods of 12
hours, the autonomy increases close to more than 40 grazing days. Secondly, as system optimizations
are still pursued, there is margin to increase system performance, and consequently collars autonomy.

Nevertheless, this evaluation corresponds to a scenario where no stimuli are applied, which besides
being the desirable behaviour, it does not correspond always to the reality. Therefore, it is important
to evaluate the impact of stimuli on collars average consumption and autonomy, which is addressed in
Section 8.2.4.4.

8.2.4.3 Medium occupation
MO was calculated using Equation 7.3 and the results summarized by the means of two approaches.
Table 8.11 shows the MO for particular use cases among all combinations of MC and µC values. One
can observe that values vary from 63,58% (MCduration = 60 s, µCduration = 10 s and Area = 144 ha)
up to 84,40% (MCduration = 100 s, µCduration = 10 s and Area = 5 ha).

The higher the MO, the better the use of the medium. However, we remember that one PR µC

is always contemplated in the MC structure and that the MO associated to its VTW is negligible,
thus ignored for this calculation. That means that MO is bounded by this constrain that was an
architectural decision.

There is not a clear tendency on the values calculated among all scenarios and within each one of
the scenarios, i.e., when fixing the MC and µC durations. However, for the later case, we are able to
identify three main behaviours, namely:

• MO saturates around a certain threshold: as exemplified in Figure 8.5, in some cases,
the MO is approximately the same independently of the area and number of collars considered.
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This occurs when µCduration = 1 s and is justified by a smaller VTW duration, that is turn is
a consequence of the value of the TAW that is statically defined for the worst case scenario
(600 ms);

Figure 8.5: Maximum number of collars, average consumption and medium occupation forMCduration =
30 s and µCduration = 1 s.

• MO decreases exponentially: MO follows the same tendency as the maximum number of
collars (see Figure 8.6 for an example). This occurs typically for larger µC durations since the
effects of the SW and TAW durations are minimal due to larger VTWs;

Figure 8.6: Maximum number of collars, average consumption and medium occupation forMCduration =
30 s and µCduration = 10 s.
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• MO varies without any tendency: in most of the scenarios there is not an evident tendency
on the MO evolution with the number of collars and area considered. As exemplified in Figure
8.7, the values either increase or decrease depending on the relation between collars and area.

Figure 8.7: Maximum number of collars, average consumption and medium occupation forMCduration =
45 s and µCduration = 4 s.

This evaluation confirmed a poor behaviour of the system for smaller µC durations. Furthermore,
considering that one PR µC is always included and that a few communications occur on it, the MO for
the scenarios expected to be used in practical implementations is in average 77%, which is acceptable.

8.2.4.4 Impact of the number of stimulus in the autonomy of collars
The data provided in Section 8.2.4.2 does not consider the application of any stimuli during collars’
operation. However, in practice, that will not happen since one of the main purposes of the system is
to condition sheep’s posture. Therefore, it becomes relevant to evaluate how the number of stimuli
impacts on collars average consumption and autonomy. Therefore, considering the worst-case scenario
for an intended area assessment, we fixed the MC duration to 80 s, the µC duration to 6 s and an area
to cover of 5 ha as suggested by project partners. Then, different number of buzzer and electrostatic
discharges (see Table 8.12) were combined and used to calculate the average consumption of collars
and autonomy, using the same approach described in Section 8.2.4.2. A wide range of values were
considered to cover different possibilities, from low number of stimuli to a very high number of stimuli.

Table 8.12: Number of audio cues and electrostatic discharges per hour used to evaluate the impact of
stimuli on collars average consumption and autonomy.

Number of stimuli per hour assessed

{0, 1, 2, 3, 4, 5, 6, 7, 8, 10, 13, 21, 34, 55, 89, 144, 233, 377, 610, 987}

Figures 8.8 and 8.9 illustrate the results obtained for collars average current consumption and
collars autonomy, respectively. As expected, their behaviour converge. In Figure 8.8, when both values
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increase, the average current consumption increases. However, it is observable that the impact of
electrostatic discharges is higher comparing to the audio cues. For instance, considering the values
in the plane number of electrostatic discharges-average consumption and the plane number of audio
cues-average consumption, the values in the former plane are continuously higher comparing to the
later plane.

Contrary, Figure 8.9 shows that the autonomy is higher for lower values of stimuli. It can reach
532 hours of autonomy without stimuli and it decreases up to 109 hours in the case of 987 stimuli
per hour of both type of stimuli. However, these upper bound of stimuli are inflated, particularly
regarding the number of electrostatic discharges. In Section 6.2.2 we identified a safety system that,
according to the configuration provided by user, blocks the application of electrostatic discharges after
a defined threshold. Thus, if the user defines a maximum of 3 electrostatic discharge per MC, it means
a maximum of 135 electrostatic discharges per hour. In that case the maximum average consumption is
14.30 mA and the autonomy 196.48 hours (around a week of continuous operation) for 987 audio cues.

Figure 8.8: Effects of stimulus in collars average current consumption.

Figure 8.9: Effects of stimulus in collars autonomy.
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8.3 Posture Control
The posture control mechanism is an important pillar of this thesis. Its design, detailed in Section
6, comprises two main modules, behaviour monitoring and conditioning, that combine synergies
orchestrated by an algorithm that we name posture control algorithm. During this section we present
and discuss the results obtained, starting with the animal behaviour detection, before evaluating the
operation of the conditioning mechanism.

8.3.1 Animal Behaviour Detection
8.3.1.1 Infracting and Not Infracting
The data collection phase consisted of a 3-hours experiment, where a single sheep was released onto a
plain field, being its activity recorded on video. The data collected was then processed using R. The
data preparation phase consisted of simple pre-processing procedures, specially to remove redundant
and duplicated data. The resulting dataset consisted of 20555 observations, that were subsequently
split randomly in a ratio of 75%-25% into two subsets: a training set (15416 observations) and a test
set (5139 observations). The former was used to train the algorithms. The latter was used to test the
trained models.

The results were evaluated in terms of the following metrics: i) accuracy; ii) recall; iii) specificity;
iv) precision; and v) ROC and AUC.

Table 8.13 summarizes all the metrics evaluated. As it can be observed, the results do not differ
much among all the algorithms, although RDF, DT (using package C50) and XGBoost present the
best results in terms of accuracy and AUC. This similarity in terms of results can also be verified in
Figure 8.10, on which we can witness that the curves are mostly overlapped.

This exploratory work allowed to infer that it is possible to distinguish the Infracting state
behaviour of sheep from the remaining ones. However, being a exploratory work, it suffered of several
important limitations that needed to be tackled. Firstly, it used a poor dataset, from a single sheep in
a single day, which does not allow to extend the conclusions about the model’s adaptability to other
sheep. Secondly, pruning the animal behaving monitoring to a binary classification problem is not
reasonable for a further implementation of a posture control algorithm. This is so because the Infracting
state revealed itself more complex than initially suspected. After a preliminary implementation of
a DT model, we noticed that there are two main situations where identifying more behaviours is of
utmost importance. The first comprises the situations when the sheep is standing, with its head up
(as occurs in a Infracting state), but without eating. The second comprises behaviours when sheep is
running with its head up. Both issues required, hence, detection of the Resting and Moving states.
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Table 8.13: ML algorithms evaluation considering the binary classification problem Infracting and Not
Infracting.

Metric

Algorithm Accuracy Recall Specificity Precision AUC
RDF 0.9696 0.8267 0.9861 0.8728 0.9870

DT (C50) 0.9693 0.8475 0.9833 0.8539 0.9860

XGBoost 0.9685 0.8267 0.9848 0.8625 0.9880

kNN 0.9622 0.7702 0.9844 0.8503 0.9770

SVM 0.9642 0.7590 0.9879 0.8778 0.9720

DT (rpart) 0.9591 0.8211 0.9750 0.8728 0.9700

Naïve Bayes 0.9527 0.8795 0.9612 0.7230 0.979

Figure 8.10: ROC Curves for the ML algorithms evaluated.

8.3.1.2 Infracting, Resting and Running states
The method described in Section 6.1.2 was applied in a experiment that last over 3 hours. The
data gathered was then processed using R, as it happened with the previous experiment. Some data
cleansing techniques were applied, particularly the removal of observations with missing values, the
removal of outliers and the removal of observations that were labelled as unclassified, resulting in a
dataset with 22626 observations. During the data split phase, the dataset was randomly sorted and
divided into two subsets, at a ratio of 25-75%. The larger subset was used for training, and the smaller
one for testing.

The Infracting and Not Infracting states are related with the detection of posture infracting situa-
tions. Thus, with exception of the observations classified as Infracting, all the remaining observations
were reclassified as Not Infracting. Considering the sensors incorporated in the collar and the results
obtained in the previous works, only two combination of features were used: i) Pitch angle (from 3-axis
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Static Acceleration) by itself; ii) Pitch angle combined with distance to ground.

The DT algorithm was used during the modelling phase, being obtained two decision trees, whose
accuracies (over 95%) are quite similar (Table 8.14). As no relevant gain is observed when using the
combination of pitch angle and distance to ground measurements, the decision was to use pitch angle
by itself for detecting animal’s posture, and rely on the ultrasound module to compensate effects not
predicted in this DT model (e.g. terrain slope and animal stature differences).

To handle the resting and running behaviours, two additional sets were derived: Resting and Not
Resting and Running and Not Running. For both the situations, the DT algorithm was used during
the modelling phase, resulting into four decision trees, two for each case. The accuracies obtained for
both tested situations concerning the Resting behaviour were over 80% (Table 8.14). Although the
DT obtained when using the modulus of each dynamic acceleration’ component as feature presented
a slightly better accuracy, the improvement is not substantial. Better accuracies were not achieved
mainly due to difficulties on separating clearly resting and rumination behaviours, even during the
classification procedure.

Table 8.14: DTs accuracies for the three studies: Infracting vs Not Infracting, Resting vs Not Resting
and Running vs Not Running.

Features Posture ACC Resting ACC Running ACC

Pitch 0.9592 - -

Pitch + Distance to Ground 0.9595 - -

Modulus of 3-axis dynamic accel-
eration component

- 0.8131 0.9662

Modulus of dynamic acceleration
vector

- 0.8061 0.9662

Regarding the two Running DTs produced, equal results were obtained in terms of accuracy (Table
8.14) - over 96%. This time, the 3-axis dynamic acceleration results only considered one axis to
differentiate activity. When testing with each axis separately, the accuracy was the same for the three
tests. Thus, the modulus of dynamic acceleration vector was deemed the optimal choice, since it relies
on information from the three axis, which make it more robust to errors.

These two later trees allowed ruling out situations where the sheep is Running or Resting, and
therefore not eating. This means that even if its posture is defined as Infracting (applying the
Infracting vs Not Infracting DT), if the behaviour is then classified as Running or Resting, these
"false" infractions are discarded. Thus, combining the results obtained for each situation, a merged
decision tree, presented in Figure 8.11, was produced. This decision tree differentiates four behaviour
states, Resting, Active, Infracting and Running, resulting in two levels of behaviours. Firstly detecting
if the posture behaviour corresponds to an infraction or not, and then check if the level of activity
corresponds to an infraction situation. This DT, easily transposed to a set of "if’s" and "else’s", was
the first version of the monitoring mechanism implemented in collars.

Despite solving the issues related with the non detection of the Resting and Running states,
there were some issues that still remain. On the one hand, it was also based in a poor dataset, with
information about a single sheep. On the other hand, it did not allowed the identification of Moving
behaviours, particularly when sheep change from grazing areas. Such behaviour also presents (as the

138



Running state) characteristics that can approach the Infracting state, thus a potential point of failure.
Hence, the work presented in the following section aimed at evaluating the possibility of integrating
a unified mechanism capable of detecting all the behaviours already addressed, namely: Infracting,
Resting, Running, Moving and Eating states.

Figure 8.11: Merged DT.

8.3.1.3 Infracting, Resting, Grazing, Moving and Running states
The results associated to the experiment described in Section 6.1.3 are now described, from the feature
selection procedures up to the evaluation of the results. The summary of the observations can be found
in Table 8.15. Most of the dataset observations are of the type Eating (70%), which was expected
since animals tend to be grazing most of the time. The less representative states are Infracting (3%),
Running (2%) and Standing (2%), which was also expected since sheep were free to pasture on a area
with a lot of edible weed and without being exposed to external dangers (and thus not having the need
to run away). It is relevant to mention that the dataset collection was not performed during a full day,
only during morning and afternoon. Summing up, we are in the presence of an unbalanced dataset
with a total of 12968 valid experiments, being 1675 observations discarded (approximately 12 %).

Table 8.15: E - Eating State; M - Moving State, I - Infracting State, S - Standing State, R - Running
State, X - Invalid observations.

State E M I S R X Total

Number of observations 10305 1686 488 260 229 1675 14643

To achieve the desired goal, several tests were made following an iterative approach. As it is
impracticable to present and discuss all the iterations, we focused on the more important ones, towards
an enhanced monitoring mechanism. In this section we present and discuss the main results of the
feature selection stage and the most relevant models trained using ML together with the evaluated
metrics.
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All data processing and cleansing was carried out using RStudio [255], an open source and
powerful tool for data science applications. Regarding the data cleansing, the first step was verifying
data integrity. For that purpose, all features were summarized and their type, minimum, average and
maximum values were checked.

Recalling the dataset’s characterization, a total of 27 features were available, 7 directly generated
in the collar, 2 added in the gateway, 15 obtained after feature transformation of dynamic acceleration
measurements, and 3 additional features added during data processing regarding state’s history.
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Figure 8.12: Correlation between features obtained after feature transformation.

Concerning the feature selection stage, two tiers of results were achieved, in line with the method-
ology presented in Section 6.1.3. The former, was the correlation matrix that allowed the identification
of redundant features. From the correlation matrix, represented in Figure 8.12, the features whose
correlation module scored above 0.9 were selected for isolation. From the most correlated features,
an individual analysis was performed, being removed the features that presented a higher number of
correlated features (e.g. stdDeviationD is highly correlated with varianceD, maxD, minD, stdDevia-
tionM, meanM and maxM, hence it was removed). This process culminated with the removal of the
following features: static acceleration on x-axis (acc_x), maximum value of the dynamic acceleration
magnitude (maxM ), standard deviation of the first derivative (stdDeviationD), variance of the dynamic
acceleration magnitude (varianceM ) and movement variation (MV ).
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The latter comprised the evaluation of the results’ consistency among the selected feature selection
techniques described in Section 6.1.3. Hence, the overall accuracy of the models obtained using the
different techniques was assessed, with and without considering the use of stateful features.

Table 8.16 summarizes the results obtained without considering the stateful features. Besides the
features’ ranking regarding each feature selection technique, the global accuracy is also available. The
analysis of these results grants the following considerations:

Table 8.16: Feature Selection evaluation without stateful features.

Order/Technique CFS Chi Squared oneR Random Forest RReliefF

1 dist.mm meanM dist.mm pitch pitch
2 pitch pitch pitch dist.mm zeroCrossingM
3 - dist.mm meaM meanM dominantFreqD
4 - varianceD varianceD varianceD dominantFreqM
5 - stdDeviationM stdDeviationM stdDeviationM meanM
6 - minD minM minD zeroCrossingsD
7 - minM minD maxD acc_z
8 - maxD maxD minM stdDeviationM
9 - acc_z acc_y acc_z acc_y
10 - yaw acc_z yaw varianceD
11 - acc_y yaw acc_y maxD
12 - roll meanD roll roll
13 - dominantFreqD roll meanD yaw
14 - meanD zeroCrossingsM zeroCrossingsD dist.mm
15 - zeroCrossingsD dominantFreqM zeroCrossingsM meanD
16 - dominantFreqM zeroCrossingsD dominantFreqM minD

accuracy 88.51% 90.4% 90.46% 90.46% 90.46%

• The results obtained using the consistency-based filter were automatically discarded since the
order of the features obtained was exactly the same as the input order of the features given
during the training phase, thus, not entailing valuable information;

• The dist.mm and pitch features are the most important features for modelling the system.
Besides being always in the top four features among all feature selection techniques, it is visible
that the Correlation-based Feature Selection (CFS) algorithm only chooses these two features,
neglecting all the remaining ones and maintaining an accuracy of 88.51%, only 1.94% below the
best case;

• By splitting the features list into four groups (named from now on, tiers of features), it is
possible to verify that the Chi Squared filter, the oneR algorithm and the Random Forest filter,
present nearly all the same features inside the four tiers, although feature permutations may be
found within them. These results show potential consistency between these methods;

• Regarding the RReliefF algorithm, a different distribution of features throughout the four tiers
can be observed when comparing to the remaining feature selection algorithms, including in the
top five features. Here, three of them (zeroCrosingsM, dominanteFreqD and zeroCrossingsD)
were in the end of the list obtained for the other techniques. This situation did not affect the
global accuracy, probably because despite being selected by the feature selection techniques they
were being disregarded by the model. However, this algorithm presented a higher variability
when compared to the remaining ones, i.e, when considering different samples from the training
dataset, relevant changes were noted in the feature ranking. Thus, considering the referred issue,
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together with the strong computational demands required to implement features such as the
dominantFreqD, led to disregard the use of the RReliefF algorithm;

• From the analysis of the ranking list of features obtained using the remaining algorithms
(discarding the results from the RReliefF algorithm), a high level of agreement was detected in
all top ten features. Hence, the accuracy obtained when using the top ten features given by the
oneR algorithm was assessed to evaluate the impact of reducing the number of features. The
result was 90.43%, only 0.03% below the best value obtained using all features. Consequently,
hereinafter, only the top ten features selected by the oneR algorithm were used.

To evaluate the effects of using the stateful features, the top ten features that resulted from the
previous test were taken along with the referred stateful features. The procedure considered was the
equivalent to the one applied to select the top ten features, being the results summarized in Table 8.17.
Its analysis allows the following conclusions:

• The prevState feature becomes the most relevant. In fact, comparing the results obtained using
the CFS filter (96.27%) with the remaining ones (98.50% and 98.37%), it seems that the model
resorts almost exclusively on that feature. Such situation may indicate overfitting, which must
be confirmed during the modelling phase;

• The transition feature seems to be irrelevant to the model, and thus it will not be used in
further tests;

• The nequalStates feature is highly ranked when using the Random Forest filter but it is poorly
ranked when using the CFS filter and Chi Squared filter. Despite this, it was maintained to
build the models;

• Albeit the prevState feature predominates, the main features of the previous analysis (pitch and
dist.mm) are still well ranked.

Table 8.17: Feature Selection evaluation with stateful features.

Order/Technique CFS Chi Squared oneR Random Forest

1 prevState prevState prevState prevState
2 - meanM dist.mm nequalStates
3 - pitch pitch pitch
4 - varianceD meanM meanM
5 - dist.mm varianceD stdDeviationM
6 - stdDeviationM stdDeviationM varianceD
7 - minD minM maxD
8 - minM minD dist.mm
9 - maxD maxD minD
10 - nEqualStates acc_z minM
11 - acc_z transition acc_z
12 - transition acc_y acc_y
13 - meanD nequalStates transition

accuracy 96.27% 98.50% 98.50% 98.37%
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During the modelling stage, several models were built, all resorting in DT and considering a
10-fold cross validation approach. The rpart package from R was used for all the modelling procedures.
The training function has two main tuning parameters, the complexity parameter (cp) and the max
depth parameter. The former, represents how much the relative error is incremented when splitting a
node. The later, represents the maximum number of split levels. Thus, during all modelling procedures,
both parameters were adjusted, seeking for the best evaluating metrics. Taking into consideration the
results of the feature selection stage, four main study cases were considered, particularly:

1. Case 1: Using the top ten features obtained after feature selection, without using the state’s
history;

2. Case 2: Using the top ten features plus the prevState;

3. Case 3: Using the top ten features plus the prevState and nEqualStates;

4. Case 4: Using the top ten features plus the nEqualStates.

Two types of tools were used during the evaluation phase. Firstly, the construction of confusion
matrices to easily visualize and interpret the prediction summary, namely the number of TN, FN,
FP and TP. Secondly, the evaluation of some performance metrics commonly used in classification
problems in ML, for instance, accuracy, micro and macro-averages of the F1 score and the K-category
correlation coefficient, a multiclass extension of the Matthews Correlation Coefficient (see Section
2.3.5). The accuracy is used since it is a general and very common metric used in ML problems, found
in almost every state-of-art works. However, as the dataset is unbalanced, there are two metrics that
assume a higher importance, namely the macro-average F1 Score and the K coefficient. Both provide
a more credible performance of a model in an imbalanced dataset. Their theoretical context and
respective equations were presented in Section 2.3.5.

The most promising scenarios, identified through the feature selection phase, were modelled using
10-fold cross validation. This technique has natural consequences on the evaluation phase since, when
implementing crossing validation, we need to model and test the same number of times as the number
of folds. This means that when testing a scenario that implements a 10-fold crossing validation, it
results in 10 confusion matrices and 10 values for the same metric. To summarize the results associated
to each scenario, the confusion matrices were summed and the average of the values for each metric
were considered.

Case 1: Using the top ten features, without stateful features

The confusion matrix obtained using the top ten features is illustrated in Table 8.18. The most critical
situations for the posture control mechanism and whose number is intended to be minimized, are
signalled in bold and are underlined. These observations correspond to misclassified observations
related to the Infracting state, corresponding both to FP and FN. Since both cases have a negative
impact, a sum of all these situations is considered when comparing such results. In this case, a total of
366 situations were registered.

Table 8.22 summarizes all the metrics evaluated. The global accuracy obtained for this case was
90.53%, with an average of a total of 25 splits. Analysing the results, we can observe a micro-average
F1 score value very close to the global accuracy. This means that the model performs well in overall,
a behaviour expected due to the high prediction correctness of the Eating state, the predominant
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Table 8.18: Confusion matrix obtained for case 1.

Reference

E I M R S Total

Predicted

E 10023 43 355 4 40 10465

I 46 313 123 4 30 516

M 158 109 1102 84 54 1507

R 3 0 57 135 0 195

S 16 11 19 0 120 166

Total 10246 476 1656 227 244 12849

one. Contrary, the macro-average F1 score presented a lower value, revealing the limitations of the
model on correctly classify individual classes. This conclusion is reinforced by the RK coefficient value
obtained, also low.

As the Eating state predominates, the model gives a higher importance to the pitch angle and to
the distance to the ground (dist.mm) features. However, for the remaining states, the values for these
two features are equivalent or at least very close to each other. Thus, to differentiate those states, the
dynamic acceleration features should be vital. However, the use of dynamic acceleration measurements
also presented some limitations when applied to this use case. This may be explained, on the one
hand, to the very smooth boundaries of those measurements between states, and, on the other hand,
to the unbalanced dataset. Consequently, strategies of downsampling and upsampling were tested, but
without any relevant improvement.

Additionally, as a high number of misclassifications were detected in observations corresponding to
transitions between states and as, theoretically, there are transitions that are more likely to occur than
others, the prevState feature was added. The objective was to introduce a temporal feature that could
help the model to find relationships between states’ transitions.

Case 2: Using the top ten features plus the prevState feature

As it can be inferred through the analysis of the confusion matrix represented in Table 8.3.1.3, adding
the prevState feature allowed to decrease the number of FP and FN of the Infracting state. The sum of
those cases is 88, with a total average of only 5 splits in the DT. Consequently, the evaluation metrics
present notorious improvements as it can seen in Table 8.22.

However, after evaluating an example of a DT obtained during the learning stage, unfeasible and
unrealistic conditions for practical implementations were detected. Figure 8.13 depicts an example of a
pruned DT. The leafs with label (e.g. prevState = E) represent decision features, while rectangles
represent the predicted output state for a certain branch. Within each rectangle are represented the
number of observations that are predicted as the indicated state (for instance "E" in the leftmost
rectangle), and the real classification (each column is a state). As it can be seen, conditions that would
result in infinite loops are encountered. For instance, we can see that if prevState is "E", then the
predicted state is also "E", which means that the model predicts the next state as the previous one.
Thus, transposing such conditions to a real application, would result in an algorithm getting stuck
in the Eating state whenever the prevState is Eating. This undesirable behaviour is explained with

144



the common sheep behaviour, that typically stay in the same state for a considerable amount of time,
particularly in the Eating state. Hence, considering these features, the problem of minimizing the error
is solved by the model by predicting the next state as being the same as the previous one. Therefore,
besides promising results, this model does not bring practical advances to the monitoring mechanism.

Reference

E I M R S Total

Prediction

E 10119 23 111 7 27 10287

I 2 423 29 2 2 458

M 102 27 1479 23 18 1649

R 2 1 23 194 0 220

S 211 2 14 1 197 425

Total 10436 476 1656 227 244 13039

Table 8.19: Confusion matrix obtained for the case 2.

M
71 19 1048 20 16

E
7083 15 67 5 16

yes no

prevState = E

prevState = M

Figure 8.13: Example of a loop ex-
tracted from a DT model.

Case 3: Using the top ten features plus the prevState and nEqualStates features

The previous test exposed a critical limitation of using the prevState feature for modelling the sheep
behaviour: the creation of dead end conditions in the DT. In other words, transposing such conditions
to a real use case scenario would result on a worthless mechanism, since it would get stuck in the same
state. Aiming at overcoming this issue, the nEqualStates feature was added to the model. The goal
was to provide additional information to the model about the transition between states, particularly,
information that could avoid dead end conditions.

The obtained confusion matrix is depicted in Table 8.3.1.3. The number of FP decreased again
when comparing to the first two tests and the evaluated metrics also conferred better results (Table
8.22). However, and again after analysing an example of a decision tree obtained, a critical limitation
was found. As it can be assessed through Figure 8.14, albeit direct infinite loops were avoided, hidden
infinite loops were detected. For instance, the conditions for being in the Eating state are two: the
prevState is Eating and the nEqualStates is greater or equal to 2. This means that if an animal stays in
the Eating state more than one sample, the monitoring mechanism gets blocked infinitely in such state.
This issue occurs not only for the Eating state, but also for the remaining states. Downsampling and
upsampling techniques were also tested in this use case, being applied both to the classified behaviour
states and to the number of transitions (trying to balance the number of transitions). Notwithstanding,
no relevant changes or enhancements were detected. Thus, although this approach demonstrates
promising results, its implementation is unviable.
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Reference

E I M R S Total

Predicted

E 10219 2 42 5 7 10275

I 2 436 17 3 9 467

M 24 35 1589 13 34 1695

R 0 0 5 206 0 211

S 1 3 3 0 194 201

Total 10246 476 1656 227 244 12849

Table 8.20: Confusion matrix obtained for the case 3.

E
7049 1 1 0 0 

yes no
prevState = E

nEqualStates >= 2

Figure 8.14: Example of a pseudo-
loop extracted from a DT model.

Case 4: Using the top ten features plus the nEqualStates feature

Albeit the use of the prevState feature has revealed itself to be a misstep, at least with the present
dataset, the existing improvements from case 2 to case 3 led to the consideration of a fourth use case,
joining the top ten features with the nEqualStates feature. The obtained confusion matrix is detailed
in Table 8.21. Comparing the results obtained with the ones provided for the case 1, a decrease of 20
misclassified cases regarding the Infracting state is registered (a decreasing of almost 5%).

Table 8.21: Confusion matrix obtained for the case 4.

Reference

E I M R S Total

Predicted

E 10043 13 287 16 29 10388

I 36 330 130 4 32 532

M 142 118 1176 88 58 1582

R 2 0 42 119 0 163

S 23 15 21 0 125 184

Total 10246 476 1656 227 244 12849

The global accuracy obtained (Table 8.22) was 91.78% with a total average of 25 splits, more than
1% above the global accuracy obtained for case 1. Also, some relevant improvements are observed in
the remaining metrics evaluated, including in the macro-average F1 Score and RK coefficient.

Table 8.22: Results of the metrics evaluated for the four cases tested during the modelling phase. Case
4 is next to Case 1 since it is an enhancement of it.

Case 1 Case 4 Case 2 Case 3
Accuracy 0.9100 0.9178 0.9660 0.9840

microF 0.9100 0.9178 0.9660 0.9840

macroF 0.7031 0.7086 0.8947 0.9359

RK 0.7314 0.7571 0.9010 0.9536

Wrapping up, all tests herein presented mainly aimed to provide a structured testing methodology
that could contribute to the development of an enhanced monitoring mechanism, more accurate and
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less prone to errors than the previous implemented ones in the scope of the SheepIT project. For
that, the enlargement of behavioural states was vital, without overlooking to the feasibility of the
mechanism in a constrained platform, as the collar device.

After pre-processing the data collected from a customer of iFarmTec, the existence of an unbalanced
dataset was noticed. This is the result of the natural behaviour of sheep that naturally feed/eat for long
periods of time, being the remaining states mainly transient. Albeit upsampling and downsampling
techniques have been evaluated without success, the relevant point is that real implementations need
to deal with this issue because it is an inherent and continuous condition of the application scenario.

With the goal of minimizing such concern, additional features regarding the state’s history were
added. The objective was to give, as input, additional information about the refereed natural behaviour
of sheep. Although the metrics obtained for these cases were very promising, the results shown to
be impracticable in real implementations, particularly when resorting to the prevState feature. The
appearance of dead end conditions revealed the unfeasibility of using such features. In fact, the number
of transitions between states is not relevant comparing to the total number of samples, inducing the
model to predict the next state as being equal to the previous one since it results in lower error. This
precludes the model to seek for other kind of relationships.

Nonetheless, these results may give good insights for future works. For instance, solutions for
forcing the models to break the loops shall be investigated as well as other features that could give
better insights to the model about transitions between states. Furthermore, even through in practical
use cases, a imbalanced dataset will also be found, bigger and richer datasets would be important to
provide a deeper study on this issue.

Taking advantage of the improvements observed from Case 2 to Case 3, a final test using the top
ten features plus the feature containing the number of samples on which no changes in the state are
registered (nEqualStates) was considered. This case not only allowed an improvement of the global
accuracy (reaching values similar to the ones obtained in state-of-the-art works) but also a reduction
of the total of FP and FN associated to the Infracting state. The analysis of the DT obtained did not
show any restriction for its implementation in real scenarios, presenting a total of 25 splits.

8.3.2 Posture control mechanism evaluation
Designing a system to be used on animals has several inherent hurdles that hamper the implementation
of solid and coherent evaluation methods. All the tests that involved animals were accompanied by
animal experts or were the result of data gathered in real use-case scenarios of the commercial product
made available. Though, we had access to some of the most relevant but generic results. Considering
this, two kinds of feedback are given. Firstly, the evaluation of the training process in a controlled
environment, whose goal was to assess if, in fact, sheep are able to associate the audio cues with further
penalizations and with undesired behaviours taken (Infracting state). Secondly, the evaluation of the
posture control mechanism in a real vineyard scenario.

8.3.2.1 Training process
The training process was assessed in a controlled environment, established and performed by livestock
experts with the presence of a veterinarian. For this test in particular, livestock experts defined
a sequence of stimuli composed of a single combination of a cue followed by a single electrostatic
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discharge1. Also, it is of utmost importance to clarify that this experiment was performed before the
definition of the final behaviour monitoring mechanism described in Chapter 6. Thus, the evaluation
of the training process herein described focused in evidence of the cognitive capability of sheep to
associate the cues with further penalizations and with forbidden behaviours. The relation between
the monitoring behaviour mechanism and the effectiveness of the conditioning mechanism was not
addressed within the scope of this experiment.

The experience comprised the use of nine sheep with similar size and height, divided into three
equal-sized groups. An area of 10 m2 was enclosed by a fence and three volumes of fay (rich in
nutrients) were suspended at a high of 50 cm from the ground, to simulate the vine’s high. To ensure
the willingness of sheep to feed, they were kept in fast since the night before the test. Additionally,
each group experiment lasted for 15 min and manual observations were registered.

During the learning phase, collars were keep at a frequency operation of 5 Hz2, continuously
measuring and immediately triggering the conditioning mechanism, when an infraction was detected.

The first group was used for control. They were not subject to the training phase nor to posture
control. As expected, this group of sheep feed from the fay immediately after being released to the
area of the experiment.

The two remaining groups were used to evaluate the training process within the scope of the
posture control mechanism. The first conclusion taken from the observations was the existence of
a leader, i.e., a sheep whose example was followed by others. These leaders are prominent sheep
that firstly take decisions, which means that they immediately tried to reach the fay, triggering the
conditioning mechanism. As these sheep never had contact before with these stimuli, both received
the complete sequence of stimuli, i.e., a warning cue and a penalization, reverting immediately the
behaviour after the penalization.

For the first group, the complete sequence was given four times. From this point on, the leader
sheep started to instantly revert the infracting behaviour after receiving the warning cue. The remaining
sheep behaved similarly, but they did not attempt to feed from the fay as many times as the leader,
probably because they were able to perceive the leader’s behaviour. After reverting the behaviour,
sheep started to look for food on the ground, behaving as it is intended to occur in a vineyard.

A similar behaviour was observed for the second group, except that the leader sheep took six
conditioning cycles to start associating the penalization to the warning cue. Remarkably, after this
process, this sheep did not try to feed from the fay so regularly as the leader of the first group.

Thought the experiment considered a small number of animals, it clearly showed that it is viable
to induce sheep to associate a warning cue to a subsequent penalization and a forbidden behaviour,
at least when the actuators are triggered at the right instants. Nevertheless, as the experiment did
not evaluate situations where actuators are unduly triggered, it is not possibly to state that applying
stimuli at unappropriated instants may compromise the training process, although it is highly likely to
be so.

1Due to confidentiality issues, the configuration of both stimuli cannot be disclosed.
2At the date of this experience, the collar’s state machine did not have implemented yet all the

features described in Chapter 5. Albeit the µC already designed and implemented, the radio was
disabled to reduce the interference in the reading and actuating procedures, which run subsequently
every 200 ms.
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8.3.2.2 The posture control mechanism in a real use-case
So far, in the scope of this chapter, we presented the tools to address Research Question 3 that prompts
how can we grant low-power devices with real-time animal posture control capabilities. These tools are
the behaviour monitoring mechanism and the conditioning mechanism, that together compose the
posture control mechanism. They were individually addressed in the previous sections, being now their
use assessed in a real use-case. This assessment comprises the last step towards the sustainment of
this thesis.

The experiment tracked an approach similar to the one presented for the behaviour monitoring
mechanism. In other words, we took advantage of data gathered in the iFarmTec’s client facilities to
perform this evaluation, being aware of the inherent constraints. In fact, all the network parametriza-
tions as well as the posture control configuration were defined by iFarmTec in agreement with the
client (see Table 8.23 for detailed information). Thus, this evaluation focuses in the evaluation and
discussion of the results more than in justifying the procedures.

Table 8.23: System’s configuration in a real use-case experiment. In the stimuli sequence, b stands for
an audio cue and s stands for an electrostatic stimulus.

nuC MCstructure uCduration nnC nCduration Stimuli Sequence

2 C2B-B2B 3200 ms 4 500 ms bbsbss

The data provided concerned the utilization of the system during three days and eight animals in
the same vineyards described in Section 6.1.3. Sheep grazed on the entire parcel approximately from
09:00 am to 17:00 pm, being the posture control algorithm enabled all grazing time, excepting for the
first day, on which animals were retracted to the sheepfold during lunch time. An important remark is
the fact that, at this moment, all sheep have already been faced with the posture control mechanism,
although these tests occurred after a hiatus of approximately 3 weeks, on which sheep did not carry
the system.

The evaluation focuses into two different levels. In a first approach, a daily evaluation is considered,
with particular account on the first day, on which the effects of the training process are expected to be
observed. Then, the evolution of sheep behaviour is weighed, i.e, the impact of the posture control
mechanism on sheep’s behaviour along the three days is taken.

The aforementioned evaluation only considered the data gathered by the IoT system, complemented,
in some cases, with some on-site observations. Regarding the data gathered, the analyses targets three
main indicators, namely:

• Number of infractions detected: when a sheep attempts to feed with a forbidden behaviour,
a infraction is considered. This number is normalized to the MC, which means that in one
MC, only one increment is considered. This value allows to easily check the evolution of the
number of infractions, i.e., the tendency of sheep to adopt undesired behaviours. Also, this
value compared with further indicators allow to understand the cognitive capacity of sheep to
associate stimuli and how is its reaction to stimuli;

• Number of penalizations: number of times that the posture control mechanism enters in
the PEN state. As it happens with the previous indicator, also this one is normalized to the
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MC. Thus, in one MC, only one increment is allowed. This indicator, together with the number
of infractions, allows to derive if sheep respond to audio cues;

• Difference between the number of electrostatic discharges and the number of pe-
nalizations described in the previous point. This indicator allows to perceive the effectiveness
of the first electrostatic discharge.

First day evaluation

Evaluating the data gathered during the first day of tests had as main purpose understanding the
effectiveness of the training process which is considered fundamental to the success of the mechanism.
Although sheep have been already faced with the system, there were a 3 weeks interval since the last
use.

Figure 8.15 illustrates the evolution of relevant indicators for 4 different sheep (Collar 4, 6, 8 and
A) with similar, expected and favourable behaviours. In all situations, a sharp growth in the number
of detected infractions is observed in the beginning of the day (in the first hours of the morning),
together with a small increasing in the number of penalizations. In contrast, in the afternoon period,
we observe a stabilization of both indicators, being registered a smaller and less frequent number of
infractions as well as an almost null increasing number of penalizations. This behaviour seems to be
an evidence of a successful training process among all the sheep.

(a) (b)

(c) (d)

Figure 8.15: Evolution of posture control indicators of sheep with a favourable behaviour on day 1. (a)
Collar 4. (b) Collar 6. (c) Collar 8. (d) Collar A.

Despite the similarities that enabled grouping the referred sheep, there are also some differences
that must highlighted. The sheep’s behaviour carrying the Collar 8 (Figure 8.15c) approaches what we
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considered to be an example, particularly because despite the expected higher number of detected
infractions, the number of both infractions and penalizations keeps low. In fact, at the end of the day,
only 2 penalizations were registered. A possible explanation for this superlative behaviour are two-fold.
Firstly, the existence of some sort of memory about the mechanism may had accelerate the training
process. Secondly, this particular sheep may present a higher cognitive capacity, allowing it to learn
faster than the remaining ones. Concerning the remaining three cases (Figures 8.15a, 8.15b, 8.15d), all
present a higher number of infractions and penalizations, even though the number of penalization keeps
bounded (<10). Even so, a relevant event may be identified in Figure 8.15b. Beyond the presented
cases, is the unique on which the difference between the number of electrostatic discharges and the
number of penalizations is greater than zero, which suggests a higher insensitivity to the penalization
cues. However, after this event, sheep presented a very favourable behaviour, reacting almost every
time to the audio cues.

Though it could be inserted in the group identified as presenting a favourable behaviour, the
indicators’ evolution of Collar D are evaluated individually in Figure 8.16. Besides the expected high
number of infractions in the beginning of the day (particularly during the morning) as it occurs with
the previous examples, the same continues to occur during the afternoon. Nevertheless, besides the
continuous and high increasing number of infractions, the number of penalizations keeps in a low value.
This suggests that sheep successfully learned to associate the audio cues with the further penalizations
but do not avoid forbidden behaviours, either because it was not able to associate the stimulus with
the forbidden feeding behaviours or simply learned how to avoid the penalizations. Hence, although
this sheep have continuous attempts to feed from the vines, the time it spends doing it is very short
and insufficient to make visible damage on vines. In short, although this sheep seems to accomplish
the training phase, it continuously persists on attempting undesired behaviours but for very short time
intervals.

Figure 8.16: Evolution of posture control indicators of a sheep with a favourable but stubborn behaviour
on day 1 - Collar D.

In contrast to previous examples, Figure 8.17 typifies one crass example of a refractory sheep. As
it can be seen, the indicators continuously rise in a order of magnitude much greater than previous
examples. Despite a certain level of mollification in the beginning of the day, probably due to some
malfunctioning of the collar (it can be seen a time-interval without data), after around 10:20 a.m. the
indicators do not stop increasing. Thus, it seems that this particular sheep does not react to any of
the stimulus. Another interesting appointment is that besides the high number of stimulus, it was not
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possible to observe any kind of discomfort from the sheep. In fact, the first explanation to this event
pointed to some malfunctioning of the collar. Notwithstanding, that hypothesis was not confirmed and
that sheep was identified as refractory, being its use discouraged.

Figure 8.17: Evolution of posture control indicators of a refractory sheep on day 1 - Collar 7.

For the end are left two complex and dubious examples (Figure 8.18), but due to different reasons.
Starting from the example of Collar 2 (Figure 8.18a), a massive increasing on all indicators is observed
right in the beginning of the day, so that it seems that sheep does not have any kind of reaction.
However, approximately after 10:30 am, sheep seems to start stabilizing its behaviour, although there
are still sporadic increasings in penalizations’ indicator, which may indicate some sort of failure of
the training process. At least, during the morning, it seems that this particular sheep did not react
to the audio cues (in the majority of the situations where a audio cue was registered, it was followed
by penalization) and in several situations there was a need of a second penalization. The example
of this sheep becomes even more complex when we analyse the afternoon period. Even if in the
beginning of the afternoon (again when the system was initialized) there is a fast increasing of the
number of infractions and penalizations, the order of magnitude of this growth is much smaller than
the registered during the morning period. Also, we can observe that the infractions are more sporadic
and spaced in time as well as the number of penalizations during the afternoon is much smaller than
the recorded during the morning (almost 50 during the morning, and only 14 during the afternoon).
Furthermore, we notice that the difference between the number of electrostatic discharges and the
number of penalizations has a very small variation during the afternoon, which may indicate that sheep
started to react to the first penalization. However, if we focus on the absolute values of all indicators,
this sheep did not present an expected and favourable behaviour, being necessary to evaluate its
behaviour in subsequent days.

(a) (b)

Figure 8.18: Evolution of posture control indicators on day 1. (a) Collar 2. (b) Collar E.

Likewise, also the analysis of Collar E (Figure 8.18b) is tricky and inconclusive. In fact, even if the
increase of the indicators is not so intense as the observed for Collar 2, there are multiple instants where
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there is a relevant increase on such number. Furthermore, contrarily to the case of Collar 2, it is not
observable a stabilization on those indicators, which may entail a flop of the training process. However,
in contrast to Collar 2 and Collar 7 (associated to the refractory sheep), the difference between the
number of electrostatic discharges and the number of penalizations is very small, which theoretically
indicates some reaction of sheep to penalization cues. Nevertheless, it must be clarified that this
sheep corresponds to the male of the group, presenting an anatomic structure much more robust
(i.e. more weighted) than the remaining sheep. Thus, without neglecting the indicators presented,
the observations taken suggest that although the male in fact reacts to stimuli, it is a very smooth
reaction, giving the impression that it only reacts when it wants and depending on the behaviour of
the remaining group.

Multi-day evaluation

Looking towards an evaluation of the repercussions on a multi-day basis of the posture control
mechanism, the evolution of the indicators identified in the beginning of Section 8.3.2.2 were again
considered. To simplify the comparison with the daily analysis, the same group of collars were
maintained.

Figure 8.19 depicts the evolution for the first group, i.e., Collar 4, 6, 8 and A. Regarding Collar 4
(Figure 8.19a), the behaviour observed during the second day is quite similar to the observed one during
the first day, even if the number of infractions increased. In the third day, a significant increasing in the
number of infractions and penalizations is observed. Although the difference between the number of
electrostatic discharges and the number of penalizations kept almost null, the number of penalizations
reached 25, almost three times more than in the first day. Hence, even if the sheep still keeps on
reacting to the posture control mechanism, a deterioration on the behaviour is detected. Similarly, the
same is observed in Figure 8.19b for Collar 8, although the number of penalizations and infractions is
smaller than for Collar 4.

Figure 8.19c illustrates the evolution for Collar A. As observed, on the second day there was a
superior behaviour compared to the first day. In fact, the sheep carrying Collar A was the sheep with
the superlative behaviour among all sheep on day 2. Nevertheless, on day three, the behaviour got
worse, even if registering an acceptable number of infractions and penalizations.

Collar 6 (Figure 8.19d) seems to loose the sensitivity to the posture control mechanism along the
three days. Thus, a sheep that presented a favourable behaviour on day one, got into the refractory
group on day three (on day two it is not clear yet the behaviour as a refractory one, but that gets
clear on day three).

The sheep carrying Collar D (Figure 8.20) has shown on day one a stubborn behaviour, keeping
insisting in feeding from vines, despite being observed a desired reaction to the conditioning mechanism.
On day two a similar behaviour was observed during the morning, with a high increasing of the number
of infraction and penalizations. Nevertheless, the values seem to stabilize during the rest of day. The
same does not happen on day three, i.e., also this sheep seems to loose some sensitivity to the stimuli.

Figure 8.21 illustrates the indicators’ evolution of the unique sheep identified clearly as refractory
on day one. As observed, though the order of magnitude of all indicators have decreased comparing to
day one, the behaviour is yet representative of a refractory sheep, with a high number of penalizations
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(a) (b)

(c)

(d)

Figure 8.19: Evolution of posture control indicators regarding (a) Collar 4, (b) Collar 8, (c) Collar A
and (d) Collar 6 on a multiday analysis.

Figure 8.20: Evolution of posture control indicators regarding Collar D on a multi-day analysis.

and, particularly, with the difference between the number of electrostatic discharges and the number
of penalizations reaching out high values, particularly on day 3.

Concerning the cases of Collar 2 and Collar E, identified as dubious on the day one evaluation,
Figure 8.22 summarize the indicators’ evolution for both sheep during the three days. Concerning
Collar 2 (Figure 8.22a), contrary to the majority of other cases, it presented an enhanced behaviour
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Figure 8.21: Evolution of posture control indicators regarding Collar 7 on a multi-day analysis.

on days two and three. Particularly, we can observe a reduction of more than 50% on all indicators,
which is a good indicator. Still, on the end of day two, it is observed a sudden and inexplicable high
increase on the indicators related to the electrostatic discharges, something that did not occurred on
day 3. Thus, besides the inherent uncertainty it seems that this sheep started to deal better with the
mechanism over the time.

In what concerns Collar E, the undesired but expected scenario was confirmed. As registered in
Figure 8.22b, despite the favourable behaviour registered on day two, on day three, sheep did not
respond to any of the stimuli, becoming totally refractory.

(a) (b)

Figure 8.22: Evolution of posture control indicators regarding (a) Collar 2 and (b) Collar E on a
multiday analysis.

In conclusion, despite the identified limitations of the experiment, there are a bundle of relevant
conclusions that may be taken, namely:

• Sheep, indeed, do not have all the same cognitive learning capabilities neither the same sensitivity
to stimuli;

• Albeit the posture control mechanism seems to achieve their intents on the beginning of its use,
it is not clear if a predictive and static conditioning mechanism is enough to ensure an effective
posture control mechanism;
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• Some sheep seem to be able to learn throughout time, while other tend to start ignoring the
mechanism (or at least seem to know how to deal with it);

• The third day was effectively the worse day among the three days evaluated. There are several
reasons that may explain this occurrence, for instance, the increased hunger, the rise of the
insensitivity against the stimuli or simply sheep started learning how to deal with the mechanism;

• Another additional conclusion, not directly extracted from the analysis provided, concerns the
potential capability of sheep to recognize the pattern of the posture control mechanism and
avoid it. In fact, manual observations taken suggest that some sheep seem to learn the timings
of the posture control mechanism, feeding from the undesired branches exclusivity during the
short period of time while the audio cues are applied;

• Though the technical implementation of the posture control mechanism could be validated
in a real-scenario use-case, there is still work to be done particularly regarding the animal
understanding field, for instance developing a deep study on how the stimuli configurations and
sequences could be dynamically adjusted to become suitable and effective to all sheep.

8.4 Summary and discussion
This chapter aimed at obtaining all results that corroborate all research questions and consequently
the thesis proposed.

Firstly, the prototypes and technologies adopted on the prototypes used on the evaluation tasks
were presented. These allowed to define all system parameters that depend on implementation choices
and that are required for evaluating the system. With the basis for the system evaluation, we started
by validating the simulator built by means of two well known scenarios used recurrently in practice. In
spite of slight differences between the values given by the simulator and the values measured in real
scenarios, they do not jeopardize simulator’s correctness.

Using the simulator, several scenarios were tested by varying critical system parameters. Two
main scenarios were tested, one whose goal was to assess how the minimum duration of the µC evolves;
and a second one to evaluate how the maximum number of collars, collars average consumption and
autonomy, and medium occupation evolve for different MC and µC durations.

The achieved results demonstrate that the proposed system is able to fulfil the defined requirements,
although for satisfying the need of supporting around one thousand of collars is only possible for a
small number of beacons. We also shown that by reducing the maximum number of collars to a more
realistic one (around 6 hundreds of collars), the system scale better in terms of number of beacons,
offering more flexibility on the beacons distribution.

Notwithstanding, increasing the number of beacons also implies a higher collars’ energy consumption
since they are forced to be listening to the medium significantly more time. Hence, defining the system
parameters requires a trade-off between beacon density (with impact in radio coverage and in the
localization mechanism to be developed) and the autonomy desired.

Collars operating without stimuli easily reach the two weeks of continuous operation, corresponding
to around 4 grazing weeks. Although satisfying the minimum requirements, collars operation still has
room for optimizations seeking for higher autonomies, as desirable.
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The second part of the chapter focused on the posture control mechanism in a context of use. Here,
the evaluation was based on data and observations provided by external entities specialized in animals.
Two evaluations were carried out, namely, the training process evaluation, i.e., the cognitive capability
of sheep to associate the stimuli with undesired behaviours and avoid them; and the response of sheep
to the posture control mechanism in a real vineyard use-case scenario.

We have verified that, indeed, sheep have a inherent cognitive capacity of associating different
types of stimuli with forbidden behaviours. Notwithstanding, although during the training process
all sheep have showed reaction to stimuli, the same did not happen during a real vineyard use-case
scenario. In fact, this later test showed, as expected, the existence of refractory sheep, i.e., sheep that
are not sensible to stimuli. Also, we confirmed that sheep do not respond all the same way, existing
sheep with faster learning capabilities than others. Despite the potentiality of the posture control
mechanism, the analysis of some indicators gathered during three days of test, showed a decreasing
efficiency of the mechanism on the last day. In fact, some observations shown a potential capacity
of sheep to adapt themselves to the predictive mechanism which, together with the increasing of the
hunger, may have potentiated the increasing of infractions.

Nevertheless, besides the cons registered, the technical component of the system worked as designed,
being also prepared to by adjusted by livestock experts, particularly concerning the configuration of
the conditioning mechanism.
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CHAPTER 9
Conclusions

This last chapter of the thesis concludes the work by summing up the achieved results and main
contributions. Additionally, it discusses possible future work in the different areas tackled during this
thesis.

The society is facing an incessant digital transformation that is allowing the physical and digital
worlds to get closer, namely through the adoption of technological-based solutions. The increasing
number of devices, together with their increasing capabilities and miniaturisation, is boosting the rise
of new technological solutions in a continuously growing number of societal sectors, including sectors
where typically exist some inertia in the adoption of technological solutions.

The agriculture sector is one of such sectors. Within it, weeding control is a process that
impacts greatly both in quality production and profit margins, which is leveraging producers to seek for
alternatives. Winemakers, particularly the ones that have their vineyards in steep and rough landscapes
as it happens in Douro’s region have a special interest. Here, using machinery is arduous and using
herbicides is increasingly less interesting due to their threatening effects or even due to legislative
constrains imposed. Therefore, the use of sheep, as it happened in ancient times, is potentially an
alternative solution as far as we are capable of monitor and condition sheep’s posture.

This challenge led to the raise of the SheepIT project and of this thesis, whose goal was to develop
a technological solution capable of monitoring and conditioning sheep’s posture as well as a facilitating
animal management platform to enable the use of sheep as a weed control method. The focus of this
thesis was to answer to three main research questions associated to the identified challenges. The first
concerned the design and implementation of an IoT-based platform to meet the requirements of the
solution. Despite the common requirements of an IoT solution, there are particular requirements that
are specific to this problem, therefore we started by stating them and how they relate to the proposed
architecture. With this definition we proposed an IoT-based architecture for intelligent farming not
only adequate for the SheepIT project but also to similar applications. From the WSN devices to the
computational platform, all components were defined.

Then, still related with the first research question, but focusing in the communication stack, we
detailed the proposed approaches to ensure a low-power communication mechanism, particularly on
collars that are the most constrained devices of the solution. A cyclic-based structure composed of
different windows associated to different types of traffic (either CSMA or TDMA-based), together with
a TT paradigm, was the proposed solution due to its known higher performance when the main goal is
to have energy-wise efficient solutions.

From such architecture, we detailed the implementation of the communication stack, namely the
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layers that most contribute to the energy consumption of collars. We named the different windows of
a µC, that is repeated over time to compose a MC. We provide the necessary equations to enable the
calculation of the window’s duration, which also enabled to identify the parameters that affect both
µC and MC durations. Finally, we also defined the messages currently defined and that enable system
communication.

To answer to the third research question, the posture control mechanism was presented. This
mechanism is divided into two components that interact towards the goal of preventing sheep to weed
from the higher branches of the vines. The animal monitoring algorithm is capable of identifying both
the Infracting state and other common behaviours such as Eating, Moving, Running and Resting in
real-time and directly within the collar through the implementation of a DT. When Infracting states
are detected, the conditioning mechanism is triggered, consisting on a sequence of cues.

To validate the mechanisms proposed to answer to the research questions that support the thesis
statement, two main processes were used. On the one hand, a tool for modelling the system, enabling
the evaluation for different scenarios of critical metrics such as the maximum number of collars allowed,
energy consumption and autonomy. A scenario is differentiated by several parameters as intended area
to be covered, the LFP and the MP, just to cite the more relevant. On the other hand, data gathered
on field trials were considered both to model the animal monitoring algorithm and test and assess the
posture control mechanism as a whole.

The results demonstrate that the designed architecture is capable of scaling beyond the one
thousand sheep while complying with the monitoring timing requirements if the area to cover is limited
to 5 ha. For areas of 21 ha, the maximum number of collars decreases to 587. Concerning the expected
autonomy, considering the required maximum periodicities LFP and MP (respectively 80 s and 6 s)
and an area coverage of 144 ha, at least 416 h are supported if no stimuli are given. If stimuli are given,
this value naturally decreases. However, scenarios on which the number of stimuli is high (particularly
electrostatic stimuli) disclose the unavailability of the animal to learn the conditioning mechanism and
hence that animal shall not be used.

This was one of the conclusions taken after analyzing data from field trials on which sheep grazed
with the proposed system. In fact, despite being shown that sheep are capable of learning to associate
audio cues with subsequent electrostatic stimuli and forbidden behaviours, it was also possible do
conclude that not all sheep have the same capability of learning and that while some take more time
to learn, others never learn, start ignoring or learn how to circumvent the posture control mechanism.
Even though, the tests showed the suitability of the proposed solution, although future work on
different areas is required.

9.1 Future Work
Despite the promising results achieved, there are several topics on which additional research is necessary
aiming at improving existing solutions, either through the investigation of new approaches or through
the optimization of existing ones. The most relevant open research lines are:

• IoT-based architecture: there are different topics that can be explored in future works, for
instance:
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– All µC types have the same duration. However, besides simpler, it may not be the optimal
option. That becomes particularly relevant for the PR µC that is CSMA-based and where
few communications are likely to occur. Therefore it is interesting to evaluate the viability
of implementing µCs with different duration without increasing the current consumption
of the system;

– C2B messages currently have redundant and not optimized information. As collars are the
most constrained devices, these messages should be shrunk such that only the necessary
fields are transmitted;

– For the TAW window, a upper bound static value was defined. Therefore it is not
optimized for all use cases. As such its duration should be modelled considering system’s
parameters, for instance, number of collars, number of beacons and number of µCs;

– Albeit a routing scheme was presented, it needs to be implemented and evaluated;
– Additional security schemes need to be assessed to avoid that external actors may put in

risk animals and productions;
– B2B timeslots schedule is static and defined a priori. Automatic scheduling should

be evaluated such that no reconfigurations would be required when moving beacon’s
infrastructure;

– Assess the impact of increasing the radio baudrate, particularly on the communications
efficiency, RSSI variability, packet loss and range.

• RSSI-based localization: the architecture designed included a requirement associated to the
need of supporting RSSI-based localization mechanism. However, the work developed in the
scope of this thesis only created the tools for further research. Although some preliminary work
have been done and presented in [19], there is a long research journey up to a viable RSSI-based
mechanism for herds. Future work includes:

– Perform a comprehensive survey on the factors that affect RSSI measurements in a
agricultural scenario, particularly when ovines graze in vineyards;

– Implement an autonomous calibration mechanism to accommodate RSSI variations be-
tween hardware;

– Collars implement a monitoring mechanism that allows to know, with a high level of
accuracy, the behaviours being taken by sheep. Therefore, such information can be used
to improve the accuracy of the localization mechanism;

– Sheep graze typically close to each other. Therefore, collaborative information can be
used also to improve localization accuracy;

• Posture control: Besides the good results achieved, there are still open research lines that
can be followed regarding animal monitoring, namely:

– There are still a considerable number of FP and FN regarding the Infracting state.
Therefore, additional research should be done to seek for features capable of distinguishing
both states;

– Although there is still a Resting behaviour associated to moments of low intensity moves,
it would be interesting to also identify when sheep are lying down. It is particularly
relevant because such information could be used, for instance, to disable the algorithm or
to reduce the reactivity index of collars;
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– Field trials suggest that some sheep may be capable of learning the timings of the posture
control mechanism and, therefore avoid them. Additional trials should be done to attest
it and, if confirmed, a certain level of randomness on the measurements should be tested
to avoid such issue.

– Long-run trials to guarantee that animal well-being is maintained while using the system
and to assess the effectiveness of the posture control mechanism.
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APPENDIX A
Appendix A: Numerical and

Statistical Formulas Commonly
Used in Feature Transformation

Minimum and maximum: considering a set of elements A, the minimum (min) correspond to the
smallest value within the OW while the maximum correspond to the maximum (max) value within
the OW. If A is sorted in a ascending order, min(A) corresponds to the first value and max(A)
corresponds to the last value.

Mean: corresponds to the arithmetic mean, also denominated of average. Being N the total number
of elements in a set A, the mean (A) is given by:

A = 1
N

N∑
i=1

Ai (A.1)

Variance: the unbiased sample variance1 s2
N−1 is given by:

s2
N−1 = 1

N − 1

N∑
i=1

(
Ai −A

)2 (A.2)

Standard Deviation: the unbiased standard deviation sN−1 is given as the square root of the
unbiased sample variance s2

N−1:

sN−1 =

√√√√ 1
N − 1

N∑
i=1

(
Ai −A

)2 (A.3)

Root Mean Square: the Root Mean Squarte (RMS) or quadratic mean is given as the square root
of the mean square, i.e.;

ARMS =

√∑N
i=1 A

2
i

N
(A.4)

1The sample variance s2
N is as biased estimator of the sample variance. In this thesis we consider

the unbiased sample variance as preferred.
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Skewness: typically, software programs that have this function compute the Fisher-Pearson
coefficient of skewness. It is an unbiased version of the Fisher-Pearson coefficient of skewness and is
given by:

G1 =
√
N(N − 1)
N − 2

∑N
i=1
(
Ai −A

)3
/N

s3 =
√
N(N − 1)
N − 2

1
N−1

∑N
i=1
(
Ai −A

)3(√
1
N

∑N
i=1
(
Ai −A

)2
)3 (A.5)

Kurtosis: the unbiased kurtosis, also called kurtosis excess, is given by:

b2 = N(N + 1)
(N − 1)(N − 2)(N − 3)

∑N
i=1
(
Ai −A

)4

s4 − 3(N − 1)2

(N − 2)(N − 3) =

= N(N + 1)
(N − 1)(N − 2)(N − 3)

∑N
i=1
(
Ai −A

)4(√
1

N−1
∑N
i=1
(
Ai −A

)2
)4 −

3(N − 1)2

(N − 2)(N − 3)
(A.6)

Interquartile Range: the Interquartile Range (IQR) is a statistical measure that allows to infer the
dispersion of values. It resorts on the statistical median, and considering Q1 and Q3 the low and high
statistical medians, i.e. the 75th percentile and 25th percentile, IQR is given by:

IQR = Q3−Q1 (A.7)

Zero Crossing Rate: the Zero Crossing Rate (ZCR) is commonly used in voice detection systems
and it measures the signal’s rate of change (from positive to negative and vice and versa).

Mean Crossing Rate: the MCR is similar to the ZCR but instead of measuring the crosses through
zero of the original signal, it considers the difference between the values within the observation and
the mean within the same observation.

Energy: the measurement of the energy is typically applied in signal processing techniques and it is
calculated as the squared root of the signal, being commonly normalized by the length of the OW.
Hence, the Energy (E) is given by:

E = 1
N

N∑
i=1

A2
i (A.8)

Signal Magnitude Area: the SMA comprises the sum of the magnitude of all the components of a
signal. Commonly, SMA is normalized by the length of the OW. Hence, SMA is given by:

SMA = 1
N

N∑
i=1
|Ai| (A.9)

If, for instance, Ai is composed of three different components, as it happens with the data provided by
an accelerometer, the SMA is given as follows:

SMA = 1
N

(
N∑
i=1
|Ax(i)|+ |Ay(i)|+ |Az(i)|

)
(A.10)

being, Ax,Ay and Az the three axial components.
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Signal Magnitude Vector: it is very similar to the SMA but it is specially used in applications
that use accelerometer data. Thus, if A is a vector composed of Ax,Ay and Az components, the Signal
Magnitude Vector (SMV) is given by:

SMA = 1
N

N∑
i=1
||A(i)|| = 1

N

N∑
i=1

√
Ax(i)2 +Ay(i)2 +Az(i)2 (A.11)

Movement Variation: it measures the cumulative variations within all the components of an
accelerometer signal within an observation window, i.e.:

MV = 1
N

(
N∑
i=1
|Ax(i+ 1)−Ax(i)|+ |Ay(i+ 1)−Ay(i)|+ |Az(i+ 1)−Az(i)|

)
(A.12)

Spectral Entropy: The Spectral Entropy (SE) is based on the Shannon entropy to evaluate the
power distribution in the frequency domain. The signal considers the normalized power distribution in
the frequency domain as a probability distribution before applying the Shannon entropy formula. In
sum, SE is given by:

SE = −
N∑
1
P (i)log2P (i) (A.13)

where P (i) is the normalized power spectral density, i.e.:

P (i) = S(i)∑
i S(i) , (A.14)

where S(i) = |X(m)|2 and X(m) is the Discrete Fourier Transform (DFT) of the signal.

Dominant Frequency: Applying DFT it is possible to extract important frequency-domain features.
One of them is the DF that represents the frequency with highest energy. The DFT is give by:

Fn =
N−1∑
n=0

fke
−2πink/N (A.15)
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APPENDIX B
Appendix B: µC minimum duration

Figure B.1: µC minimum duration for the combination NµCC2B
= 1; NµCB2B

= 2.
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Figure B.2: µC minimum duration for the combination NµCC2B
= 1; NµCB2B

= 3.

Figure B.3: µC minimum duration for the combination NµCC2B
= 1; NµCB2B

= 5.
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Figure B.4: µC minimum duration for the combination NµCC2B
= 1; NµCB2B

= 8.

Figure B.5: µC minimum duration for the combination NµCC2B
= 1; NµCB2B

= 13.
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Figure B.6: µC minimum duration for the combination NµCC2B
= 2; NµCB2B

= 1.

Figure B.7: µC minimum duration for the combination NµCC2B
= 2; NµCB2B

= 2.
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Figure B.8: µC minimum duration for the combination NµCC2B
= 2; NµCB2B

= 3.

Figure B.9: µC minimum duration for the combination NµCC2B
= 2; NµCB2B

= 5.
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Figure B.10: µC minimum duration for the combination NµCC2B
= 2; NµCB2B

= 8.

Figure B.11: µC minimum duration for the combination NµCC2B
= 2; NµCB2B

= 13.
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Figure B.12: µC minimum duration for the combination NµCC2B
= 3; NµCB2B

= 1.

Figure B.13: µC minimum duration for the combination NµCC2B
= 3; NµCB2B

= 2.
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Figure B.14: µC minimum duration for the combination NµCC2B
= 3; NµCB2B

= 3.

Figure B.15: µC minimum duration for the combination NµCC2B
= 3; NµCB2B

= 5.
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Figure B.16: µC minimum duration for the combination NµCC2B
= 3; NµCB2B

= 8.

Figure B.17: µC minimum duration for the combination NµCC2B
= 3; NµCB2B

= 13.

193





APPENDIX C
Appendix C: Maximum number of
collars and average consumption

considering the worst-case scenario

Figure C.1: Maximum number of collars and average consumption considering the worst-case scenario,
where MCduration = 30s.
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Figure C.2: Maximum number of collars and average consumption considering the worst-case scenario,
where MCduration = 45s.

Figure C.3: Maximum number of collars and average consumption considering the worst-case scenario,
where MCduration = 60s.
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Figure C.4: Maximum number of collars and average consumption considering the worst-case scenario,
where MCduration = 80s.

Figure C.5: Maximum number of collars and average consumption considering the worst-case scenario,
where MCduration = 100s.
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Figure C.6: Maximum number of collars and average consumption considering the worst-case scenario,
where MCduration = 125s.

Figure C.7: Maximum number of collars and average consumption considering the worst-case scenario,
where MCduration = 150s.
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Figure C.8: Maximum number of collars and average consumption considering the worst-case scenario,
where MCduration = 180s.
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