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A B S T R A C T   

In Elastic Optical Networks (EONs), the way different service demands are supported in the network is ruled by 
the Routing, Modulation and Spectrum Assignment (RMSA) algorithm, which decides how the spectrum re
sources of the optical network are assigned to each service demand. In a dynamic EON, demand requests arrive 
randomly one at a time and the accepted demands last in the network for a random time duration. So, one 
important goal of the RMSA algorithm is the efficient use of the spectrum resources to maximize the acceptance 
probability of future demand requests. On the other hand, multiple failure events are becoming a concern to 
network operators as such events are becoming more frequent in time. In this work, we consider the case of 
multiple node failure events caused by malicious attacks against network nodes. In order to obtain RMSA al
gorithms resilient to such events, a path disaster availability metric was recently proposed which takes into 
account the probability of each path not being disrupted by an attack. This metric was proposed in the offline 
variant of the RMSA problem where all demands are assumed to be known at the beginning. Here, we exploit the 
use of the path disaster availability metric in the RMSA of dynamic EONs. In particular, we propose RMSA al
gorithms combining the path disaster availability metric with spectrum usage metrics in a dynamic way based on 
the network load level. The aim is that the efficient use of the resources is relaxed for improved resilience to 
multiple node failures when the EON is lightly loaded, while it becomes the most important goal when the EON 
becomes heavily loaded. We present simulation results considering a mix of unicast and anycast services in 3 
well-known topologies. The results show that the RMSA algorithms combining the path disaster availability 
metric with spectrum usage metrics are the best trade-off between spectrum usage efficiency and resilience to 
multiple node failures.   

1. Introduction 

The support of different service demands in Elastic Optical Networks 
(EONs) is ruled by the Routing, Modulation and Spectrum Assignment 
(RMSA) algorithm, which decides how the network resources are 
assigned to each service demand. In a dynamic EON, demand requests 
arrive randomly one at a time and the accepted demands last in the 
network for a random time duration. 

One of the main goals of the RMSA algorithm is to use the resources 
in an efficient way, i.e., by keeping the spectrum resources usage low so 
that future demands can be accommodated with higher probability 
[1–5]. However, other goals are also important due to the continuous 
advances of EONs in terms of node architectures and transceiver char
acteristics (bit-rate and transmission reach). This is particularly impor
tant in the RMSA offline problem where all demands to be supported by 

the EON are estimated at the beginning and the RMSA efficient use of the 
network resource also considers other goals as the minimization of 
transceiver costs or of the network power consumption [6–8]. 

On the other hand, large-scale failure events are becoming a concern 
to network operators as such events are becoming more frequent in time 
[9]. Large-scale failure events can have different causes, as natural di
sasters [10] or human malicious activities [11], which might involve a 
significant number of simultaneous failures. Network resilience to fail
ure events is, broadly speaking, the ability of the network to keep sup
porting the service demands after a failure event and many works have 
addressed this problem for single link (or single node) failures consid
ering protection mechanisms to guarantee that all demands can be 
maintained after the failure event [12–14]. However, the guarantee that 
all demands are maintained in a large-scale failure event involving 
multiple failures is infeasible in practice as the required network 
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resources become too costly. In this case, the aim becomes to improve 
the network preparedness to large-scale failure events as much as 
possible by maximizing the amount of demand that can still be main
tained in face of such events. 

In this work, we consider the case of multiple node failure events 
caused by human malicious attacks against network nodes. In terrorist 
attacks, although node shutdowns are harder to realize than link cuts, 
they are the most rewarding in the attackers’ perspective since the 
shutdown of a node also shuts down all its fiber links. So, we deal with 
multiple node failures as they are the most harmful case. The topology 
design of optical networks resilient to multiple node failures was 
addressed in Refs. [15,16]. In those works, though, the RMSA is not 
considered and the resilience of the network topology is evaluated by 
the impact of the simultaneous failure of its critical nodes, i.e., the nodes 
with the highest impact on the connectivity of the network. 

Meanwhile, a family of RMSA algorithms resilient to multiple node 
failures caused by attacks against multiple nodes has been recently 
proposed for EONs in Ref. [17] assuming that the attacker “discovers” 
with some probability a set of nodes to be attacked. The proposed al
gorithms use a metric, named path disaster availability, in the RMSA 
decision which takes into account the probability that each path is not 
disrupted by the attack. While the work in Ref. [17] considers the offline 
version of the RMSA problem (i.e., all service demands are assumed to 
be known at the beginning), we exploit in this work the use of the path 
disaster availability metric in the RMSA of dynamic EONs. In particular, 
we propose RMSA algorithms combining the path disaster availability 
metric with spectrum usage metrics in a dynamic way based on the 
network load level. The aim is that the efficient use of the resources is 
relaxed for improved resilience to multiple node failures when the EON 
is lightly loaded, while it becomes the most important goal when the 
EON is heavily loaded. 

To evaluate the proposed RMSA algorithms, we have developed an 
event-driven simulator (in this type of simulation, only the time instants 
at which the state of the system changes need to be simulated, i.e., the 
system is modeled as a series of time instants when a state-change oc
curs, called events [18]). The simulator is used to estimate the spectrum 
usage efficiency of each RMSA algorithm (assessed by the bit-rate 
amount of all requests that are blocked due to insufficient free spec
trum resources) and the network resilience to multiple node failures. In 
the latter case, the resiliency is evaluated by 2 parameters: the average 
non-disrupted demand (the bit-rate percentage that is not disrupted 
after a failure, averaged over all failures) and the average surviving 
demand (the bit-rate percentage that is supported after a failure, aver
aged over all failures). Both resiliency parameters are important in 
practice. On one hand, higher average surviving demand values are 
important for non-critical services as they are less penalized by 
short-term disruptions. On the other hand, higher average non-disrupted 
demand values are important for critical services (which require high 
availability) and for minimizing the number of disrupted lightpaths 
requiring reconfiguration. 

We present a set of computational results considering a mix of uni
cast and anycast services in 3 well-known topologies. All algorithms are 
evaluated through simulation considering a restoration mechanism 
where, upon a multiple node failure event, the non-affected lightpaths 
remain unchanged and the demands of the affected lightpaths are 
reassigned as much as possible with new lightpaths in the spectrum 
resources of the surviving network. The results show that the RMSA 
algorithms combining the path disaster availability metric with spec
trum usage metrics are the best trade-off between spectrum usage effi
ciency and resilience to multiple node failures. 

The paper is organized as follows. Section 2 describes how the ma
licious node attacks are modeled and how the path disaster availability 
metric is computed based on the attack model. Section 3 describes the 
RMSA algorithms in the regular state and in the failure state. Section 4 
describes the simulation procedure used to assess the different RMSA 
algorithms. The computational results are presented and discussed in 

Section 5. Finally, Section 6 draws the main conclusions of the work. 

2. Modeling node attacks and path disaster availability 

In this work, a malicious attack against multiple nodes corresponds 
to the case when a malicious organization discovers some nodes that it is 
able to attack. By shutting down these nodes, the organization aims to 
disrupt as much as possible the services supported by the network. 

In general, different levels of public information exist related to the 
location of each network node. For example, the location of Data Centers 
is usually publicly known and most likely a network node is nearby, 
which results in a higher probability of such nodes being discovered by 
malicious organizations. Moreover, the set of nodes discovered by a 
malicious organization depends on its resources (human cells and 
geographical base locations) and operational capabilities. However, 
different malicious organizations might exist, each one with its own 
resources and capabilities. So, from the perspective of the network 
operator, since it does not know which organization is planning an 
attack on its network (or how nodes are discovered by the organization), 
any set of uncorrelated nodes can be attacked. In modeling terms, it is 
similar to multiple unintended failures with the difference that single 
failures are much more likely than multiple failures in unintended fail
ure events, while the failure of multiple nodes is more likely in malicious 
attacks. 

Following these assumptions, we describe in separate subsections, 
first, how a malicious node attack is modeled and, then, how the path 
disaster availability metric is computed for each routing path based on 
the attack model. In both subsections, we consider an EON topology 
defined by a graph G = (N, E), with a set of n = |N| nodes and a set of |E| 
undirected links. 

2.1. Modeling a malicious node attack 

We consider the following malicious node attack model. An attacker 
discovers with a given probability a set of nodes that can be attacked 
(almost) simultaneously. Each node i ∈ N has an associated positive 
weight wi proportional to the probability of the node being discovered 
by the attacker and, as discussed before, there is no correlation between 
discovered nodes. The number s of discovered nodes is between a min
imum number sm below which its destructive impact in the network is 
considered not worthy by the attacker and a maximum number sM above 
which the probability of such number of nodes being attacked is negli
gible. Moreover, we assume that the effort required to attack s nodes is 
proportional to the number of nodes and, therefore, the probability Ps of 
s nodes being attacked, with sm ≤ s ≤ sM, is inversely proportional to the 
number of attacked nodes, i.e.: 

Ps =
1
s∑sM

t=sm
1
t

, s = sm,…, sM (1)  

2.2. Computing the path disaster availability 

Consider a given path p on graph G = (N, E) defined by its set of 
nodes i ∈ p (including source and destination nodes). The path disaster 
availability ap of path p is the probability that p is available (i.e., not 
disrupted) after an attack. Due to the assumption of no correlation be
tween attacked nodes, the path disaster availability ap is given by: 

ap =
∏

i∈p
(1 − πi) (2)  

where πi is the probability of node i ∈ N to be attacked when an attack is 
realized. Then, πi is given by: 

πi =
∑sM

s=sm

πs
i × Ps (3) 
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where πs
i is the probability of node i being attacked on an attack to s 

nodes and Ps, previously defined in (1), is the probability of an attack to s 
nodes. Finally, probability πs

i is computed by the sum of the probabilities 
of all sequences without repetitions of s nodes out of n (= |N|) nodes that 
include node i in one of its positions, given by: 

πs
i =

wi

WN
+
∑

j∈N\{i}

wj

WN
×

wi

WN\{j}
+

∑

j∈N\{i}

wj

WN

(
∑

k∈N\{i,j}

wk

WN\{j}
×

wi

WN\{j,k}

)

+ …

(4)  

where WM denotes the sum of the node weights of a set M ⫅ N, i.e., WM =∑
i ∈ M wi. The first term wi

WN 
in (4) is the probability of all sequences such 

that i is the first node of the sequence. The second term 
∑

j∈N\{i}
wj
WN

× wi
WN\{j}

is the probability of all sequences such that i is the second node of the 
sequence, i.e., all sequences composed by a node j ∈ N \ {i} in the first 
position and node i in the second position. The third term is the gener
alization of the previous term for the sequences such that i is the third 
node of the sequence. 

The probability πs
i defined in (4) has s terms and can be computed 

recursively as follows. For a given set of nodes N and associated weights 
w = {wi, i ∈ N}, a given number of attacked nodes s and a given node i, 
the probability πs

i is computed as: 

πs
i = prob(N,w, i, 0, s) (5)  

where prob() is the recursive function defined in Algorithm 1. The 
input parameters of Algorithm 1 are a set of nodes M which were 
still not selected (in the first call in (5), this parameter is the 
complete node set N), the set w of node weights, the node i whose 
probability we want to compute, the number z of already selected 
nodes (in the first call in (5), this parameter is z ¼ 0) and the 
number of attacked nodes s. 

Algorithm 1 
Recursive function to compute πs

i  

1: function π = prob(M, w, i, z, s) 
2: z ← z + 1 
3: WM ←

∑
j ∈ Mwj 

4: π←
wi

WM  
5: if z < s then 
6: for all j ∈ M\{i} do 

7: π←π +
wj

WM
× prob(M\{j},w, i,z, s)

8: end for 
9: end if 
10: return π  

For illustration purposes, consider the example of graph G = (N, E) 

presented in Fig. 1, with n = 12 nodes and |E| = 18 edges and assume 
that the nodes highlighted in gray are 10 times more probable of being 
discovered than the other nodes. Therefore, wi = 10 for nodes i ∈{2, 5, 
11} and wi = 1 for all other nodes. Note that the probabilities πs

i given by 
(4) are equal for nodes with equal weight values wi. In this example, 
since there are only two different weight values, all probabilities of 
nodes i ∈{2, 5, 11} are equal and all probabilities of the other nodes are 
also equal. Table 1 presents the probability values of this example 
computed by Algorithm 1 for a number of attacked nodes s from 2 up to 
6. As expected, these results show that the more the attacked nodes s are, 
the higher the probabilities πs

i of all nodes become. Moreover, for all 
values of s, the nodes i with the highest weight value wi = 10 have always 
a higher probability of being attacked than the other nodes. 

Then, for a given range [sm, sM] in the number of attacked nodes, the 
probability πi of each node i to be attacked when an attack is realized is 
given by (3). Table 2 presents the probability values πi of all nodes (third 
and fourth columns) for different [sm, sM] ranges (first and second col
umns) assuming a constant minimum number of attacked nodes sm = 2 
an increasing maximum number of attacked nodes sM = 3, 4, 5 and 6. 
Again, an increasing average number of attacked nodes increases the 
probability values πi of all nodes and the probability values of the nodes 
with the highest weight value are always higher than the probability 
values of the nodes with the lowest weight values. 

Now consider in the example of Fig. 1 the end-nodes s = 6 and t = 12 
and the following two candidate paths: p1 = {6–11− 7–12} (highlighted 
in red) and p2 = {6− 1− 3–10− 8–12} (highlighted in blue). The path 
disaster availability of these two candidate paths is given by (2), whose 
values are presented in Table 2 (fifth and sixth columns) for the different 
considered [sm, sM] ranges. For any of the considered ranges, although 
path p1 is shorter (in number of links), its probability of not being 
affected by an attack (i.e., its path disaster availability) is lower than the 
probability of p2 not being affected by an attack. This is because p1 in
cludes one of the nodes (node 11) with higher probability of being 
discovered while p2 does not include any of such nodes. 

Note that the values of πs
i computed with Algorithm 1 and πi 

computed with (3) only depend on the EON topology and on the pa
rameters defining the malicious node attack model. So, they are 
computed once (in advance) and, then, the path disaster availability ap 
of each candidate path p considered by the RMSA algorithms is effi
ciently computed with (2). 

3. RMSA algorithms 

In a dynamic EON, demand requests arrive one at a time in the 
regular state. When a new request arrives, there is a set of lightpaths 
already established in the network (occupying some spectrum on the 
different fiber links) and the RMSA algorithm decision is either to assign 
a lightpath to the incoming request or to block it if there are not enough 
spectrum resources in the network. On the other hand, in a failure state 
(caused by an attack to multiple nodes), we consider a restoration 
mechanism where the non-affected lightpaths remain unchanged and 
the RMSA algorithm has to assign as much as possible new lightpaths to 
the affected demands in the available resources of the surviving network 
(i.e., the network without the attacked nodes). Next, we address the 
regular state and the failure state in separate subsections. 

Fig. 1. Polska network topology [19].  

Table 1 
Probability value πs

i of each node i ∈ N for each s in the example.  

s 2 3 4 5 6 

πs
i (wi = 10)  0.494 0.700 0.845 0.929 0.971 

πs
i (wi = 1)  0.058 0.100 0.163 0.246 0.343  
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3.1. RMSA algorithm in the regular state 

Recall that we consider an EON topology defined by a graph G = (N, 
E), with a set of n = |N| nodes and a set of |E| undirected links. Consider 
also F = {1, 2, …, |F|} as the ordered set of Frequency Slots (FSs) 
available on each fiber link to be assigned to lightpaths. In the regular 
state, a set of lightpaths is already established and there is a request d for 
a new demand to be accepted. 

The type of request d can be either unicast or anycast. An unicast 
request d is characterized by a pair of end-nodes (sd, td) and its required 
bit-rate bd. In anycast requests, the network supports a set R of services 
and each anycast service r ∈ R is provided by a set of Data Centers (DCs) 
located in nodes Cr ⫅ N. Then, an anycast request d is characterized by a 
source node sd, an anycast service rd ∈ R and a required bit-rate bd (the 
anycast request d can be satisfied by any of the DCs in Crd ). 

Consider ℘d as the set of candidate paths that can be selected for 
request d. If d is of unicast type, ℘d is a set of different routing paths 
between sd and td. If d is of anycast type, ℘d is a set of different routing 
paths between sd and one of the nodes in Crd . When the incoming request 
d is accepted, the RMSA decision is the specification of a lightpath to 
support d, which is defined by a routing path p selected from ℘d, a 
modulation format (MF) for electrical-optical-electrical conversion on 
the end-nodes of the lightpath and a set of contiguous FSs occupied by 
the lightpath in all fiber links of the selected routing path p. 

In all RMSA algorithms, a set of parameters is associated to each 
candidate path p ∈ ℘d and the path of the lightpath is selected as the 
candidate path with the best parameter values. One of the associated 
parameters is ap indicating the path disaster availability of each candi
date path p ∈ ℘d as already defined in (2) of section 2.2. 

Note that each MF has an associated transmission reach, which 
specifies an optical length threshold above which the lightpath does not 
work. So, another parameter associated to each candidate path p ∈ ℘d is 
np indicating the number of FSs of the most efficient MF (the one 
requiring less FSs able to support the bit-rate bd of request d) whose 
transmission reach is not lower than the optical length of p. We consider 
the optical length of each candidate path p ∈ ℘d as the sum of its link 
lengths plus a given length value Δ per intermediate node (modeling the 
optical degradation suffered by a lightpath while traversing an inter
mediate optical switch). 

Finally, based on the required number of FSs, given by the value of 
parameter np, and on the free FSs in all the links of each candidate path 
p ∈ ℘d at the time instant of request d, another associated parameter is fp 
indicating the highest FS index of the lowest set of np free contiguous FSs 
available in path p (this parameter is only considered in the candidate 
paths p ∈ ℘d with enough available resources, i.e., with at least one set 
of np free contiguous FSs). 

First, we describe three basic RMSA algorithms where the first two 
(FF and LFS) are well-known algorithms and the third one aims to obtain 
the best resilience to multiple node failures. 

First-Fit (FF): Request d is routed in the first path p ∈ ℘d with 
enough available resources and assigned with the lowest set of np free 
contiguous FSs (in this algorithm, ℘d is ordered from the shortest to the 
longest optical length). 

Lowest Frequency Slot (LFS): Among the paths p ∈ ℘d with enough 
available resources, request d is routed in the path p with lowest fp and 
assigned with the set of np free contiguous FSs whose highest FS index is 

fp. If multiple paths have the same value of fp, the path among them with 
the shortest optical length is selected. 

Path Disaster Availability (PDA): Among the paths p ∈ ℘d with 
enough available resources, request d is routed in the path p with the 
highest path disaster availability ap and assigned with the lowest set of 
np free contiguous FSs. If multiple paths have the same value of ap, one of 
them is selected with the LFS rule. 

In [17], one of the main findings (in the offline variant of the RMSA 
problem) is that LFS is the best RMSA in terms of spectrum usage effi
ciency (as it keeps a larger portion of the highest spectrum completely 
free) and PDA is the best RMSA in terms of resilience to multiple node 
failures (as it avoids the selection of paths involving the nodes with 
higher probability of being attacked). 

In general, the best trade-off between spectrum usage efficiency and 
resilience to multiple node failures depends on the load level of the 
network: (i) when the EON is lightly loaded, there are plenty of free 
resources and the spectrum usage efficiency can be relaxed to reach a 
better resilience to multiple node failures; (ii) when the EON is heavily 
loaded, the spectrum must be used in the most efficient way to maximize 
the acceptance probability of future demand requests. 

In order to reach the best trade-off between these two aims in a 
dynamic EON (where, typically, the network oscillates over time be
tween different load levels), we also propose RMSA algorithms 
combining the path disaster availability metric with two spectrum usage 
metrics in three different possible options. In all three options, we 
compute an additional parameter mp for each path p ∈ ℘d with enough 
available resources and the aim is to select the path p with the highest 
value of mp. 

The way parameter mp is computed in each option is as follows. In the 
first option, parameter mp is given by: 

mp =

(

1 −
H
|F|

)

ap +
H
|F|

(

1 −
fp

|F|

)

(6)  

where H is the current highest FS occupied in at least one fiber link 
(which is used as a measure of the current network load). In this option, 
we combine the maximization of the path disaster availability ap with 
the minimization of the spectrum usage metric given by fp. Note that a 

higher value of 
(

1 −
fp
|F|

)

represents a lower value of fp as desired by 

maximizing the combined parameter mp. Moreover, both ap and 
(

1 −

fp
|F|

)

terms are normalized as both values are between 0 and 1. So, when H 

is lower, the path disaster availability ap has a higher weight in the 
determination of mp, while when H is higher, the FS index fp has a higher 
weight in the determination of mp. In the second option, parameter mp is 
given by: 

mp =

(

1 −
H
|F|

)

ap +
H
|F|

1
log β(αp)

(7)  

where αp is total number of FSs occupied by the lightpath to support 
request d in candidate path p (i.e., αp is given by np multiplied by the 
number of fiber links of path p). In this second option, the spectrum 
usage metric αp aims to give preference to paths using less spectrum 
resources so that more resources remain free for future requests. Again, a 
higher value of 1

log β(αp)
represents a lower value of αp as desired by 

maximizing the combined parameter mp. In order to normalize the term 
1

log β(αp)
between 0 and 1, we consider β as the minimum number of FSs 

that can be required by any lightpath in any candidate path. Finally, in 
the third option, parameter mp is given by: 

mp =

(

1 −
H
|F|

)

ap +
H
|F|

(
1
2

(

1 −
fp

|F|

)

+
1
2

1
log β(αp)

)

(8) 

Table 2 
Probability value πi of each node i ∈ N and path disaster availability of p1 and p2 
for different [sm, sM] ranges.  

sm sM πi (wi = 10) πi (wi = 1) ap1  ap2  

2 3 0.577 0.074 0.336 0.628 
2 4 0.638 0.095 0.268 0.550 
2 5 0.684 0.118 0.217 0.469 
2 6 0.717 0.144 0.178 0.393  
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where the two previous spectrum usage metrics (the minimization of the 
highest FS index fd used in (6) and minimization of the total number of 
required FSs αp used in (7)) are combined with equal weight in the 
second term of (8). The resulting combined RMSA algorithms are as 
follows. 

Mixed RMSA: Among the paths p ∈ ℘d with enough available re
sources, request d is routed in the path p with the highest mp and 
assigned with the lowest set of np free contiguous FSs. If multiple paths 
have the same value of mp, the path among them with the shortest op
tical length is selected. Depending on the option to compute the values 
mp, we obtain three different variants – Variant 1, 2 and 3 – of the Mixed 
RMSA, using eqs. (6)–(8), respectively. 

Assuming that the set of candidate paths is computed in advance for 
all possible demand requests (which is possible as the network topology 
does not change over time in the regular state), all algorithms require in 
the worst case the computation of the different parameters for all 
candidate paths and the processing of each parameter is linear with the 
number of nodes included in each candidate path (which is at most n). 
So, the complexity of all RMSA algorithms is ℴ(n × |℘d|). Note that the 
FF algorithm has lower complexity when compared with all other al
gorithms as it needs to run up to the first candidate path that can be used 
to assign the lightpath while all the others require the computation of all 
candidate paths. 

3.2. RMSA algorithm in a failure state 

In a failure state caused by an attack to multiple nodes, the non- 
affected lightpaths remain unchanged and the RMSA algorithm tries to 
assign as much as possible new lightpaths to the affected demands in the 
available resources of the surviving EON, i.e., the network without the 
attacked nodes. 

In this case, the resilience to node failures is not a priority and the 
RMSA must have the lowest possible complexity as it has to assign 
lightpaths not for a single request but for all affected demands. So, we 
consider the FF algorithm adapted to the failure cases. The complete 
algorithm has 3 phases. 

First phase: the algorithm computes the FSs occupied by the non- 
affected lightpaths and runs a k-shortest paths algorithm for each 
affected demand to compute its set of candidate paths in the surviving 
network. 

Second phase: the set of affected demands d with a non-empty set of 
candidate paths (i.e., the ones such that the k-shortest path has returned 
at least one candidate path) is ordered following the next three hierar
chical orders (from the most important to the least important):  

1. decreasing order of its bit-rate bd;  
2. decreasing order of the number of links of the shortest optical length 

path;  
3. decreasing order of the optical length of the shortest optical length 

path. 

Third phase: starting with the FSs occupied by the non-affected 
lightpaths (computed in first phase), the algorithm tries to assign iter
atively a lightpath to each demand by the order computed in second 
phase and using the FF algorithm; at each iteration, when a new light
path is assigned to a demand, the set of occupied FSs is updated before 
the next iteration. 

The hierarchical order used in the second phase was shown in our 
preliminary tests to provide the best performance in terms of total sur
viving demand. Note that, in a failure state, it is no longer possible to 
compute in advance the set of candidate paths as the set of failing nodes 
cannot be predicted. The complexity of the algorithm is mainly imposed 
by the first phase where a k-shortest paths algorithm must be run be
tween many node pairs and its complexity is ℴ(kn(|E| +nlog(n))) for 
each pair of nodes [20] when using Yen’s algorithm [21]. 

4. Simulation description 

An event-driven simulator was developed to evaluate the spectrum 
usage efficiency and the resilience to multiple node failures of the 
different RMSA algorithms in dynamic EONs. The spectrum usage effi
ciency is assessed by the bit-rate amount of all requests that are blocked 
in the regular state due to insufficient free spectrum resources. The 
resilience to multiple node failures is evaluated by the average non- 
disrupted demand (the average bit-rate percentage that is not dis
rupted after a multiple node failure) and the average surviving demand 
(the average bit-rate percentage that is supported after a multiple node 
failure) among all failure events of each simulation. 

A simulation is composed by two modules, one simulating the reg
ular state and another simulating the failures states, which are described 
separately in the next subsections. 

4.1. Simulation of the regular state 

In the regular state, events are associated with time instants when the 
EON has either to assign a lightpath to a new request or to tear down a 
previously assigned lightpath. In each simulation, λ is the arriving 
request rate (per time unit) at the end of the simulation and the lightpath 
duration is exponentially distributed with an average duration of one 
time unit. 

Each simulation runs a total number of events given by ℰ and the 
arriving request rate is e

ℰ
× λ, where e = 1, 2,…, ℰ is the current event 

number. In this way, a single run simulates all network load values from 
a very lightly loaded network (at the beginning of the simulation) up to a 
heavily loaded network (at the end of the simulation). Parameter λ is 
tuned for each network case so that the blocking probability at the end of 
the simulation is around 10 % for the worst RMSA algorithm. 

Each unicast request d has its end-nodes (sd, td) randomly generated 
with a uniform distribution among all node pairs and its bit-rate bd (in 
Gbps) randomly generated with a uniform distribution in the set {50, 100, 
150, 200} resulting in an average bit-rate request of 125 Gbps. On the 
other hand, each anycast request d has its source node sd randomly 
generated with a uniform distribution among all nodes, its anycast service 
rd randomly generated with a uniform distribution among all anycast 
services and its bit-rate bd (in Gbps) randomly generated with a uniform 
distribution in the set {50×ω : ω∈ N, ω≤ 20} = {50,100,…,1000}
resulting in an average bit-rate request of 525 Gbps. 

At each request event, first the request type is randomly selected 
between unicast with probability puni or anycast (with probability 1 −
puni). Then, the request of each type is randomly generated as described 
before. In all simulations, we have considered that the total generated 
bit-rate is equally split between unicast and anycast services. Since the 
average bit-rate request is 125 Gbps for unicast and 525 Gbps for any
cast, puni was set to:  

puni =
525

125 + 525
=

21
26  

. 
In the simulations reported in the computational results, we have set 

ℰ = 105 events. Moreover, for a fair evaluation between the different 
RMSA algorithms, we have randomly generated all parameters associ
ated with request events once for each network, and used the same 
values when simulating the different RMSA algorithms for the same 
network. 

4.2. Simulation of the failure states 

When the regular state reaches the event numbers in set ℰf , the 
failure state simulation module is launched and, when this module ends, 
the regular state simulation continues from the state it was before. The 
simulation of a failure state has the following 3 steps: 

F. Barbosa et al.                                                                                                                                                                                                                                 



Optical Switching and Networking 42 (2021) 100633

6

1. generate a random multiple node failure event;  
2. run the RMSA algorithm (as described in section 3.2) taking into 

account the regular state at the moment of the failure event and the 
set of failure nodes;  

3. compute the resulting total non-disrupted bit-rate and surviving bit- 
rate of the current failure event. 

The random generation of a multiple node failure event in step 1 
follows the attack model described in section 2.1. First, the number of 
attacked nodes s is randomly generated between sm and sM with the 
probabilities given by (1). Then, a set of s nodes is randomly selected 
(without replacement) with a probability of each node i ∈ N being 
selected proportional to its weight wi. 

At the end of the regular state simulation, the average non-disrupted 
demand and the average surviving demand performance parameters are 
computed based on the values obtained on all failure events run in the 
set ℰf of event numbers. 

In the simulations reported in the computational results, we have 
considered set ℰf composed by the event numbers multiple of 100 in the 
range 103 < e ≤ ℰ(= 105), which gives a total of 990 multiple node 
failure events per simulation. The aim was to select the set ℰf uniformly 
from a minimum number (below which the network load is very low) 
until ℰ so that the resilience performance parameters are assessed over 
the whole range of network loads. Again, for a fair evaluation between 
the different RMSA algorithms, we have randomly generated all multi
ple node failure events once for each network and used the same node 
failures when simulating the different RMSA algorithms for the same 
network. 

5. Computational results 

The computational results presented in this section are based on 3 
network topologies with public available information [19] and shown in 

Fig. 2: Germany50, Cost266 and Janos-US. Table 3 presents their to
pology characteristics in terms of number of nodes n and fiber links |E|, 
average node degree δ, average link length l (in Km) and diameter D, i.e., 
the highest optical length (in Km) among all shortest paths adding Δ per 
intermediate node (the length Δ modeling the degradation suffered by a 
lightpath on each intermediate node was set to 60 km). 

In each network, we have considered a set of five anycast services (| 
R| = 5) and each service r ∈ R is run on five randomly selected DC nodes. 
We restricted the possible DC locations of each anycast service to set C ⊂ 
N (highlighted in large circles in Fig. 2) which was selected among the 
nodes with largest node degree (the number of such nodes is also pro
vided in the last column of Table 3). Then, the DC node locations (set Cr) 
providing each anycast service r ∈ R were randomly selected with a 
uniform distribution among the nodes in C. 

In the regular state, the set of candidate paths associated to each 
incoming unicast request d was computed with a k-shortest paths algo
rithm (considering k = 30) and the same set was used for all RMSA al
gorithms. In anycast requests, we have considered the union of the sets 
of the k = 30 shortest paths from the source node sd to each DC node of 
its anycast service rd, and then excluded from the union set the paths that 
have intermediate DC nodes of the same service. In each failure state, we 
have considered up to k = 5 shortest paths as the candidate paths in the 
surviving topology. Notice that, in both states, if the number of feasible 
paths is lower than k, we consider all possible paths as the set of 

Fig. 2. Network topologies.  

Table 3 
Topology characteristics of each network.  

Network n = |N| |E| δ  l (Km)  D (Km) |C| 

Germany50 50 88 3.52 100.7 1417 11 
Cost266 37 57 3.08 438.1 4574 9 
Janos-US 26 42 3.23 600.6 5094 7  
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candidate paths. 
We have considered a capacity of |F| = 320 FSs on all fiber links of 

the network, which corresponds to a spectral grid of granularity 12.5 
GHz. We have assumed 4 available MFs whose transmission reach and 
bit-rate capacity are presented in Table 4 (transceiver model based on 
[22] and transmission reaches based on [23]). 

The number np of FSs required by each candidate path p ∈ ℘d for a 
request d requiring a bit-rate bd is computed based on the distance- 
adaptive transmission (DAT) rule as follows. We first select the highest 
bit-rate MF whose transmission reach is not lower than the optical 
length of p (the assumptions are that transceivers support polarization 
division multiplexing, operate at a fixed baud rate of 28 Gbaud, and 
transmit/receive on an optical channel occupying 37.5 GHz). If the bit- 
rate bd of request d is not higher than the selected MF bit-rate, one single 
transceiver is required. Otherwise, multiple optical channels (each one 
used by one transceiver with the previous selected MF) are grouped in a 
single spectral super-channel (SCh). We assume that lightpaths require a 
12.5 GHz guard-band and, so, the required number of contiguous FSs is 
nd = 3t + 1, where t denotes the minimum number of transceivers with a 
total bit-rate not lower than bd. Consequently, we set β = 4 in expres
sions (7) and (8) of the Mixed RMSA algorithm as nd = 3t + 1 has a 
minimum of 4 when t = 1. 

As explained in Section 4.1, parameter λ was tuned for each network 
case so that the blocking probability at the end of the simulation is 
around 10 % for the worst RMSA algorithm. After preliminary tests with 
each topology, we have considered λ = 1200 for Germany50, λ = 550 for 
Cost266 and λ = 500 for Janos-US. 

Concerning the multiple node attacks, we have considered that the 
number of attacked nodes s is between sm = 2 and sM = 6 (we have 
excluded s = 1 since typical topologies are already resilient to single 
node failures). Moreover, the node weights (defining the probability of 
each node being discovered by the attacker) were assumed to be wi = 10 
for the DC nodes (set C) and wi = 1 for all other nodes (set N\C). 

Concerning the obtained simulation results, Table 5 presents for each 
network the total rejected bit-rate obtained by each RMSA algorithm, i. 
e., the sum of the bit-rate values of all requests that were blocked in the 
regular state (the best values are highlighted in bold for each network). 
In this table (and in the following ones), Mv1, Mv2 and Mv3 refers to the 
Mixed RMSA Variants 1, 2 and 3, respectively, as described in section 
3.1. 

The results in Table 5 clearly show that the Mixed RMSA Variant 3 
algorithm is the best alternative in terms of spectrum usage efficiency. 
Note that it is even better than the LFS algorithm which does not use the 
path disaster availability metric and selects the path only based on 
assigning the FSs on the lowest possible spectrum. Recall that the Mixed 
RMSA Variant 3 algorithm combines with equal weights two spectrum 
usage metrics (the minimization of the highest assigned FS and the 
minimization of the total number of assigned FSs). Moreover, the 
rejected bit-rates happen when the network is heavily loaded. In these 
cases, the weight of the spectrum usage metrics becomes close to 1 (and 
the weight of the path disaster availability metric becomes close to 0) in 
the Mixed RMSA algorithms. So, the results in Table 5 show that the 
combination of the two spectrum usage metrics with equal weights (of 
the Mixed RMSA Variant 3 algorithm) uses more efficiently the spectrum 
resources than considering only the minimization of the highest 
assigned FS (of the LFS algorithm). 

On the other hand, both FF (which uses the basic first-fit approach) 
and PDA (which uses the path disaster availability metric as the first 
criterion) algorithms are the ones that, overall, are the least efficient in 

terms of spectrum usage. Finally, the other RMSA algorithms present 
intermediate results. 

Concerning the resilience to multiple node failures, Table 6 presents 
for each network the average non-disrupted demand, in percentage, 
obtained by each RMSA algorithm, i.e., the average bit-rate percentage 
that is not disrupted after a multiple node failure (again, best values 
highlighted in bold). As expected, the PDA algorithm is the best RMSA 
algorithm since, by using the path disaster availability metric, minimizes 
the probability of the selected routing paths to be affected by the mul
tiple node failures. On the other hand, the FF and LFS algorithms are 
worst, on average, than the PDA algorithm. 

Concerning the Mixed RMSA algorithms (which combine the path 
disaster availability metric with spectrum usage metrics), they do not 
seem to be as good as the PDA algorithm. Nevertheless, these values 
represent percentages over the total bit-rate accepted in the network at 
the time instant of each failure event. Recall from the previous Table 5 
that the Mixed RMSA Variant 3 has a much smaller total rejected de
mand. So, for this RMSA algorithm, the percentage values in Table 6 
represent absolute non-disrupted demands which are closer to the ones 
of the best PDA algorithm. 

Finally, Table 7 presents for each network the average surviving 
demand, in percentage, obtained by each RMSA algorithm, i.e., the 
average bit-rate percentage that is supported after a multiple node 
failure (again, best values highlighted in bold). In this case, the Mixed 
RMSA Variant 3 is the best, on average, although for each network the 
results are very close between the different RMSA algorithms. This is due 
to the fact that in a multiple node failure, many of the affected lightpaths 
have end-nodes which become disconnected in the surviving network. 
Like in the previous table, the values of Table 7 represent percentages 
over the total bit-rate accepted in the network at the time instant of each 
multiple node failure. So, since the Mixed RMSA Variant 3 has a much 
smaller total rejected demand (seen in Table 5), we reach the conclusion 
that the Mixed RMSA Variant 3 is the best algorithm concerning the 
average surviving demand parameter. 

In overall, the best algorithm among all tested ones is the Mixed 
RMSA Variant 3 as it is the most efficient in terms of spectrum usage 
(reaching the lowest level of rejected bit-rate) and, concerning the 
resiliency to multiple node failures, it is the most efficient in terms of 
average surviving demand and almost as efficient as the PDA algorithm 
in terms of average non-disrupted demand. 

Note that, upon a multiple node failure event, there are demands that 
cannot survive in the surviving network whatever RMSA is adopted. The 
obvious ones are the demands such that at least one of their end-nodes 
has failed. Moreover, if the multiple node failure event splits the 
network in different components: (i) unicast demands cannot survive if 
their end-nodes are in different components and (ii) anycast demands 
cannot survive if their source nodes are in a network component without 
any of the DC nodes of their anycast service. 

In the results of both Tables 6 and 7, the performance values ob
tained by all RMSA algorithms are always better for Germany50, 

Table 4 
Transmission reach and bit-rate capacity of each MF.  

Modulation Format (MF) BPSK QPSK 8-QAM 16-QAM 

Transmission reach (km) 6300 3500 1200 600 
Bit-rate capacity (Gbps) 50 100 150 200  

Table 5 
Total rejected bit-rate (in Gbps) results.  

Network FF LFS PDA Mv1 Mv2 Mv3 

Germany50 46800 2600 49150 3650 35100 1700 
Cost266 43900 19350 36500 18700 33950 14350 
Janos-US 35250 19900 42600 18700 33500 12400  

Table 6 
Average non-disrupted demand (%) results.  

Network FF LFS PDA Mv1 Mv2 Mv3 

Germany50 67.61 64.96 70.98 67.88 69.24 68.86 
Cost266 58.71 57.17 62.10 59.85 60.76 60.46 
Janos-US 53.86 50.97 55.03 53.01 54.81 53.88  
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intermediate for Cost266 and worst for Janos-US. In order to better 
understand these results, we have also analyzed the type of surviving 
networks that were imposed by all failure events on each network. In 
graph theory, a disconnected network is a graph that does not contain a 
path for at least one of its node pairs. Moreover, a 1-connected network 
is a graph such that the minimum number of elements (nodes and edges) 
whose removal makes the network disconnected is 1. Finally, a 2-con
nected network is a graph such that the minimum number of elements 
whose removal makes the network disconnected is 2. Table 8 presents, 
for each network, the relative frequency (in percentage) of each type of 
surviving network among all 990 simulated failure events. 

Note that a 2-connected surviving network is more likely to have 
enough resources to assign lightpaths to the affected demands than a 1- 
connected surviving network. In Table 8, although most of the surviving 
networks are 1-connected for all networks, the network with the best 
resilience to multiple node failures (i.e., Germany50) is the one with the 
lowest percentage of disconnected surviving networks and the highest 
percentage of 2-connected surviving networks. On the other hand, the 
network with the worst resilience to multiple node failures (i.e., Janus- 
US) is the one with the highest percentage of disconnected surviving 
networks and the lowest percentage of 2-connected surviving networks. 

Next, we present different visualizations of the conducted simula
tions to further analyze the reasons for the best performance of the 
Mixed RMSA Variant 3 algorithm. The different simulations are visual
ized comparing this algorithm with the LFS (whose decision aims only 
the best spectrum usage efficiency) and with the PDA (whose decision 
aims primarily the best resiliency to multiple node failures). 

Using the highest allocated FS (parameter H in section 3.1) as a 
measure of the network load, Fig. 3 visualizes the evolution of the 
highest allocated FS as a function of the event number for the three 
RMSA algorithms on each of the three networks (in each plot, the plotted 
value on each event number is the average value of H in the last 1000 
events). 

Fig. 3 shows that, for all networks, the spectrum usage is the lowest 
in most of the events with LFS reaching the highest load values only at 
the events very close to the end of the simulation. On the other hand, the 
spectrum usage is the highest in all events with PDA reaching the highest 
load values much sooner than LFS (the reason why the PDA algorithm 
has a poor performance in terms of total rejected bit-rate). Finally, the 
Mixed RMSA Variant 3 algorithm is similar to PDA at the lower network 
load values (when there are plenty of free resources and the spectrum 
usage efficiency can be relaxed to reach a better multiple node failure 
resiliency) and gets slightly lower (i.e., better), on average, than LFA as 
the network load becomes very high (when the free spectrum resources 
become very scarce and the spectrum resources must be efficiently 
used). 

As already discussed, there are affected demands that cannot survive 
whatever RMSA is adopted. In the simulations, we have also computed 
the total bit-rate that can survive in terms of connectivity on each failure 
event. Next figures visualize the evolution of the non-disrupted demand 

(Fig. 4) and the surviving demand (Fig. 5) as a function of the consec
utive failure events for the three RMSA algorithms on each of the three 
networks. Both non-disrupted and surviving demands are computed as 
the ratio (in percentage) between their absolute bit-rate values and the 
total bit-rate that can survive at each failure event (in each plot, the 
plotted value on each failure event is the average value over the last 100 
failure events). 

As expected, the visualizations in Fig. 4 show that PDA is always the 
best and LFS is always the worst algorithm concerning the non-disrupted 
demand. Moreover, the Mixed RMSA Variant 3 algorithm is as good as 
the best in the initial failure events (as it gives a higher weight to the 
path disaster availability metric when the network load is low) and 
becomes worse than the best PDA algorithm but still always better than 
the LFS algorithm (as it keeps using the path disaster availability metric 
on its decision although with a lower weight). 

Regarding the surviving demand, the visualizations in Fig. 5 show 
that all RMSA algorithms are able to maintain 100 % of all survivable 
bit-rate for the lower values of network load. This is not surprising as 
there is plenty of the resources in the surviving network in these cases 
and this is the reason why the average surviving demand results shown 
in Table 6 are so close between the different RMSA algorithms. Then, 
when failure events happen in higher network load values, only part of 
the survivable bit-rate can survive and the Mixed RMSA Variant 3 be
comes consistently better than the two other algorithms. 

Concerning simulation running times, Table 9 presents the total 
running time of each simulation, including the regular state and all 
failure states. Recall that we have considered the same number of events 
(both in terms of request and failure events) for all simulations of all 
networks. However, the runtime values in Table 9 increase with the size 
of the network. The reason for this increase is a combination of two 
factors. One in that bigger networks accommodate more lightpaths and 
so, in multiple node failure events, the RMSA algorithm has to deal with 
more affected demands, on average. The other is that the k-shortest 
paths algorithm which is run in every RMSA decision takes longer 
runtime in bigger networks. 

Moreover, there are some noticeable differences between the run
time values of the different RMSA algorithms for the same network. The 
reason for these differences is again a combination of two factors. One is 
the complexity of each RMSA decision: FF is clearly the less complex 
algorithm while the Mixed RMSA variants are the more complex ones. 
The second is the performance of each algorithm in terms of non- 
disrupted demand: the most efficient algorithms minimize the number 
of disrupted lightpaths and the required RMSA decision in the failure 
state becomes quicker as it involves a smaller number of affected 
demands. 

As a final note, recall that the node weights defining the probability 
of each node being discovered by the attacker were assumed to be wi =

10 for the DC nodes and wi = 1 for all other nodes. Some additional 
simulation tests were conducted (not reported here) with different 
weight sets. The conclusions between the different proposed RMSA al
gorithms are similar to the ones reported here as long as the ratio be
tween the highest weight and the lowest weight is significant. When this 
ratio is small, the probability of each node being attacked (when an 
attack is realized) becomes similar among all nodes and the path disaster 
availability of candidate paths becomes inversely proportional to the 
number of links of the path. In this case, the maximization of the path 
disaster availability tends to select the same paths as the minimization of 
the number of assigned FSs in all links of the path (the second considered 
spectrum usage metric used in the Mixed RMSA Variant 3) as the 
number of links of the path becomes the main optimization factor of 
both metrics. Again the Mixed RMSA Variant 3 is the best overall al
gorithm but the difference between its performance and the perfor
mance of the other RMSA algorithms becomes smaller than the ones 
reported here. In particular, the FF algorithm becomes better as it selects 
the first path with enough available spectrum resources considering the 
paths ordered from the shortest to the longest optical length and there is 

Table 7 
Average surviving demand (%) results.  

Network FF LFS PDA Mv1 Mv2 Mv3 

Germany50 89.46 89.70 89.31 89.70 89.48 89.74 
Cost266 83.56 83.58 83.40 83.58 83.57 83.59 
Janos-US 75.17 75.12 74.82 75.14 75.04 75.15  

Table 8 
Relative frequency (in %) of each type of surviving network.  

Network Disconnected 1-connected 2-connected 

Germany50 4.24 60.51 35.25 
Cost266 17.07 72.12 10.81 
Janos-US 40.61 55.15 4.24  
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a strong positive correlation between the optical length of a path and its 
number of links. 

6. Conclusions 

In EONs, the RMSA algorithm rules the way the optical spectrum of 
the EON is assigned to each service demand with the primary goal of 
using the spectrum resources in an efficient way. Then, other goals can 
also be addressed as long as the spectrum usage efficiency is not jeop
ardized. One such goal is the resilience of the EON to large-scale failures 
and one source of such failures is malicious human activities. In terrorist 
attacks, although node shutdowns are harder to realize than link cuts, 

they are the most rewarding in the attackers’ perspective since the 
shutdown of one node also shuts down all its fiber links. 

In a previous work, a path disaster availability metric was proposed 
for the RMSA decision which takes into account the probability of each 
path not being disrupted by a multiple node failure. Here, we have 
proposed a set of RMSA algorithms that make use of the path disaster 
availability metric for dynamic EONs where requests arrive randomly 
one at a time and the accepted ones last in the network for a random 
time duration. 

To evaluate the proposed RMSA algorithms, we have developed an 
event-driven simulator able to assess the spectrum usage efficiency of 
the different RMSA algorithms and also their resilience to multiple node 

Fig. 3. Evolution of the highest allocated FS as a function of the event number in the regular state (|F| is the number of FSs on each fiber link).  
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failures assessed by 2 parameters: the average non-disrupted demand 
and the average surviving demand. All algorithms were evaluated 
through simulation considering a mix of unicast and anycast services in 
3 well-known topologies and, in the failure cases, a restoration mecha
nism where the non-affected lightpaths remain unchanged and the de
mands of the affected lightpaths are reassigned as much as possible in 
the spectrum resources of the surviving network. 

In the simulations, we have compared two commonly used RMSA 
algorithms (FF and LFS) with different proposed RMSA algorithms using 
the path disaster availability metric: the PDA algorithm and the 3 var
iants of the Mixed RMSA algorithm. PDA uses the path disaster avail
ability metric as its primary criterion. The 3 variants of the Mixed RMSA 

combine in three different ways the path disaster availability metric 
with 2 spectrum usage metrics: the lowest assigned frequency slot and 
the number of assigned frequency slots. Moreover, the combination 
takes into consideration the current load of the EON so that the resil
ience to multiple node failures has a higher weight in the RMSA decision 
when the EON is lightly loaded while the spectrum usage metrics have a 
higher weight in the RMSA decision when the EON is heavily loaded. 

The simulation results have shown that the RMSA algorithm that 
combines the path disaster availability with the two spectrum usage 
metrics (named Mixed RMSA Variant 3 algorithm) is the best trade-off 
between the spectrum usage efficiency and the resilience of the EON 
to multiple node failures: this algorithm is the most efficient in terms of 

Fig. 4. Evolution of the non-disrupted demand, in percentage, as a function of the consecutive failure events.  
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spectrum usage (reaching the lowest level of rejected bit-rate) and, 
concerning the resiliency to multiple node failures, it is the most effi
cient in terms of average surviving demand and almost as efficient as the 
PDA algorithm in terms of average non-disrupted demand. 
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Fig. 5. Evolution of the surviving demand, in percentage, as a function of the consecutive failure events.  

Table 9 
Total running time (in the format H:MM:SS) of each simulation.  

Network FF LFS PDA Mv1 Mv2 Mv3 

Germany50 1:00:33 1:08:51 0:52:10 1:04:27 0:59:11 1:04:44 
Cost266 0:20:11 0:22:57 0:18:52 0:22:04 0:20:23 0:21:43 
Janos-US 0:06:17 0:08:10 0:06:56 0:07:57 0:07:06 0:07:47  
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