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Representation formulae for the fractional
Brownian motion

Jean Picard

Abstract We discuss the relationships between some classical representations of the
fractional Brownian motion, as a stochastic integral with respect to a standard Brow-
nian motion, or as a series of functions with independent Gaussian coefficients. The
basic notions of fractional calculus which are needed for the study are introduced.
As an application, we also prove some properties of the Cameron-Martin space of
the fractional Brownian motion, and compare its law with thelaw of some of its
variants. Several of the results which are given here are notnew; our aim is to pro-
vide a unified treatment of some previous literature, and to give alternative proofs
and additional results; we also try to be as self-contained as possible.

1 Introduction

Consider a fractional Brownian motion(BH
t ; t ∈R) with Hurst parameter 0<H < 1.

These processes appeared in 1940 in [24], and they generalise the caseH = 1/2
which is the standard Brownian motion. A huge literature hasbeen devoted to them
since the late 60’s. They are often used to model systems involving Gaussian noise,
but which are not correctly explained with a standard Brownian motion. Our aim
here is to give a few basic results about them, and in particular to explain how all of
them can be deduced from a standard Brownian motion.

The processBH is a centred Gaussian process which has stationary increments
and isH-self-similar; these two conditions can be written as

BH
t+t0 −BH

t0 ≃ BH
t , BH

λ t ≃ λ HBH
t (1)
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2 Jean Picard

for t0 ∈ R andλ > 0, where the notationZ1
t ≃ Z2

t means that the two processes
have the same finite dimensional distributions. We can deduce from (1) thatBH

−t and
BH

t have the same variance, that this variance is proportional to |t|2H , and that the
covariance kernel ofBH must be of the form

C(s, t) = E
[
BH

s BH
t

]
=

1
2
E

[
(BH

s )
2+(BH

t )
2− (BH

t −BH
s )

2
]

=
1
2
E

[
(BH

s )
2+(BH

t )
2− (BH

t−s)
2
]

=
ρ
2

(
|s|2H + |t|2H −|t− s|2H

)
(2)

for a positive parameterρ = E[(BH
1 )

2] (we always assume thatρ 6= 0). The process
BH has a continuous modification (we always choose this modification), and its law
is characterised by the two parametersρ andH; however, the important parameter
is H, andρ is easily modified by multiplyingBH by a constant. In this article, it will
be convenient to supposeρ = ρ(H) given in (51); this choice corresponds to the
representation ofBH given in (6). We also consider the restriction ofBH to intervals
of R such asR+, R− or [0,1].

Notice that the fractional Brownian motion also exists forH = 1 and satisfies
B1

t = t B1
1; this is however a very particular process which is excludedfrom our

study (with our choice ofρ(H) we haveρ(1) = ∞).

The standard Brownian motionWt = B1/2
t is the process corresponding toH =

1/2 andρ = ρ(1/2) = 1. It is often useful to representBH for 0 < H < 1 as a
linear functional ofW; this means that one looks for a kernelKH(t,s) such that the
Wiener-Itô integral

BH
t =

∫
KH(t,s)dWs (3)

is aH-fractional Brownian motion. More generally, consideringthe family(BH ; 0<
H < 1) defined by (3), we would like to findKJ,H so that

BH
t =

∫
KJ,H(t,s)dBJ

s. (4)

In this case however, we have to give a sense to the integral; the processBJ is a
Gaussian process but is not a semimartingale forJ 6= 1/2, so we cannot consider Itô
integration. In order to solve this issue, we approximateBJ with smooth functions
for which the Lebesgue-Stieltjes integral can be defined, and then verify that we can
pass to the limit in an adequate functional space in whichBJ lives almost surely.
Alternatively, it is also possible to use integration by parts.

The case whereKJ,H is a Volterra kernel (KJ,H(t,s) = 0 if s> t) is of particular
interest; in this case, the completed filtrations ofBH and of the increments ofBJ

satisfyFt(BH)⊂ Ft(dBJ), with the notation

Ft(X) = σ
(
Xs;s≤ t

)
, Ft(dX) = σ

(
Xs−Xu;u≤ s≤ t

)
. (5)
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Notice that when the time interval isR+, thenFt(dBJ) =Ft(BJ) (becauseBJ
0 = 0),

but this is false fort < 0 when the time interval isR orR−. WhenFt(BH)=Ft (BJ),
we say that the representation (4) is canonical; actually, we extend here a terminol-
ogy, introduced by [25] (see [16]), which classically describes representations with
respect to processes with independent increments (so here the representation (3));
such a canonical representation is in some sense unique.

Another purpose of this article is to compareBH with two other families of pro-
cesses with similar properties and which are easier to handle in some situations:

• The so-called Riemann-Liouville processes onR+ (they are also sometimes
called type II fractional Brownian motions, see [27]), are deduced from the
standard Brownian motion by applying Riemann-Liouville fractional operators,
whereas, as we shall recall it, the genuine fractional Brownian motion requires a
weighted fractional operator.

• We shall also consider here some processes defined by means ofa Fourier-
Wiener series on a finite time interval; they are easy to handle in Fourier analysis,
whereas the Fourier coefficients of the genuine fractional Brownian motion do
not satisfy good independence properties.

We shall prove that the Cameron-Martin spaces of all these processes are equivalent,
and we shall compare their laws; more precisely, it is known from [10, 15, 16] that
two Gaussian measures are either equivalent, or mutually singular, and we shall
decide between these two possibilities.

Let us now describe the contents of this article. Notations and definitions which
are used throughout the article are given in Section 2; we also give in this section
a short review of fractional calculus, in particular Riemann-Liouville operators and
some of their modifications which are important for our study; we introduce some
functional spaces of Hölder continuous functions; much more results can be found
in [35]. In Section 3, we give some resuts concerning the timeinversion (t 7→ 1/t)
of Gaussian self-similar processes.

We enter the main topic in Section 4. Our first aim is to explorethe relationship
between two classical representations ofBH with respect toW, namely the repre-
sentation of [26],

BH
t =

1
Γ (H +1/2)

∫

R

(
(t − s)H−1/2

+ − (−s)H−1/2
+

)
dWs (6)

onR (with the notationuλ
+ = uλ 1{u>0}), and the canonical representation onR+ ob-

tained in [30, 29], see also [8, 32] (this is a representationof type (3) for a Volterra
kernelKH , and such thatW andBH generate the same filtration). Let us explain the
idea by means of which this relationship can be obtained; in the canonical represen-
tation onR+, we wantBH

t to depend on past valuesWs, s≤ t, or equivalently, we
want the infinitesimal incrementdBH

t to depend on past incrementsdWs, s≤ t. In
(6), values ofBH

t for t ≥ 0 involve values ofWs for all −∞ ≤ s≤ t, so this is not
convenient for a study onR+. However, we can reverse the time (t 7→ −t) and use
the backward representation
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BH
t =

1
Γ (H +1/2)

∫ +∞

0

(
sH−1/2− (s− t)H−1/2

+

)
dWs

onR+. Now the value ofBH
t involves the whole path ofW onR+, but we can no-

tice that the infinitesimal incrementdBH
t only involves future incrementsdWs, s≥ t.

ThusdBH(1/t) depends on past incrementsdW(1/s), s≤ t. We can then conclude
by applying the invariance of fractional Brownian motions by time inversion which
has been proved in Section 3. This argument is justified in [29] by using the gener-
alised processesdBH

t /dt, but we shall avoid the explicit use of these processes here.
This technique can be used to work out a general relationshipof type (4) between
BH andBJ for any 0< J,H < 1, see Theorem 4.3 (such a relation was obtained by
[20]).

Application of time inversion techniques also enables us todeduce in Theorem
4.14 a canonical representation onR−, and to obtain in Theorem 4.20 some non
canonical representations ofBH with respect to itself, extending the classical case
H = 1/2; these representations are also considered by [21].

Representations of type (3) or (4) can be applied to descriptions of the Cameron-
Martin spacesHH of the fractional Brownian motionsBH ; these spaces are Hilbert
spaces which characterise the laws of centred Gaussian processes (see Appendix C).
The spaceH1/2 is the classical space of absolutely continuous functionsh such that
h(0) = 0 and the derivativeD1h is square integrable, and (3) implies thatHH is the
space of functions of the form

t 7→ 1
Γ (H +1/2)

∫

R

(
(t − s)H−1/2

+ − (−s)H−1/2
+

)
f (s)ds

for square integrable functionsf .
Sections 5 and 6 are devoted to the comparison ofBH with two processes. One of

them is self-similar but has only asymptotically stationary increments in large time,
and the other one has stationary increments, but is only asymptotically self-similar
in small time.

In Section 5, we consider onR+ the so-called Riemann-Liouville process defined
for H > 0 by

XH
t =

1
Γ (H +1/2)

∫ t

0
(t − s)H−1/2dWs.

This process isH-self-similar but does not have stationary increments; contrary to
BH , the parameterH can be larger than 1. The Cameron-Martin spaceH ′

H of XH is
the space of functions

t 7→ 1
Γ (H +1/2)

∫ t

0
(t − s)H−1/2 f (s)ds

for square integrable functionsf . We explain in Theorem 5.4 a result of [35], see
[8], stating thatHH andH ′

H are equivalent for 0< H < 1 (they are the same set
with equivalent norms). We also compare the paths ofBH andXH , and in particular
study the equivalence or mutual singularity of the laws of these processes (Theorem
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5.8); it appears that these two processes can be discriminated by looking at their
behaviour in small (or large) time. As an application, we also estimate the mutual
information of increments ofBH on disjoint time intervals (more results of this type
can be found in [31]).

Another classical representation of the fractional Brownian motion onR is its
spectral representation which can be written in the form

BH
t =

1√
π

∫ +∞

0
s−1/2−H

((
cos(st)−1

)
dW1

s + sin(st)dW2
s

)
, (7)

whereW1
t andW2

t , t ≥ 0, are two independent standard Brownian motions; it is
indeed not difficult to check that the right-hand side is Gaussian, centred,H-self-
similar with stationary increments, and 1/

√
π is the constant for which this process

has the same variance as (6) (see Appendix B). If now we are interested inBH on
a bounded interval, say[0,1], we look for its Fourier coefficients. Thus the aim
of Section 6 is to study the relationship betweenBH on [0,1] and some series of
trigonometric functions with independent Gaussian coefficients. More precisely, the
standard Brownian motion can be defined on[0,1] by series such as

Wt = ξ0t +
√

2 ∑
n≥1

(
ξn

cos(2nπt)−1
2nπ

+ ξ ′
n
sin(2nπt)

2nπ

)
, (8)

Wt =
√

2 ∑
n≥0

(
ξn

cos((2n+1)πt)−1
(2n+1)π

+ ξ ′
n
sin((2n+1)πt)

(2n+1)π

)
, (9)

or

Wt =
√

2 ∑
n≥0

ξn
sin

(
(n+1/2)πt

)

(n+1/2)π
, (10)

whereξn, ξ ′
n are independent standard Gaussian variables. The form (10)is the

Karhunen-Loève expansion; it provides the orthonormal basis
√

2sin
(
(n+1/2)πt

)

of L2([0,1]), such that the expansion ofWt on this basis consists of independent
terms; it is a consequence of (9) which can be written on[−1/2,1/2], and of the
property

Wt ≃
√

2Wt/2 ≃Wt/2−W−t/2.

It is not possible to write on[0,1] the analogues of these formulae forBH , H 6= 1/2,
but it is possible (Theorem 6.1) to writeBH on [0,1] as

BH
t = aH

0 ξ0t + ∑
n≥1

aH
n

((
cos(πnt)−1

)
ξn+ sin(πnt)ξ ′

n

)
(11)

with ∑(aH
n )

2 < ∞. This result was proved in [18] whenH ≤ 1/2, and the case
H > 1/2 was studied in [17] with an approximation method. Formula (11) is not
completely analogous to (8), (9) or (10); contrary to these expansions ofW, theσ -
algebra generated byBH in (11) is strictly smaller than theσ -algebra of the sequence
(ξn,ξ ′

n); in other words, the right hand side of (11) involves an extrainformation not
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contained inBH , and this is a drawback for some questions. This is why we define
for H > 0 a process

B̂H
t = ξ0t +

√
2 ∑

n≥1

(
ξn

cos(2πnt)−1

(2πn)H+1/2
+ ξ ′

n
sin(2πnt)

(2πn)H+1/2

)

which is a direct generalisation of (8), and a similar process B
H
t which generalises

(9). It appears that for 0< H < 1, these processes have local properties similar to
BH , and we can prove that their Cameron-Martin spaces are equivalent toHH (The-
orem 6.9). As an application, we obtain Riesz bases ofHH , and show that functions
of HH can be characterised on[0,1] by means of their Fourier coefficients. We then

study the equivalence or mutual singularity of the laws ofBH andB̂H , B
H

(Theorem
6.13). We also discuss the extension of (10) which has been proposed in [11]. In
Theorem 6.17, we recover a result of [4, 37] which solves the following question:
if we observe a path of a process, can we say whether it is a purefractional Brow-
nian motionBJ, or whether this processBJ has been corrupted by an independent
fractional Brownian motion of different indexH?

Technical results which are required in our study are given in the three appen-
dices:

• a lemma about some continuous endomorphisms of the standardCameron-
Martin space (Appendix A);

• the computation of the variance of fractional Brownian motions (Appendix B);
• results about the equivalence and mutual singularity of laws of Gaussian pro-

cesses, and about their relative entropies, with in particular a short review of
Cameron-Martin spaces (Appendix C).

Notice that many aspects concerning the fractional Brownian motionBH are not
considered in this work. Concerning the representations, it is possible to expand
BH on a wavelet basis; we do not consider this question to which several works
have been devoted, see for instance [28]. We also do not studystochastic differen-
tial equations driven byBH (which can be solved by means of the theory of rough
paths, see [6]), or the simulation of fractional Brownian paths. On the other hand,
fractional Brownian motions have applications in many scientific fields, and we do
not describe any of them.

2 Fractional calculus

Let us first give some notations. All random variables and processes are supposed
to be defined on a probability space(Ω ,F ,P) and the expectation is denoted by
E; processes are always supposed to be measurable functionsΞ : (t,ω) 7→ Ξt(ω),
wheret is in a subset ofR endowed with its Borelσ -algebra; theσ -algebra gener-
ated byΞ is denoted byσ(Ξ), and for the filtrations we use the notation (5). The
derivative of ordern of f is denoted byDn f ; the function is said to be smooth if
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it is C∞. The functionf1 is said to be dominated byf2 if | f1| ≤ C f2. The notation
un ≍ vn means thatvn/un is between two positive constants. We say that two Hilbert
spacesH andH ′ are equivalent (and writeH ∼ H ′) if they are the same set and

C1‖h‖H ≤ ‖h‖H ′ ≤C2‖h‖H (12)

for some positiveC1 andC2; this means that the two spaces are continuously em-
bedded into each other. We often use the classical functionΓ defined onC \Z−,
and in particular the propertyΓ (z+1) = zΓ (z).

We now describe the functional spaces, fractional integrals and derivatives which
are used in this work; see [35] for a much more complete study of the fractional
calculus. These functional spaces are weighted Hölder spaces which are convenient
for the study of the fractional Brownian motion. The resultsare certainly not stated
in their full generality, but are adapted to our future needs.

2.1 Functional spaces

The main property which is involved in our study is the Hölder continuity, but func-
tions will often exhibit a different behaviour near time 0 and for large times. More
precisely, on the time intervalR⋆

+, let Hβ ,γ,δ for 0 < β < 1 andγ, δ real, be the
Banach space of real functionsf such that

‖ f‖β ,γ,δ = sup
t

| f (t)|
tβ tγ,δ + sup

s<t

∣∣ f (t)− f (s)
∣∣

(t − s)β sups≤u≤t uγ,δ (13)

is finite, with the notation

tγ,δ = tγ1{t≤1}+ tδ 1{t>1}. (14)

Thus functions of this space are locally Hölder continuouswith index β , and pa-
rametersγ andδ make more precise the behaviour at 0 and at infinity. Ifβ + γ > 0,
the functionf can be extended by continuity at 0 byf (0) = lim0 f = 0. If γ ≥ 0 and
δ ≥ 0 and if we consider functionsf such that lim0 f = 0, then the second term of
(13) dominates the first one (letsdecrease to 0).

Remark 2.1.Define

‖ f‖′β ,γ,δ = sup

{ ∣∣ f (t)− f (s)
∣∣

(
2n
)γ,δ

(t − s)β
, 2n ≤ s≤ t ≤ 2n+1, n∈ Z

}
.

Then this semi-norm is equivalent to the second term in (13);in particular, ifγ ≥ 0
andδ ≥ 0, then‖.‖β ,γ,δ and‖.‖′β ,γ,δ are equivalent on the space of functionsf such
that lim0 f = 0. It is indeed easy to see that‖.‖′β ,γ,δ is dominated by the second term
of (13). For the inverse estimation, notice that upper bounds for | f (t)− f (s)| can be
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obtained by adding the increments off on the dyadic intervals[2n,2n+1] intersecting
[s, t]. More precisely, if 2k−1 ≤ s≤ 2k ≤ 2n ≤ t ≤ 2n+1, then

∣∣ f (t)− f (s)
∣∣≤ ‖ f‖′β ,γ,δ sup

k−1≤ j≤n

(
2 j)γ,δ

(n−1

∑
j=k

2 jβ +(2k− s)β +(t−2n)β
)

≤C‖ f‖′β ,γ,δ sup
s≤u≤t

uγ,δ
(

2nβ −2kβ +(2k− s)β +(t−2n)β
)

≤ 3C‖ f‖′β ,γ,δ sup
s≤u≤t

uγ,δ (t − s)β

because 2nβ −2kβ ≤ (2n−2k)β ≤ (t − s)β .

In particular, one can deduce from Remark 2.1 thatHβ ,γ,δ is continuously em-
bedded intoHβ−ε,γ+ε,δ+ε for 0< ε < β .

Theorem 2.2.The map( f1, f2) 7→ f1 f2 is continuous fromHβ ,γ1,δ1 ×Hβ ,γ2,δ2 into
H

β ,β+γ1+γ2,β+δ1+δ2.

Proof. This is a bilinear map, so it is sufficient to prove that the image of a bounded
subset is bounded. Iff1 and f2 are bounded in their respective Hölder spaces, it is
easy to deduce thatf1(t) f2(t) is dominated byt2β tγ1+γ2,δ1+δ2. On the other hand,
following Remark 2.1, we verify that for 2n ≤ s≤ t ≤ 2n+1,
∣∣ f1(t) f2(t)− f1(s) f2(s)

∣∣≤
∣∣ f1(s)

∣∣ ∣∣ f2(t)− f2(s)
∣∣+

∣∣ f2(t)
∣∣ ∣∣ f1(t)− f1(s)

∣∣

≤C
(

sβ sγ1,δ1(2n)γ2,δ2(t − s)β + tβ tγ2,δ2(2n)γ1,δ1(t − s)β
)

≤C′(2n)β (2n)γ1,δ1(2n)γ2,δ2(t − s)β .

The theorem is therefore proved. ⊓⊔

Let us define
H

β ,γ =H
β ,γ,0, H

β =H
β ,0,0.

These spaces can be used for functions defined on a finite time interval[0,T], since
in this case the parameterδ is unimportant. For functions defined onR⋆

−, we say that
f is in Hβ ,γ,δ if t 7→ f (−t) is in it, and for functions defined on a general interval
of R, we assume that the restrictions toR⋆

+ andR⋆
− are inHβ ,γ,δ . For γ = 0, the

regularity at time 0 is similar to other times, so spacesHβ ,0,δ are invariant by the
time shiftsf 7→ f (.+ t0)− f (t0). If we consider a time interval of type[1,+∞), then
the parameterγ can be omitted and we denote the space byHβ ,.,δ .

We use the notations

H
β−,γ,δ+ =

⋂

ε>0

H
β−ε,γ,δ+2ε , H

β−,γ =
⋂

ε>0

H
β−ε,γ , H

β− =
⋂

ε>0

H
β−ε . (15)

They are Fréchet spaces.
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Example 2.3.If BH is aH-fractional Brownian motion on the time interval[0,1], the
probability of the event{BH ∈Hβ} is 1 if β <H (this follows from the Kolmogorov
continuity theorem). In particular,BH lives almost surely inHH−. We shall see in
Remark 3.2 that this implies that on the time intervalR+, the processBH lives in
HH−,0,0+.

The parametersγ andδ can be modified by means of some multiplication oper-
ators. More precisely, onR⋆

+, define

Π α f (t) = tα f (t), Π α1,α2 f (t) = tα1(1+ t)α2−α1 f (t). (16)

Theorem 2.4.The operatorΠ α1,α2 maps continuouslyHβ ,γ,δ intoHβ ,γ+α1,δ+α2. In
particular, on the time interval(0,1], the operatorΠ α maps continuouslyHβ ,γ into
Hβ ,γ+α .

Proof. The quantity|tα − sα |(t − s)−β tβ−α is bounded for 2n ≤ s≤ t ≤ 2n+1, and
the bound does not depend onn (use the scaling). Thus it follows from Remark 2.1
that the functiont 7→ tα is inHβ ,α−β ,α−β . The same property implies that(1+ t)α −
(1+s)α is dominated by(1+ t)α−β (t−s)β (with the same assumptions onsandt),
and we can deduce thatt 7→ (1+t)α is inHβ ,−β ,α−β (the coefficient−β is due to the
fact that the function tends to 1 at 0). We deduce from Theorem2.2 that the function
tα1(1+ t)α2−α1 is inHβ ,α1−β ,α2−β . The operatorΠ α1,α2 is the multiplication by this
function, and the result follows by again applying Theorem 2.2. ⊓⊔

It is then possible to deduce a density result for the spaces of (15) (the result
is false withβ instead ofβ−). Fractional polynomials are linear combinations of
monomialstα , α ∈R, and these monomials are inHβ ,γ on (0,1] if α ≥ β + γ.

Theorem 2.5.Let0< β < 1.

• On (0,1], fractional polynomials (belonging toHβ−,γ) are dense inHβ−,γ .
• OnR⋆

+, smooth functions with compact support are dense inHβ−,γ,δ+.

Proof. Let us consider separately the two statements.

Study on(0,1]. The problem can be reduced to the caseγ = 0 with Theorem 2.4,
and functionsf of Hβ− are continuous on the closed interval[0,1] with f (0) = 0.
If f is inHβ−ε (for ε small), it can be approximated by classical polynomialsfn by
means of the Stone-Weierstrass theorem; more precisely, ifwe choose the Bernstein
approximationsE f

(
1
n ∑n

j=11{U j≤x}
)

for independent uniformly distributed variables

U j in [0,1], then fn is bounded inHβ−ε and converges uniformly tof . Thus
∣∣ fn(t)− fn(s)− f (t)+ f (s)

∣∣

≤C
(
| fn(t)− fn(s)|(β−2ε)/(β−ε)+ | f (t)− f (s)|(β−2ε)/(β−ε))

sup
u
| fn(u)− f (u)|ε/(β−ε)

≤C′(t − s)β−2ε sup
u
| fn(u)− f (u)|ε/(β−ε). (17)
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These inequalities can also be written fors= 0 to estimate| fn(t)− f (t)|, so fn
converges tof in Hβ−2ε .

Study onR⋆
+. The technique is similar. By means ofΠ α1,α2, we can reduce the

study to the caseγ = 0 and−2β < δ < −β . Let f be inHβ−,0,δ+ and let us fix a
smallε > 0; then f is in Hβ−ε,0,δ+2ε ; in particular, it tends to 0 at 0 and at infinity.
A standard procedure enables to approximate it uniformly bysmooth functionsfn
with compact support, such thatfn is bounded inHβ−ε,0,δ+2ε ; to this end, we first
multiply f by the functionφn supported by[2−n−1,2n+1], taking the value 1 on
[2−n,2n], and which is affine on[2−n−1,2−n] and on[2n,2n+1]; then we take the
convolution off φn with 2n+2ψ(2n+2t) for a smooth functionψ supported by[−1,1]
and with integral 1. By proceeding as in (17), we can see that

∣∣ fn(t)− fn(s)− f (t)+ f (s)
∣∣

≤C(t − s)β−2ε sup
s≤u≤t

(
u0,δ+2ε)(β−2ε)/(β−ε)

sup
u
| fn(u)− f (u)|ε/(β−ε)

so fn converges tof in H
β−2ε,0,δ+4ε because(δ +2ε)(β −2ε)/(β − ε) ≤ δ +4ε

for ε small enough. ⊓⊔

2.2 Riemann-Liouville operators

An important tool for the stochastic calculus of fractionalBrownian motions is
the fractional calculus obtained from the study of Riemann-Liouville operatorsIα

±.
These operators can be defined for any real indexα (and even for complex indices),
but we will mainly focus on the case|α|< 1.

2.2.1 Operators with finite horizon

The fractional integral operatorsIα
τ± (Riemann-Liouville operators) are defined for

τ ∈ R andα > 0 by

Iα
τ+ f (t) =

1
Γ (α)

∫ t

τ
(t − s)α−1 f (s)ds, Iα

τ− f (t) =
1

Γ (α)

∫ τ

t
(s− t)α−1 f (s)ds,

(18)
respectively fort > τ and t < τ. These integrals are well defined for instance if
f is locally bounded on(τ,+∞) or (−∞,τ), and is integrable nearτ. If f is inte-
grable, they are defined almost everywhere, andIα

τ± is a continuous endomorphism
of L1([τ,T ]) or L1([T,τ]). These operators satisfy the semigroup property

Iα2
τ±Iα1

τ± = Iα1+α2
τ± (19)
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which can be proved from the relation between Beta and Gamma functions recalled
in (95). If α is an integer, we get iterated integrals; in particular,I1

τ± f is ± the
primitive of f taking value 0 atτ. Notice that relations (18) can also be written as

Iα
τ+ f (t) =

1
Γ (α)

∫ t

τ
(t − s)α−1( f (s)− f (t)

)
ds+

(t − τ)α

Γ (α +1)
f (t),

Iα
τ− f (t) =

1
Γ (α)

∫ τ

t
(s− t)α−1( f (s)− f (t)

)
ds+

(τ − t)α

Γ (α +1)
f (t).

(20)

If f is Lipschitz with f (τ) = 0, an integration by parts shows that

Iα
τ+ f (t) =

1
Γ (α +1)

∫ t

τ
(t − s)αd f(s), Iα

τ− f (t) =
−1

Γ (α +1)

∫ τ

t
(s− t)αd f(s).

(21)
For α = 0, the operatorsI0

τ± are by definition the identity (this is coherent with
(21)). The study of the operatorsIα

τ± can be reduced to the study ofIα
0+, since the

other cases can be deduced by means of an affine change of time.

Example 2.6.The value ofIα
0+ on fractional polynomials can be obtained from

Iα
0+

( tβ

Γ (β +1)

)
=

tα+β

Γ (α +β +1)
(22)

which is valid forβ >−1.

Riemann-Liouville operators can also be defined for negative exponents, and are
called fractional derivatives. Here we restrict ourselvesto −1< α < 0, and in this
case the derivative of order−α is defined by

Iα
τ+ f = D1I1+α

τ+ f , Iα
τ− f =−D1I1+α

τ− f (23)

if I1+α
τ± f is absolutely continuous, for the differentiation operator D1. The relation

(22) is easily extended to negativeα (with result 0 if α + β + 1 = 0). Fractional
derivatives operate on smooth functions, and we have the following result.

Theorem 2.7.Suppose that f is smooth and integrable on(0,1]. Then, for anyα >
−1, Iα

0+ f is well defined, is smooth on(0,1], and

∣∣D1Iα
0+ f (t)

∣∣

≤Cα

(
tα−2

∫ t/2

0
| f (s)|ds+ tα−1 sup

[t/2,t]
| f |+ tα sup

[t/2,t]
|D1 f |+ tα+1 sup

[t/2,t]
|D2 f |

)
.

(24)

If D1 f is integrable andlim0 f = 0, then D1Iα
0+ f = Iα

0+D1 f .

Proof. First supposeα > 0. Then, fort > u> 0, we can write (18) in the form
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Iα
0+ f (t) = Γ (α)−1

(∫ u

0
(t − s)α−1 f (s)ds+

∫ t−u

0
sα−1 f (t − s)ds

)
. (25)

This expression is smooth, and

D1Iα
0+ f (t) = Γ (α)−1

(
(α −1)

∫ u

0
(t − s)α−2 f (s)ds

+

∫ t−u

0
sα−1D1 f (t − s)ds+(t−u)α−1 f (u)

)
.

(26)

In particular, by lettingu= t/2, we obtain (24) without theD2 f term. Moreover, if
D1 f is integrable and lim0 f = 0, we see by writing

(t −u)α−1 f (u) =−(α −1)
∫ u

0
(t − s)α−2 f (s)ds+

∫ u

0
(t − s)α−1D1 f (s)ds

that

D1Iα
0+ f (t) = Γ (α)−1

(∫ t−u

0
sα−1D1 f (t − s)ds+

∫ u

0
(t − s)α−1D1 f (s)ds

)

= Iα
0+D1 f (t)

(apply (25) with f replaced byD1 f ). Let us now consider the case−1< α < 0; we
use the definition (23) of the fractional derivative, and in particular deduce thatIα

0+ f
is again smooth. Moreover, from (26),

D1Iα
0+ f (t) = D2Iα+1

0+ f (t)

= Γ (α +1)−1
(

α(α −1)
∫ u

0
(t − s)α−2 f (s)ds+(t −u)αD1 f (u)

+

∫ t−u

0
sα D2 f (t − s)ds+α(t−u)α−1 f (u)

)
.

We deduce (24) by letting againu= t/2. If lim0 f = 0 andD1 f is integrable, then

D1Iα
0+ f = D2Iα+1

0+ f = D1Iα+1
0+ D1 f = Iα

0+D1 f

from the definition (23) and the property forα +1 which has already been proved.
⊓⊔

For −1 < α < 0, a study of (20) shows thatIα
τ± f is defined as soon asf is

Hölder continuous with index greater than−α, and that (20) again holds true. Iff
is Lipschitz andf (τ) = 0, then we can write

Iα
τ± f =±D1I1+α

τ± f = D1I1+α
τ± I1

τ±D1 f = D1I1
τ±I1+α

τ± D1 f =±I1+α
τ± D1 f

where we have used (19) in the third equality, so (21) again holds true. Thus re-
lations (20) and (21) can be used for anyα > −1 (α 6= 0 for (20)). By using the
multiplication operatorsΠ α defined in (16), we can deduce from (20) a formula for
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weighted fractional operators; iff is smooth with compact support inR⋆
+, then

Π−γ Iα
0+Π γ f (t) = Iα

0+ f (t)+
1

Γ (α)

∫ t

0
(t − s)α−1

((s
t

)γ −1
)

f (s)ds (27)

for α >−1, α 6= 0.
Here are some results aboutIα

0+ related to the functional spaces of Subsection
2.1. They can easily be translated into properties ofIα

τ±, see also [35, 32].

Theorem 2.8.Consider the time interval(0,1] and letγ >−1.

• If β andβ +α are in (0,1), then the operator Iα0+ maps continuouslyHβ ,γ into

Hβ+α ,γ .
• The composition rule Iα2

0+Iα1
0+ = Iα1+α2

0+ holds onHβ ,γ providedβ , β +α1 and
β +α1+α2 are in (0,1).

Proof. Let us prove the first statement. Letf be inHβ ,γ . The propertyIα
0+ f (t) =

O(tα+β+γ) can be deduced from (20) and (22). By applying Remark 2.1, it is then
sufficient to compareIα

0+ f at timess andt for 2n ≤ s≤ t ≤ 2n+1, n< 0. Consider
the timev= (3s− t)/2, so that 2n−1 ≤ s/2≤ v≤ s≤ 2n+1. By again applying (20),
we have

Iα
0+ f (t)− Iα

0+ f (s) =
tα f (t)− sα f (s)

Γ (α +1)
+

Av,t −Av,s

Γ (α)
+

f (s)− f (t)
Γ (α)

∫ v

0
(t −u)α−1du

+
1

Γ (α)

∫ v

0

(
(t −u)α−1− (s−u)α−1)( f (u)− f (s)

)
du

with

Av,w =

∫ w

v
(w−u)α−1( f (u)− f (w)

)
du= O

(
(vγ +wγ)(w− v)α+β).

We deduce that

Iα
0+ f (t)− Iα

0+ f (s) =

(
tα − sα) f (s)

Γ (α +1)
+

Av,t −Av,s

Γ (α)
− f (s)− f (t)

Γ (α +1)
(t − v)α

+
1

Γ (α)

∫ v

0

(
(t −u)α−1− (s−u)α−1)( f (u)− f (s)

)
du.

(28)

The second and third terms are easily shown to be dominated by2nγ(t−s)α+β . The
first term is dominated by

sup
s≤u≤t

uα−1(t − s)sβ+γ ≤C2nγ(t − s)α+β .

The last term is dominated by
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∫ v

0

(
(s−u)α−1− (t −u)α−1)(s−u)β(uγ + sγ)du

≤ (1−α)(t− s)
∫ v

0
(s−u)α+β−2(uγ + sγ)du

≤C(t − s)
(

2nγ(s− v)α+β−1+
∫ s/2

0
(s−u)α+β−2(uγ + sγ)du

)

≤C′2nγ(t − s)α+β

becauses− v= (t − s)/2 and the integral on[0,s/2] is proportional tosα+β+γ−1 ≤
c2n(α+β+γ−1) ≤ c2nγ(t − s)α+β−1. Thus the continuity ofIα

0+ is proved. For the
composition rule, it is easily verified for monomialsf (t) = tβ (apply (22)), and is
then extended by density to the spaceHβ−,γ from Theorem 2.5. By applying this
property to a slightly larger value ofβ , it appears that the composition rule actually
holds onHβ ,γ . ⊓⊔

Notice that fractional monomialstκ are eigenfunctions ofΠ−α Iα
0+ andIα

0+Π−α

when they are in the domains of definitions of these operators, so whenκ is large
enough. This implies that these operators commute on fractional polynomials. This
property is then extended to other functions by density. In particular,

Iα2
0+Π−α1−α2Iα1

0+ = Π−α1Iα1+α2
0+ Π−α2, (29)

see (10.6) in [35].

2.2.2 Operators with infinite horizon

The operatorsIα
± are defined by lettingτ →∓∞ in Iα

τ±. However, we will be more
interested in the modified operators

Ĩα
± f (t) = Iα

± f (t)− Iα
± f (0) = lim

τ→∓∞

(
Iα
τ± f (t)− Iα

τ± f (0)
)

when the limit exists. Forα > 0, we can write

Ĩα
+ f (t) =

1
Γ (α)

∫ (
(t − s)α−1

+ − (−s)α−1
+

)
f (s)ds,

Ĩα
− f (t) =

1
Γ (α)

∫ (
(s− t)α−1

+ − sα−1
+

)
f (s)ds

(30)

where we use the notationuλ
+ = uλ 1{u>0}. These integrals are well defined iff (t)

is dominated by(1+ |t|)δ for δ < 1−α (there are also cases where the integrals
are only semi-convergent). In particular, the fractional integrals are generally not
defined for large values ofα, as it was the case forIα

0+. We are going to studỹIα
± on

the functional spacesHβ ,0,δ .
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Remark 2.9.The operator̃Iα
± is a normalisation ofIα

± in the sense that it can be
defined in more cases thanIα

± f . For instance, forα > 0, if we compareIα
− f andĨα

− f
onR⋆

+ for f (s) = sδ , we see that the former one is defined forδ <−α, whereas the
latter one is defined forδ < 1−α.

Let us now consider the case−1< α < 0; we can letτ tend to infinity in (20)
and obtain

Ĩα
+ f (t) =

1
Γ (α)

∫ (
(t − s)α−1

+

(
f (s)− f (t)

)
− (−s)α−1

+

(
f (s)− f (0)

))
ds,

Ĩα
− f (t) =

1
Γ (α)

∫ (
(s− t)α−1

+

(
f (s)− f (t)

)
− sα−1

+

(
f (s)− f (0)

))
ds.

(31)

This expression is defined onHβ ,0,δ providedβ +α > 0 andβ +α + δ < 1.
Let α >−1. Suppose thatf is Lipschitz and has compact support, so thatf is 0

on(−∞,τ], respectively[τ,+∞). ThenIα
± f = Iα

τ± f on [τ,+∞), respectively(−∞,τ],
so Ĩα

± f (t) is equal toIα
τ± f (t)− Iα

τ± f (0), which can be expressed by means of (21).
Thus

Ĩα
+ f (t) =

1
Γ (α +1)

∫ (
(t − s)α

+− (−s)α
+

)
d f(s),

Ĩα
− f (t) =

1
Γ (α +1)

∫ (
sα
+− (s− t)α

+

)
d f(s).

(32)

By applying Theorem 2.7, we see that iff is smooth with compact support, then
Ĩα
± f is smooth and

D1Ĩα
± f = D1Iα

± f = Iα
±D1 f . (33)

Remark 2.10.If f = 0 onR+ and if we look forĨα
+ f on R⋆

+, we see whenα < 0
that f (0) and f (t) disappear in (31), so (30) can be used onR

⋆
+ for both positive

and negativeα, andĨα
+ f is C∞ onR⋆

+.

Theorem 2.11.Consider the operators̃Iα
+ and Ĩα

− on the respective time intervals
(−∞,T] for T ≥ 0, and[T,+∞) for T ≤ 0. Letδ > 0.

• The operator̃Iα
± maps continuouslyHβ ,0,δ intoHβ+α ,0,δ providedβ , β +α and

β +α + δ are in (0,1).
• The composition rulẽIα2

± Ĩα1
± = Ĩα1+α2

± holds onHβ ,0,δ providedβ , β +α1, β +
α1+α2, β +α1+ δ andβ +α1+α2+ δ are in (0,1).

Proof. It is of course sufficient to studỹIα
+. We prove separately the two statements.

Continuity ofĨα
+. We want to study the continuity on the time interval(−∞,T]; by

means of a time shift, let us consider the time interval(−∞,−1], and let us prove
that if f is inHβ ,.,δ , then the function limτ→−∞(Iα

τ+ f (t)− Iα
τ+ f (−1)) is inHβ+α ,.,δ .

From Remark 2.1, it is sufficient to estimate the increments of this function on
intervals[s, t] ⊂ [−2n+1,−2n] for n≥ 0. Consider the proof of Theorem 2.8 where
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Iα
0+ is replaced byIα

τ+, and let us estimateIα
τ+ f (t)− Iα

τ+ f (s) for τ → −∞. We can
write a formula similar to (28). The first term involves(t − τ)α − (s− τ)α which
tends to 0 asτ → −∞, so this first term vanishes. The second and third terms are
dealt with similarly to Theorem 2.8; the only difference is that the weight 2nγ now
becomes 2nδ . The last term is an integral on(−∞,v) and is dominated by

(t − s)
∫ v

−∞
(s−u)α+β−2|u|δ du= (t − s)

∫ +∞

(t−s)/2
uα+β−2(u− s)δ du

≤ (t − s)
∫ +∞

(t−s)/2

(
uα+β+δ−2+uα+β−2|s|δ

)
du

≤C(t − s)
(
(t − s)α+β+δ−1+(t− s)α+β−1|s|δ

)

≤ 2C(t − s)α+β |s|δ .

Composition rule.If f is 0 before some timeτ0, thenĨα1
+ f (t) = Iα1

τ+ f (t)− Iα1
τ+ f (0)

for τ ≤ τ0∧ t. Thus

Ĩα2
+ Ĩα1

+ f (t) = lim
τ→−∞

(
Iα2
τ+ Ĩα1

+ f (t)− Iα2
τ+Ĩα1

+ f (0)
)

with

Iα2
τ+Ĩα1

+ f (t) = Iα2
τ+Iα1

τ+ f (t)− (t − τ)α2

Γ (α2+1)
Iα1
τ+ f (0) = Iα1+α2

τ+ f (t)− (t − τ)α2

Γ (α2+1)
Iα1
+ f (0)

from Theorem 2.8. Thus

Ĩα2
+ Ĩα1

+ f (t) = Ĩα1+α2
+ f (t)− lim

τ→−∞

(t − τ)α2 − (−τ)α2

Γ (α2+1)
Iα1
+ f (0) = Ĩα1+α2

+ f (t).

The case of general functions is then deduced from the density of functions with
compact support inHβ−,0,δ+ (Theorem 2.5); the proof onHβ ,0,δ is obtained as in
Theorem 2.8 by increasingβ and decreasingδ slightly. ⊓⊔

In particular, we deduce from Theorem 2.11 thatĨα
± is a homeomorphism from

Hβ−,0,0+ ontoH(α+β )−,0,0+ if β andα +β are in(0,1), andĨ−α
± is its inverse map.

2.2.3 Operators for periodic functions

Consider a bounded 1-periodic functionf . Let |α|< 1; if α < 0, suppose moreover
that f is in Hβ for someβ > −α. ThenĨα

+ f is well defined and is given by (30) or
(31); moreover, this function is also 1-periodic, and is 0 attime 0; this follows from

Iα
τ+ f (t +1) = Iα

(τ−1)+ f (t)

so that
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Iα
τ+ f (t +1)− Iα

τ+ f (0) =
(
Iα
(τ−1)+ f (t)− Iα

(τ−1)+ f (0)
)
+
(
Iα
(τ−1)+ f (0)− Iα

τ+ f (0)
)
.

By lettingτ →−∞, one easily checks that the second part tends to 0, soĨα
+ f (t+1) =

Ĩα
+ f (t).

The following example explains the action ofĨα
+ on trigonometric functions.

Example 2.12.Let us computẽIα
+ on the family of complex functionsφr(t)= eirt −1

for r > 0. Suppose 0< α < 1. The formula

Γ (α) =
∫ ∞

0
sα−1e−sds= uα

∫ ∞

0
sα−1e−usds

is valid for u> 0 and can be extended to complex numbers with positive real part.
One can also write it foru=∓ir , r > 0, and we obtain

∫ ∞

0
sα−1e±irsds= e±iαπ/2r−αΓ (α) (34)

where the integral is only semi-convergent. Thus we obtain the classical formula
(see Section 7 of [35])

Iα
+eirt =

1
Γ (α)

∫ t

−∞
(t − s)α−1eirsds

=
eirt

Γ (α)

∫ ∞

0
sα−1e−irsds= r−αe−iαπ/2eirt .

We deduce that̃Iα
+φr = r−αe−iαπ/2φr , and this relation is extended to negativeα

since the operators of exponentsα and−α are the inverse of each other (Theorem
2.11). In particular,

Ĩα
+

(
1− cos(rt )

)
= r−α

(
cos(απ/2)− cos(rt −απ/2)

)

Ĩα
+ sin(rt ) = r−α

(
sin(απ/2)+ sin(rt −απ/2)

)
.

(35)

Remark 2.13.We can similarly studỹIα
− which multipliesφr by r−αeiαπ/2; conse-

quently, the two-sided operator(Ĩα
+ + Ĩα

−)/(2cos(απ/2)) multipliesφr by r−α .

Let us now define two modificationŝIα
+ andI

α
+ of Ĩα

+ which will be useful for the
study of the fractional Brownian motion on[0,1]. Consider a bounded functionf
defined on the time interval[0,1] and such thatf (0) = 0. If α < 0, suppose again
that f is in Hβ for someβ >−α. Let g(t) be the 1-periodic function coinciding on
[0,1] with f (t)− t f (1). We now define on[0,1]

Îα
+ f (t) = t f (1)+ Ĩα

+g(t). (36)

ThusÎα
+ satisfies the formulae (35) forr = 2nπ , and we decide arbitrarily that̂Iα

+t =
t. On the other hand, leth be the function with 1-antiperiodic increments, so that
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h(1+ t)−h(1+ s)=−h(t)+h(s),

and coinciding withf on [0,1]. We define

I
α
+ f (t) = Ĩα

+h(t). (37)

ThenI
α
+ satisfies (35) forr = (2n+1)π .

It is clear thatÎα2
+ Îα1

+ = Îα1+α2
+ is satisfied onHβ as soon asβ , β + α1 and

β +α1 +α2 are in (0,1), and the same property is valid forI
α
+ (apply Theorem

2.11). Actually, these composition rules can be used to extend the two operators to
arbitrarily large values ofα. Moreover,̂Iα

+ andI
α
+ are homeomorphisms fromHβ

ontoHβ+α if β andβ +α are in(0,1), and their inverse maps arêI−α
+ andI

−α
+ .

2.3 Some other operators

Let us describe the other operators which are used in this work. The multiplication
operatorΠ α , α ∈R, has already been defined in (16) onR⋆

+, and let us complement
it with

Π̃ α f (t) = I1
0+Π α D1 f (t) =

∫ t

0
sαd f(s) = tα f (t)−α

∫ t

0
sα−1 f (s)ds (38)

for f smooth with compact support. In the last form, we see thatΠ̃ α f can be defined
as soon astα−1 f (t) is integrable on any[0,T], so onHβ ,γ,δ if α +β + γ > 0.

On the other hand, let us define forα ∈R the time inversion operatorsTα andT ′
α

onR⋆
+ by

Tα f (t) = t2α f (1/t) (39)

and

T ′
α f (t) =−I1

0+Tα−1D1 f (t) =−
∫ t

0
s2α−2D1 f (1/s)ds=−

∫ ∞

1/t
s−2αd f(s)

= t2α f (1/t)−2α
∫ ∞

1/t
s−2α−1 f (s)ds (40)

and the last form can be used ift−2α−1 f (t) is integrable on any[T,∞), so in partic-
ular onHβ ,γ,δ if 2α > β +δ . Actually, the form ofTα and a comparison of (40) and
(38) show that

Tα = Π2αT0 = T0Π−2α , T ′
α = Π̃2αT0. (41)

Notice thatTα andT ′
α are involutions, so that

TαT ′
α f (t) = f (t)−2α t2α

∫ ∞

t
s−2α−1 f (s)ds (42)
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and

T ′
αTα f (t) = Π̃2α Π−2α f (t) = f (t)−2α

∫ t

0
f (s)

ds
s

(43)

are the inverse transformation of each other.

Theorem 2.14.Let 0< β < 1 and consider the time intervalR⋆
+.

• The operatorΠ̃ α maps continuouslyHβ ,γ,δ intoHβ ,γ+α ,δ+α if β +γ+α > 0 and
β + δ +α > 0. It satisfies the composition rulẽΠ α2Π̃ α1 = Π̃ α1+α2 onH

β ,γ,δ if
β + γ +α1 > 0 andβ + γ +α1+α2 > 0.

• The operator Tα maps continuouslyHβ ,γ,δ into Hβ ,−δ+2(α−β ),−γ+2(α−β ). If
moreover2α > β + δ and2α > β + γ, the operator T′α satisfies the same prop-
erty.

Proof. We prove separately the two parts.

Study ofΠ̃ α . The continuity onHβ ,γ,δ is proved by noticing

∣∣Π̃ α f (t)
∣∣≤

∣∣Π α f (t)
∣∣+C

∫ t

0
sα−1+β sγ,δ ds≤C′tα+β tγ,δ ,

∣∣Π̃ α f (t)− Π̃ α f (s)
∣∣ ≤

∣∣Π α f (t)−Π α f (s)
∣∣+C

∫ t

s
uα+β−1uγ,δ du

≤
∣∣Π α f (t)−Π α f (s)

∣∣+C′(t − s)β sup
s≤u≤t

uαuγ,δ ,

and by applying Theorem 2.4. The composition rule is evidentfor smooth functions
(use the first equality of (38)), and can be extended by density (the parameterδ is
unimportant since we only need the functions on bounded timeintervals).

Study of Tα and T′α . If f is inH
β ,γ,δ , then f (1/t) is dominated byt−β t−δ ,−γ , and if

2n ≤ s≤ t ≤ 2n+1,

∣∣ f (1/t)− f (1/s)
∣∣≤C sup

s≤u≤t
u−δ ,−γ(1/s−1/t

)β ≤C′(2n)−δ ,−γs−β t−β (t − s)β

≤C′′(2n)−δ−2β ,−γ−2β(t − s)β ,

so T0 f : t 7→ f (1/t) is in Hβ ,−2β−δ ,−2β−γ. The continuity ofTα andT ′
α is then a

consequence of (41) and of the continuity ofΠ2α andΠ̃2α . ⊓⊔

Remark 2.15.We deduce in particular from Theorem 2.14 thatTα andT ′
α are home-

omorphisms fromHα−,0,0+ into itself for 0< α < 1. We also deduce thatTαT ′
α ,

respectivelyT ′
αTα , is a continuous endomorphism ofHβ ,γ,δ when 2α > β + γ and

2α > β + δ , respectively whenβ + γ > 0 andβ + δ > 0; when the four conditions
are satisfied, they are the inverse of each other. The formΠ̃2αΠ−2α of T ′

αTα can be
used on a bounded time interval[0,T], and in this case we only needβ + γ > 0.
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The time inversion operatorT0 enables to write the relationship betweenIα
− and

Iα
0+ onR⋆

+. If α > 0 and if f is a smooth function with compact support inR⋆
+, we

deduce from the change of variabless 7→ 1/s that

Iα
− f (1/t) =

∫ ∞

1/t

(
s− 1

t

)α−1
f (s)ds=

∫ t

0

(1
s
− 1

t

)α−1
f (1/s)

ds
s2

so that
T0Iα

−T0 = Π1−α Iα
0+Π−1−α . (44)

3 Time inversion for self-similar processes

We give here time inversion properties which are valid for any H-self-similar cen-
tred Gaussian process(Ξt ; t > 0), and not only for the fractional Brownian motion.
Such a process must have a covariance kernel of the form

C(s, t) = sHtHρ(s/t) (45)

whereρ(u) = ρ(1/u) and|ρ(u)| ≤ ρ(1). It then follows immediately by comparing
the covariance kernels that ifTH is the time inversion operator defined in (39), then
one has the equality in lawTHΞ ≃ Ξ . Notice that this holds even whenH is not
positive.

Remark 3.1.The Lamperti transform (see for instance [5])
(
Ξ(t); t > 0

)
7→

(
e−HtΞ(et); t ∈R

)
(46)

mapsH-self-similar processesΞt into stationary processesZt . ThenTHΞ ≃ Ξ is
equivalent to the propertyZ−t ≃ Zt which is valid for stationary Gaussian processes
(invariance by time reversal).

Remark 3.2.We haveTHBH ≃BH and can deduce properties ofBH on [1,+∞) from
its properties on[0,1]. For instance,BH lives in HH− on [0,1], and we can check
from Theorem 2.14 thatTH sends this space on[0,1] into the spaceHH−,.,0+ on
[1,+∞); thusBH lives inH

H−,0,0+ onR+ (notation (15)).

We now prove another time inversion property whenH > 0 (we do not assume
H < 1). Assume provisionally that the paths ofΞ are absolutely continuous; then its
derivativeD1Ξ is (H −1)-self-similar, soTH−1D1Ξ ≃ D1Ξ and

T ′
HΞ =−I1

0+TH−1D1Ξ ≃−I1
0+D1Ξ =−Ξ ≃ Ξ .

In the general case (whenΞ is not absolutely continuous), the same property can be
proved with the theory of generalised processes (as said in [29]); we here avoid this
theory.
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Theorem 3.3.For H > 0, let (Ξt ; t ≥ 0) be a H-self-similar centred Gaussian pro-
cess, and consider the time inversion operators TH and T′H . Then one has the equal-
ities in law T′HΞ ≃ THΞ ≃ Ξ .

Proof. As it has already been said in the beginning of this Subsection, THΞ ≃ Ξ is
obtained by comparing the covariance kernels. SinceΞ is H-self-similar, the norm
of Ξt in L1(Ω) is proportional totH , so the variable

∫ ∞
T |Ξt |t−2H−1dt is in L1(Ω) for

anyT > 0, and is therefore almost surely finite. ThusT ′
HΞ is well defined. Moreover,

T ′
HΞ = T ′

HTHTHΞ ≃ T ′
HTHΞ , so let us compare the covariance kernels ofΞ and

T ′
HTHΞ = Π̃2HΠ−2HΞ given by (43). We have from (45) that

E

[
ΞT

∫ S

0
Ξs

ds
s

]
= TH

∫ S

0
sH−1ρ(s/T)ds= T2H

∫ S/T

0
uH−1ρ(u)du.

Thus

E

[(∫ T

0
Ξt

dt
t

)(∫ S

0
Ξs

ds
s

)]

=

∫ T

0
t2H−1

∫ S/t

0
uH−1ρ(u)dudt=

1
2H

∫ ∞

0

(
T ∧ S

u

)2H
uH−1ρ(u)du

=
1

2H

(
T2H

∫ S/T

0
uH−1ρ(u)du+S2H

∫ ∞

S/T
u−H−1ρ(u)du

)

=
1

2H

(
T2H

∫ S/T

0
uH−1ρ(u)du+S2H

∫ T/S

0
uH−1ρ(u)du

)

(we usedρ(1/u) = ρ(u) in the last equality). We deduce from these two equations
that

E

[(
ΞT −2H

∫ T

0
Ξt

dt
t

)(
ΞS−2H

∫ S

0
Ξs

ds
s

)]
= E

[
ΞTΞS

]

since the other terms cancel one another, soT ′
HTHΞ has the same covariance kernel

asΞ . ⊓⊔

Remark 3.4.Theorem 3.3 can be applied to the fractional Brownian motionBH .
Moreover, the relationsBH ≃ THBH ≃ T ′

HBH can be extended toR⋆ by defining

TH f (t) = |t|2H f (1/t), T ′
H f =∓I1

0±TH−1D1 f onR⋆
±.

SinceBH also has stationary increments, we can deduce how the law of the gen-
eralised processD1BH is transformed under the time transformationst 7→ (at +
b)/(ct+d), see [29].

The law of theH-self-similar processΞ is therefore invariant by the transfor-
mationsTHT ′

H andT ′
HTH = Π̃2HΠ−2H given by (42) and (43). We now introduce a

generalisationTH,L of T ′
HTH , which was also studied in [21].

Theorem 3.5.On the time intervalR+, for H > 0 and L> 0, the operator
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TH,L = ΠH−LT ′
LTLΠL−H = ΠH−LΠ̃2LΠ−L−H (47)

is a continuous endomorphism ofHβ ,γ,δ when0< β < 1, andβ + γ andβ + δ are
greater than H−L; in particular, it is a continuous endomorphism ofHH−,0,0+ if
0< H < 1. It is defined on a function f as soon as tL−H−1 f (t) is integrable on any
[0,T], and it satisfies

TH,L f (t) = f (t)−2LtH−L
∫ t

0
f (s)sL−H−1ds. (48)

If Ξ is a H-self-similar centred Gaussian process, then TH,LΞ has the same law as
Ξ .

Proof. The continuity property ofTH,L can be deduced from Theorem 2.14 and
Remark 2.15. The representation (48) follows easily from (38) and the second form
of TH,L in (47). Let Ξ be a centred GaussianH-self-similar process; then theL1-
norm of Ξt is proportional totH , so

∫ T
0 tL−H−1|Ξt |dt is integrable and therefore

almost surely finite for anyT > 0. We deduce thatTH,LΞ is well defined; we have

T ′
LTLΠL−HΞ ≃ ΠL−HΞ

becauseΠL−HΞ is L-self-similar. By applyingΠH−L to both sides we obtain
TH,LΞ ≃ Ξ . ⊓⊔

Remark 3.6.In the non centred case, we haveTHΞ ≃ Ξ andT ′
HΞ ≃ TH,LΞ ≃−Ξ .

We will resume our study ofTH,L for self-similar processes in Subsection 4.4.

4 Representations of fractional Brownian motions

Starting from the classical representation of fractional Brownian motions onR de-
scribed in Subsection 4.1, we study canonical representations onR+ (Subsection
4.2) andR− (Subsection 4.3). In Subsection 4.4, we also consider the non canonical
representations onR+ introduced in Theorem 3.5.

4.1 A representation on R

For 0< H < 1, the basic representation of a fractional Brownian motionBH is

BH
t = κ

∫ +∞

−∞

(
(t − s)H−1/2

+ − (−s)H−1/2
+

)
dWs (49)

for a positive parameterκ , see [26]. It is not difficult to check that the integral of the
right-hand side is Gaussian, centred, with stationary increments, andH-self-similar.
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ThusBH
t is a fractional Brownian motion; its covariance is given by (2), and the

varianceρ of BH
1 is proportional toκ2; the precise relationship betweenρ andκ

is given in Theorem B.1. Subsequently, we will consider the fractional Brownian
motion corresponding to

κ = κ(H) = 1/Γ (H +1/2), (50)

so that (following (96))

ρ = ρ(H) =−2
cos(πH)

π
Γ (−2H), ρ(1/2) = 1. (51)

In particular,B1/2 = W is the standard Brownian motion. This choice ofκ is due
to the following result, where we use the modified Riemann-Liouville operators of
Subsection 2.2.2.

Theorem 4.1.The family of processes(BH ; 0< H < 1) defined by(49) with (50)
can be written as

BH = ĨH−1/2
+ W. (52)

More generally,
BH = ĨH−J

+ BJ (53)

for any0< J,H < 1.

Proof. The formula (52) would hold true from (32) ifW were Lipschitz with com-

pact support; the operator̃IH−1/2
+ is continuous onH1/2−,0,0+ (Theorem 2.11) in

whichW lives, and Lipschitz functions with compact support are dense in this space
(Theorem 2.5); moreover, integration by parts shows that the stochastic integral in
the right-hand side of (49) can also be computed by approximatingW with smooth
functions with compact support, so (52) holds almost surely. Then (53) follows from
the composition rules for Riemann-Liouville operators (Theorem 2.11). ⊓⊔

We deduce in particular from (53) that (52) can be reversed (W = B1/2), and

W = Ĩ1/2−H
+ BH .

Thus the increments ofW andBH generate the same completed filtration, namely
Ft(dBH) = Ft (dW) (with notation (5)).

Remark 4.2.Relation (53) can be written by means of (30) (H > J) or (31) (H < J).
It can be written more informally as

BH
t =

1
Γ (H − J+1)

∫ +∞

−∞

(
(t − s)H−J

+ − (−s)H−J
+

)
dBJ

s,

where the integral is obtained by approximatingBJ by Lipschitz functions with
compact support, and passing to the limit.
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Relations (52) or (53) can be restricted to the time intervalR−; in order to know
BH onR−, we only needW onR−, and vice-versa. On the other hand, they cannot
be used onR+; in order to knowBH onR+, we have to knowW on the whole real
line R. If we want a representation onR+, we can reverse the time (t 7→ −t) for
all the processes, so that the operatorsĨ+ are replaced bỹI−. We obtain onR+ the
backward representation

BH
t = ĨH−1/2

− W(t) =
1

Γ (H +1/2)

∫ ∞

0

(
sH−1/2− (s− t)H−1/2

+

)
dWs. (54)

However, in this formula, if we want to knowBH at a single timet, we needW
on the whole half-lineR+; next subsection is devoted to a representation formula
where we only needW on [0, t].

4.2 Canonical representation on R+

We shall here explain the derivation of the canonical representation of fractional
Brownian motions onR+ which was found by [30, 29], and the general relationship
betweenBJ andBH which was given in [20]. More precisely, we want the various
processes(BH ;0 < H < 1) to be deduced from one another, so that all of them
generate the same filtration.

As explained in the introduction, we start from the relationBH = ĨH−1/2
− W of

(54) and apply the time inversiont 7→ 1/t on the incrementsdWt anddBH
t ; this time

inversion is made by means of the operatorsT ′
1/2 andT ′

H defined in (39) (they are

involutions), which preserve respectively the laws ofW andBH (Theorem 3.3). Thus

BH ≃
(
T ′

H ĨH−1/2
− T ′

1/2

)
W.

It appears that this is the canonical representation ofBH . We now make more explicit
this calculation, and generalise it to the comparison ofBH andBJ for anyJ andH;
starting fromBH = ĨH−J

− BJ, we can show similarly that

BH ≃
(
T ′

H ĨH−J
− T ′

J

)
BJ. (55)

Theorem 4.3.On the time intervalR+, the family of fractional Brownian motions
BH , 0< H < 1, can be defined jointly so that BH = GJ,H

0+ BJ for

GJ,H
0+ = Π̃H+J−1IH−J

0+ Π̃1−H−J (56)

(see Section 2 for the definitions of Iα
0+ and Π̃ α ). This family of operators satis-

fies the composition rule GH,L
0+ GJ,H

0+ = GJ,L
0+, and all the processes BH generate the

same completed filtration. Moreover, the operator GJ,H
0+ maps continuouslyHJ−,0,0+

(where paths of BJ live) intoHH−,0,0+, and can be defined by the following relation;
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if we define

φJ,H(u) = (H − J)
∫ u

1

(
vH+J−1−1

)
(v−1)H−J−1dv+(u−1)H−J (57)

for 0< J,H < 1 and u> 1, and if

KJ,H
0+ (t,s) =

1
Γ (H − J+1)

φJ,H
( t

s

)
sH−J, (58)

then

GJ,H
0+ f (t) =

∫ t

0
KJ,H

0+ (t,s)d f(s) (59)

for f Lipschitz with compact support inR⋆
+. Moreover, BH is given by the It̂o integral

BH
t =

∫ t

0
K1/2,H

0+ (t,s)dWs (60)

for W = B1/2.

Proof. Let us divide the proof into four steps.

Step 1: Definition of the families GJ,H0+ and BH . Following (55), we define

GJ,H
0+ = T ′

H ĨH−J
− T ′

J , BH = G1/2,H
0+ W, (61)

so thatBH is aH-fractional Brownian motion. The continuity ofGJ,H
0+ fromHJ−,0,0+

into HH−,0,0+ is then a consequence of Theorems 2.11 and 2.14; it indeed fol-
lows from these two theorems thatT ′

J and T ′
H are continuous endomorphisms of

respectivelyHJ−,0,0+ andHH−,0,0+, and that̃IH−J
− is continuous fromHJ−,0,0+ into

H
H−,0,0+. Moreover

GH,L
0+ GJ,H

0+ = T ′
L ĨL−H

− T ′
HT ′

H ĨH−J
− T ′

J = T ′
L ĨL−H

− ĨH−J
− T ′

J = T ′
L ĨL−J

− T ′
J = GJ,L

0+

and consequently

GJ,H
0+ BJ = GJ,H

0+ G1/2,J
0+ W = G1/2,H

0+ W = BH .

The equality between filtrations ofBH also follows from this relation.

Step 2: Proof of(56). First assumeH > J, and let us work on smooth functions
with compact support inR⋆

+. We deduce from (44) and the relationsTα = Π2αT0 =
T0Π−2α that

TH−1IH−J
− TJ−1 = Π2H−2T0IH−J

− T0Π2−2J = Π2H−2Π1−H+JIH−J
0+ Π−1−H+JΠ2−2J

= ΠH+J−1IH−J
0+ Π1−H−J. (62)
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On the other hand,T ′
α has been defined as−I1

0+Tα−1D1, and Ĩα
− = I1

0+Iα
−D1 from

(33), so the definition (61) can be written as

GJ,H
0+ = (I1

0+TH−1D1)(I1
0+IH−J

− D1)(I1
0+TJ−1D1)

= I1
0+TH−1IH−J

− TJ−1D1

= I1
0+ΠH+J−1IH−J

0+ Π1−H−JD1 (63)

= I1
0+ΠH+J−1IH−J

0+ D1I1
0+Π1−H−JD1

=
(
I1
0+ΠH+J−1D1)IH−J

0+

(
I1
0+Π1−H−JD1)

= Π̃H+J−1IH−J
0+ Π̃1−H−J

(we used (62) in the third equality and Theorem 2.7 in the fifthone). The equality
can be extended to the functional spaceHJ−,0,0+, sinceGJ,H

0+ is continuous on this
space, and the right-hand side is continuous onHJ− on any interval[0,T]. Moreover,
inverting this relation providesGH,J

0+ , so that this expression ofGJ,H
0+ also holds when

H < J.

Step 3: Proof of(59). For smooth functionsf with compact support inR⋆
+, (27)

yields

ΠH+J−1IH−J
0+ Π1−H−J f (t)

= IH−J
0+ f (t)+

1
Γ (H − J)

∫ t

0

((s
t

)1−H−J −1
)
(t − s)H−J−1 f (s)ds,

so (63) implies

GJ,H
0+ f (t) =IH−J

0+ f (t)+
1

Γ (H − J)

∫ t

0

(∫ v

0

((s
v

)1−H−J −1
)
(v− s)H−J−1d f(s)

)
dv

=
1

Γ (H − J+1)

∫ t

0
(t − s)H−Jd f(s)

+
H − J

Γ (H − J+1)

∫ t

0

(∫ t

s

(( s
v

)1−H−J −1
)
(v− s)H−J−1dv

)
d f(s).

This expression can be written as (59) for a kernelKJ,H
0+ , and a scaling argument

shows thatKJ,H
0+ is of the form (58) forφJ,H(u) = Γ (H − J+ 1)KJ,H

0+ (u,1). Then
(57) follows from a simple verification.

Step 4: Proof of(60). By means of an integration by parts, we write (59) forJ= 1/2
andH 6= 1/2 in the form

G1/2,H
0+ f (t) =

f (t)
t

∫ t

0
K1/2,H

0+ (t,s)ds+
∫ t

0
K1/2,H

0+ (t,s)
(
D1 f (s)− f (t)/t

)
ds

=
f (t)
t

∫ t

0
K1/2,H

0+ (t,s)ds−
∫ t

0

(
f (s)− s

t
f (t)

)
∂sK

1/2,H
0+ (t,s)ds. (64)
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On the other hand,

(φJ,H )′(u) = (H − J)(u−1)H−J−1uH+J−1

so that

∂sK
J,H
0+ (t,s) =

1
Γ (H − J)

(
φJ,H( t

s

)
sH−J−1− (t − s)H−J−1( t

s

)H+J
)
.

An asymptotic study of (57) shows thatφ1/2,H(u) is O((u− 1)H−1/2) as u ↓ 1

andO(u2H−1 ∨ 1) asu ↑ ∞; thus∂sK
1/2,H
0+ (t,s) is O((t − s)H−3/2) ass ↑ t, and is

O(s−H−1/2 ∨ sH−3/2) ass ↓ 0. An approximation by smooth functions shows that
(64) is still valid forW, and a stochastic integration by parts leads to (60). ⊓⊔

Remark 4.4.It is also possible to write a representationBH = GJ,H
T+BJ on the time

interval [T,+∞), associated to the kernelKJ,H
T+ (t,s) = KJ,H

0+ (t −T,s−T). In [22], it
is proved that lettingT tend to−∞, we recover at the limit (49).

Remark 4.5.If H > J, we have

φJ,H(u) = (H − J)
∫ u

1
vH+J−1(v−1)H−J−1dv.

If H < J, this integral diverges andφJ,H(u) is its principal value. This function, and
therefore the kernelKJ,H

0+ (t,s) can also be written by means of the Gauss hypergeo-
metric function, see [8, 20].

Remark 4.6.If H + J = 1, then (56) is simply written asGJ,H
0+ = IH−J

0+ . Thus the
relation betweenBH andB1−H is particularly simple (as it has already been noticed
in [20]), but we have no intuitive explanation of this fact.

Remark 4.7.The expression (56) forGJ,H
0+ is close to the representation given in [32]

for J = 1/2. We define

ZJ,H
t = IH−J

0+ Π̃1−J−HBJ(t) =
1

Γ (H − J+1)

∫ t

0
(t − s)H−Js1−J−HdBJ

s

which is an Itô integral in the caseJ = 1/2, and the fractional Brownian motionBH

is given by

BH
t = Π̃H+J−1ZJ,H(t) =

∫ t

0
sH+J−1dZJ,H

s

which can be defined by integration by parts.

Remark 4.8.In the caseJ = 1/2, let us compare our result with the decomposition

of [8]. We look for a decomposition ofG1/2,H
0+ which would be valid on the classical

Cameron-Martin spaceH1/2 = I1
0+L2 of W. To this end, we start from (63)

G1/2,H
0+ = I1

0+ΠH−1/2IH−1/2
0+ Π1/2−HD1
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which is valid for smooth functions. WhenH > 1/2, this formula is valid onH1/2
for any finite time interval[0,T] because these five operators satisfy the continuity
properties

H1/2 → L2 → L1 → L1 → L1 → L∞

(use the fact thatIα
0+ is a continuous endomorphism ofL1 for α > 0). However, it

does not make sense onH1/2 for H < 1/2 becauseIH−1/2
0+ is in this case a fractional

derivative, and is not defined for non continuous functions.Thus let us look for an
alternative definition of the operatorG1/2,H

0+ ; in order to solve this question, we apply
the property (29) of Riemann-Liouville operators and get

G1/2,H
0+ = I2H

0+

(
I1−2H
0+ ΠH−1/2IH−1/2

0+

)
Π1/2−HD1

= I2H
0+

(
Π1/2−H I1/2−H

0+ Π2H−1)Π1/2−HD1

= I2H
0+Π1/2−H I1/2−H

0+ ΠH−1/2D1

which makes sense onH1/2 if H < 1/2. This is the expression of [8].

Remark 4.9.A consequence of (60) is that we can write the conditional lawof
(BH

t ; t ≥ S) given(BH
t ;0≤ t ≤ S). This is the prediction problem, see also [13, 29].

Remark 4.10.Theorem 4.3 can also be proved by using the time inversion opera-
tors TH rather thanT ′

H . If we start again from (54) and consider the process with
independent increments

VH
t =

∫ t

0
sH−1/2dWs,

then it appears thatBH
t depends on future values ofVH ; consequently,THBH(t)

depends on past values ofTHVH . On the other hand,THBH ≃ BH andTHVH ≃VH

from Theorem 3.3, so we obtain an adapted representation ofBH with respect toVH ,
and therefore with respect toW. One can verify that this is the same representation
as Theorem 4.3; however, the composition rule for the operatorsGJ,H

0+ is less direct
with this approach.

Let us give another application of Theorem 4.3. The processBH has stationary
increments, so a natural question is to know whether it can bewritten asBH

t =
AH

t −AH
0 for a stationary centred Gaussian processAH , and to findAH . This is clearly

not possible on an infinite time interval, since the varianceof BH is unbounded.
However, let us check that this is possible in an explicit wayon a finite time interval,
and that moreover we do not have to increase theσ -algebra ofBH . Since we are on
a bounded time interval[0,T], the stationarity means that(AH

U+t ; 0 ≤ t ≤ T −U)
and(AH

t ; 0≤ t ≤ T −U) have the same law for any 0<U < T.

Theorem 4.11.Let T > 0. There exists a stationary centred Gaussian process
(AH

t ; 0 ≤ t ≤ T) such that BHt = AH
t −AH

0 is a H-fractional Brownian motion on
[0,T], and BH and AH generate the sameσ -algebra.
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Proof. ConsiderBH =G1/2,H
0+ W. We look for a variableAH

0 such thatAH
t =BH

t +AH
0

is stationary; this will hold when

E
[
AH

t AH
s

]
=

ρ
2

(
t2H + s2H −|t− s|2H)+E

[
BH

t AH
0

]
+E

[
BH

s AH
0

]
+E

[
(AH

0 )
2]

is a function oft − s, so when

E
[
BH

t AH
0

]
=−ρ t2H/2.

By applying the operatorGH,1/2
0+ , this condition is shown to be equivalent to

E
[
WtA

H
0

]
=−ρ

2
GH,1/2

0+ t2H =−ρ
2

2H
H +1/2

Γ (H +1/2)tH+1/2

by using the formulae (63) and (22) for computingGH,1/2
0+ , and forρ given by (51).

Thus we can choose

AH
0 =

∫ T

0

d
dt
E
[
WtA

H
0

]
dWt =−ρ H Γ (H +1/2)

∫ T

0
tH−1/2dWt .

⊓⊔

In particular we haveA1/2
0 = −WT/2. Of course we can add toAH

0 any indepen-
dent variable; this increases theσ -algebra, but this explains the mutual compati-
bility of the variablesAH

0 whenT increases. More generally, the technique used in
the proof enables to write any variableA of the Gaussian space ofBH , knowing the
covariancesE[ABH

t ].

Remark 4.12.We can also try to writeBH on [0,T] as the increments of a process
which would be stationary onR. We shall address this question in Remark 6.4.

Remark 4.13.Another classical stationary process related to the Brownian motion
is the Ornstein-Uhlenbeck process; actually there are two different fractional exten-
sions of this process, see [5].

4.3 Canonical representation on R−

In the representation (6), we haveFt(dBH)=Ft(dW) (with notation (5)). However,
whent < 0, the filtrationFt(dBH) is strictly included intoFt(BH). We now give
a representation ofBH on the time intervalR− for which Ft(BH) = Ft(dW); one
can then deduce a canonical representation ofBH (see Remark 4.15 below). In the
particular caseH = 1/2 of a standard Brownian motion, we recover the classical
representation of the Brownian bridge.

We wantBH
t , t < 0, to depend on past increments ofW; by applying the time

reversalt 7→ −t, this is equivalent to wantingBH
t , t > 0, to depend on future incre-
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ments ofW. The starting point is the operatorTαT ′
α of (42) which can be written in

the form
THT ′

H f (t) =−2Ht2H
∫ ∞

t
s−2H−1( f (s)− f (t)

)
ds.

ThusTHT ′
H f (t) depends on future increments off , and the equality in lawBH ≃

THT ′
HBH enables to writeBH as a process depending on future increments of

anotherH-fractional Brownian motion. On the other hand, in the representation

BH ≃ ĨH−1/2
− W of (54), future increments ofBH depend on future increments ofW.

Thus, inBH ≃ THT ′
H ĨH−1/2

− W, the value ofBH
t depends on future increments ofW,

and this answers our question. The same method can be used with W replaced by
BJ.

Theorem 4.14.Let BJ be a J-fractional Brownian motion onR−; consider the func-
tion φJ,H of (57). OnR⋆

−, the operator

GJ,H
+ f (t) =

∫ t

−∞
KJ,H
+ (t,s)d f(s)

for f smooth with compact support, with

KJ,H
+ (t,s) = Γ (H − J+1)−1φJ,H(s/t)(−t)2H(−s)−H−J, s< t < 0,

can be extended to a continuous operator fromHJ−,0,0+ intoHH−,0,0+, andB̃J,H =
GJ,H
+ BJ is a H-fractional Brownian motion onR−. Moreover,Ft(B̃J,H) = Ft (dBJ)

(with notation(5)).

Proof. We transform the question onR− into a question onR+ by means of the
time reversalt 7→ −t. Following the discussion before the theorem, we introduceon
R⋆
+ the operator

GJ,H
− = THT ′

H ĨH−J
− .

It follows from Theorems 2.11 and 2.14 thatGJ,H
− maps continuouslyHJ−,0,0+ into

HH−,0,0+; moreoverB̃J,H = GJ,H
− BJ is aH-fractional Brownian motion. If we com-

pareGJ,H
− with GJ,H

0+ given in (61), we see that

GJ,H
− = THGJ,H

0+ T ′
J .

For f smooth with compact support inR⋆
+,

GJ,H
0+ T ′

J f (t) =
∫ t

0
KJ,H

0+ (t,s)s2J−2D1 f (1/s)ds=
∫ ∞

1/t
KJ,H

0+ (t,1/s)s−2Jd f(s)

so
GJ,H
− f (t) = t2H

∫ ∞

t
KJ,H

0+ (1/t,1/s)s−2Jd f(s) =
∫ ∞

t
KJ,H
− (t,s)d f(s)

with
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KJ,H
− (t,s) = t2Hs−2JKJ,H

0+ (1/t,1/s) = Γ (H − J+1)−1φJ,H(s/t)t2Hs−H−J

(apply (58)). We still have to check that

σ
(
B̃J,H

s ; s≥ t
)
= σ

(
BJ

s−BJ
u; s≥ u≥ t

)

for t ≥ 0. The inclusion of the left-hand side in the right-hand sidefollows from the
discussion before the theorem. For the inverse inclusion, notice thatB̃J,H = GJ,H

− BJ

can be reversed and
BJ = ĨJ−H

− T ′
HTH B̃J,H .

Thus future increments ofBJ depend on future increments ofT ′
HTHB̃J,H , which de-

pend on future values of̃BJ,H from (43). ⊓⊔

Remark 4.15.The theorem involvesFt(dBJ) which is strictly smaller thanFt (BJ),
so the representation is not really canonical onR−; however,Ft(dBJ) is also the
filtration generated by (for instance) the increments of theprocess

ϒ J
t =

∫ t

−∞
(−s)−2JdBJ

s = (−t)−2JBJ
t +2J

∫ t

−∞
(−s)−2J−1BJ

sds,

and

B̃J,H
t =

∫ t

−∞
KJ,H
+ (t,s)(−s)2Jdϒ J

s . (65)

The processϒ J
t tends to 0 at−∞, so

Ft(B̃
J,H) = Ft(dBJ) = Ft(dϒ J) = Ft(ϒ J)

and (65) is therefore a canonical representation onR− (notice thatϒ 1/2 has inde-
pendent increments).

Remark 4.16.By applying Theorem 4.14 withJ= 1/2, we can predict onR− future
values ofBH knowing previous values; this prediction must take into account the fact
BH

0 = 0; this can be viewed as a bridge; actually forH = J = 1/2, we recover the

classical Brownian bridge. More precisely,φ1/2,1/2 ≡ 1, soK1/2,1/2
+ (t,s) = |t|/|s| on

R−; thusW = B1/2 andW = B̃1/2,1/2 are Brownian motions onR−, and satisfy

Wt = |t|
∫ t

−∞
|s|−1dWs, dWt =−Wt

|t| dt+dWt .

Notice in the same vein thatBH
t−T ≃BH

T−t on [0,T] for T > 0, so the study on[−T,0]
is related to the time reversal ofBH on [0,T]; some general results for this problem
were obtained in [7].
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4.4 Some non canonical representations

Let us come back to generalH-self-similar centred Gaussian processesΞt , t ≥ 0. In
Theorem 3.5, we have proved the equality in law

Ξt ≃ TH,LΞ(t) = Ξt −2LtH−L
∫ t

0
sL−H−1Ξsds

for L > 0. WhenΞ =W is a standard Brownian motion so thatH = 1/2, this is the
classical Lévy family of non canonical representations ofW with respect to itself.
We now verify that this property of non canonical representation holds in many
cases, in the sense thatFt(TH,LΞ) is strictly included inFt(Ξ) for t > 0 (it is of
course sufficient to consider the caset = 1). In the following theorem we need some
notions about Cameron-Martin spaces and Wiener integrals (see a short introduction
in Appendix C.1).

Theorem 4.17.LetΞ =(Ξt ; 0≤ t ≤ 1) be the restriction to[0,1] of a H-self-similar
centred Gaussian process for H> 0. LetW be a separable Fŕechet space of paths
in whichΞ lives, and letH be its Cameron-Martin space. Suppose that the function
ψ(t) = tH+L is in H , and denote by〈Ξ ,ψ〉H its Wiener integral. Then

σ(Ξ) = σ(TH,LΞ)∨σ(〈Ξ ,ψ〉H )

where the twoσ -algebras of the right-hand side are independent.

Proof. The operatorTH,L operates onH , and it is easy to check that functions
proportional toψ constitute the kernel ofTH,L. On the other hand, for anyh in H ,
h 6= 0, we can write the decomposition

Ξ = 〈Ξ ,h〉H
h

|h|2
H

+
(

Ξ −〈Ξ ,h〉H
h

|h|2
H

)

where the two terms are independent: this is because independence and orthogonal-
ity are equivalent in Gaussian spaces, and

E

[
〈Ξ ,h〉H

〈
Ξ −〈Ξ ,h〉H

h

|h|2
H

,h′
〉
H

]
= 0

for anyh′ in H (apply (99)). Thus

TH,LΞ = 〈Ξ ,h〉H
TH,Lh

|h|2
H

+process independent of〈Ξ ,h〉H ,

andTH,LΞ is independent of〈Ξ ,h〉H if and only if h is in the kernel ofTH,L, so if
and only ifh is proportional toψ . Thus the Gaussian space ofΞ , which is generated
by 〈Ξ ,h〉H , h ∈ H , is the orthogonal sum of the Gaussian space generated by
TH,LΞ and of the variables proportional to〈Ξ ,ψ〉H . We deduce the theorem. ⊓⊔
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Notice that on the other hand, the transformationTH,L becomes injective on the
whole time intervalR+, so σ(Ξ) and σ(TH,LΞ) coincide; actually, the theorem
cannot be used onR+ becauseψ is no more inH ; this can be viewed from the
fact thatΞ lives in the space of functionsf such thatt−H−1−ε f (t) is integrable on
[1,∞) (for ε > 0), soH is included in this space, whereasψ does not belong to it
for ε ≤ L.

In the case whereΞ is the standard Brownian motionW, we obtain the well
known property

Ft(W) = Ft(T1/2,LW)∨σ
(
Π̃L−1/2W(t)

)
. (66)

Let us prove that this property enables to write Theorem 4.17in another form when
Ξ has a canonical representation with respect toW, see also [21].

Theorem 4.18.Consider the standard Brownian motion W onR+, and let

Ξt = (AW)(t) =
∫ t

0
K(t,s)dWs

be given by a kernel K satisfying K(λ t,λs) = λ H−1/2K(t,s) for anyλ > 0 and some
H > 0. Suppose thatFt(Ξ) = Ft(W) (the representation is canonical). ThenΞ is
a H-self-similar process, and we have

TH,LΞ = AT1/2,LW, Ft (Ξ) = Ft(TH,LΞ)∨σ
(
Π̃L−1/2W(t)

)
(67)

where the twoσ -algebras of the right side are independent.

Proof. The scaling condition onK implies that Ξ is H-self-similar. It can be
viewed for instance as a random variable in the space of functions f such that
tε−1−H,−ε−H−1 f (t) is integrable onR⋆

+. On the other hand, notice that

TH,L = ΠH−1/2Π1/2−LΠ̃2LΠ−L−1/2Π1/2−H = ΠH−1/2T1/2,LΠ1/2−H (68)

from (47), and consider the linear functionalΠ1/2−HA mappingW to the 1/2-
self-similar processΠ1/2−HΞ . The monomialsψβ (t) = tβ , β > 1/2, generate the
Cameron-Martin spaceH1/2 of W; we deduce from the scaling condition that they

are eigenfunctions ofΠ1/2−HA and ofT1/2,L, so the commutativity relation

Π1/2−HAT1/2,L = T1/2,LΠ1/2−HA (69)

holds on fractional polynomials, and therefore onH1/2 and on the paths ofW (a
linear functional ofW which is zero on the Cameron-Martin space must be zero on
W). We deduce from (68) and (69) that

TH,LΞ = ΠH−1/2T1/2,LΠ1/2−HAW= ΠH−1/2Π1/2−HAT1/2,LW = AT1/2,LW

and the first part of (67) is proved. We have moreover assumed that Ft(AW) =
Ft(W); this can be applied to the Brownian motionT1/2,LW so Ft(AT1/2,LW) =
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Ft(T1/2,LW). Thus, by applying (66),

Ft(Ξ) = Ft(W) = Ft(T1/2,LW)∨σ(Π̃L−1/2W(t))

= Ft(AT1/2,LΞ)∨σ(Π̃L−1/2W(t)) = Ft(TH,LΞ)∨σ(Π̃L−1/2W(t))

so the second part of (67) is also proved. ⊓⊔

Remark 4.19.Another proof of the second part of (67) is to use directly Theorem
4.17; we verify that on[0,1]

Π̃L−1/2W(1) = 〈W,φ〉H1/2
= 〈Ξ ,Aφ〉H

for φ(t) = tL+1/2/(L+ 1/2), andAφ is proportional to the functionψ(t) = tL+H

from the scaling condition.

Theorem 4.20.Consider onR+ the family of fractional Brownian motions BH =

G1/2,H
0+ W, so that BH = GJ,H

0+ BJ. Then, for any L> 0, the process BH,L = TH,LBH is

a H-fractional Brownian motion satisfying the relation BH,L = GJ,H
0+ BJ,L. Moreover,

for any t,
Ft (B

H) = Ft(B
H,L)∨σ

(
Π̃L−1/2W(t)

)
, (70)

and the twoσ -algebras of the right-hand side are independent.

Proof. This is a direct application of Theorem 4.18 withA= G1/2,H
0+ . The first part

of (67) implies that
BH,L = G1/2,H

0+ T1/2,LW,

and the relationship betweenBJ,L andBH,L follows from the composition rule satis-
fied by the familyGJ,H

0+ . ⊓⊔

5 Riemann-Liouville processes

In this section, we compare the fractional Brownian motionBH with the process
XH = IH−1/2

0+ W.

5.1 Comparison of processes

The processes

XH
t = IH−1/2

0+ W(t) =
1

Γ (H −1/2)

∫ t

0
(t − s)H−1/2dWs (71)
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defined onR+ are often called Riemann-Liouville processes. Notice thatthese pro-
cesses can be defined for anyH > 0. When 0< H < 1, these processes have paths
in H

H− on bounded time intervals from Theorem 2.8, and can be viewedas good
approximations of fractional Brownian motionsBH for large times, as it is explained
in the following result.

Theorem 5.1.For 0< H < 1, we can realise jointly the two processes(XH ,BH) on
R+, so that XH −BH is C∞ onR⋆

+. Moreover, for T> 0, S> 0 and1≤ p< ∞,

∥∥∥ sup
0≤t≤T

∣∣(XH
S+t −XH

S )− (BH
S+t −BH

S )
∣∣
∥∥∥

p
≤CpSH−1T (72)

(where‖.‖p denotes the Lp(Ω)-norm for the probability space).

Proof. Let (BH
t ; t ≥ 0) be defined byBH = ĨH−1/2

+ W for a standard Brownian mo-
tion (Wt ; t ∈ R). The processW can be decomposed into the two independent pro-
cessesW+

t = Wt andW−
t = W−t for t ≥ 0, and consequently, the processBH is

decomposed intoBH = XH +YH where

XH = ĨH−1/2
+

(
W1R+

)
= IH−1/2

0+ W+

is a Riemann-Liouville process, andYH = ĨH−1/2
+

(
W1R−

)
can be written by means

of Remark 2.10; more precisely,YH = IH−1/2
△ W−, where

Iα
△ f (t) =

1
Γ (α)

∫ ∞

0

(
(t + s)α−1− sα−1) f (s)ds. (73)

We deduce from this representation thatYH is C∞ on R⋆
+, so the first statement is

proved. On the other hand, it follows from the scaling property that its derivative is
(H−1)-self-similar, and is therefore of ordertH−1 in Lp(Ω); thus the left hand side
of (72) is bounded by

∥∥∥
∫ S+T

S

∣∣D1YH
u

∣∣du
∥∥∥

p
≤Cp

∫ S+T

S
uH−1du≤CpSH−1T.

⊓⊔

Remark 5.2.Inequality (72) says that the processXS,H
t = XH

S+t −XH
S is close to a

fractional Brownian motion whenS is large; it actually provides an upper bound for
the Wasserstein distance between the laws of these two processes. A result about the
total variation distance will be given later (Theorem 5.8).

Instead of using the representation ofBH = ĨH−1/2
+ W onR, we can consider the

coupling based on the canonical representation ofBH onR+. It appears that in this
caseXH −BH is notC∞ but is still differentiable. In particular, we can deduce that
the estimation (72) also holds for the coupling of Theorem 5.3.



36 Jean Picard

Theorem 5.3.Consider onR+ the family BH = G1/2,H
0+ W and the family XH defined

by (71). Then XH −BH is differentiable onR⋆
+.

Proof. For f smooth with compact support inR⋆
+, Theorem 2.7 and the expression

(63) forGJ,H
0+ shows thatGJ,H

0+ f andIH−J
0+ f are smooth, and

D1(GJ,H
0+ − IH−J

0+

)
=
(
ΠH+J−1IH−J

0+ Π1−H−J− IH−J
0+

)
D1.

We therefore deduce from (27) that

d
dt

(
GJ,H

0+ − IH−J
0+

)
f (t)

=
1

Γ (H − J)

∫ t

0

(( t
s

)H+J−1−1

)
(t − s)H−J−1D1 f (s)ds

=
f (t)
t

U(t)+
1

Γ (H − J)

∫ t

0

(( t
s

)H+J−1−1

)
(t − s)H−J−1(D1 f (s)− f (t)/t

)
ds

=
f (t)
t

U(t)− 1
Γ (H − J)

∫ t

0
∂s

[(( t
s

)H+J−1−1

)
(t − s)H−J−1

](
f (s)− s

t
f (t)

)
ds

with

U(t) =
1

Γ (H − J)

∫ t

0

(( t
s

)H+J−1−1

)
(t − s)H−J−1ds

proportional totH−J. This equality can be extended to any functionf of HJ−, so in
particular toW in the caseJ = 1/2; we deduce the differentiability announced in
the theorem. ⊓⊔

5.2 The Riemann-Liouville Cameron-Martin space

Cameron-Martin spaces are Hilbert spaces which characterise the law of centred
Gaussian variables, so in particular of centred Gaussian processes, see Appendix
C.1. The Cameron-Martin spacesHH of H-fractional Brownian motions are de-
duced from each other by means of the transforms of Theorems 4.1 or 4.3, so that

HH = ĨH−J
+ (HJ) = ĨH−J

− (HJ), HH = GJ,H
0+ (HJ) = ĨH−J

− (HJ)

respectively onR andR+; the spaceH1/2 is the classical space of absolutely contin-
uous functionsh such thath(0) = 0 andD1h is in L2. Similarly, the Cameron-Martin
space of the Riemann-Liouville processXH onR+ is

H
′

H = IH−1/2
0+ H1/2 = IH+1/2

0+ L2.

In particular, if f is a smooth function onR+ such thatf (0) = 0, then, on the time
interval[0,T],
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| f |H ′
H
=
∣∣D1I1/2−H

0+ f
∣∣
L2

≤C

(
sup|D1 f |

(∫ T

0

(
t1/2−H)2

dt
)1/2

+ sup|D2 f |
(∫ T

0

(
t3/2−H)2

dt
)1/2

)

≤C′
(

T1−H sup|D1 f |+T2−H sup|D2 f |
)

(74)

from Theorem 2.7.
We now explain the proof of a result mentioned in [8] (Theorem2.1) and taken

from [35]. We use the equivalence of Hilbert spaces (H ∼ H ′) defined in (12). A
probabilistic interpretation of this equivalence is givenin Appendix C.1, see (100).

Theorem 5.4.For 0< H < 1, the spacesHH andH ′
H are equivalent onR+.

Proof. The proof is divided into the two inclusions; for the second one, we are going
to use an analytical result proved in Appendix A. We can of course omit the case
H = 1/2.

Proof ofH ′
H ⊂ HH . We have seen in the proof of Theorem 5.1 thatBH can be writ-

ten as the sum of the Riemann-Liouville processXH and of an independent process
YH . If we denote byH △

H the Cameron-Martin space ofYH , then this decomposition
implies (see (101)) that

HH = H
′

H +H
△

H with |h|HH = inf
{(

|h1|2H ′
H
+ |h2|2

H
△

H

)1/2
; h= h1+h2

}
.

(75)
In particular,H ′

H ⊂ HH with |h|HH ≤ |h|H ′
H
.

Proof of HH ⊂ H ′
H . It is sufficient from (75) to prove thatH △

H is continuously
embedded intoH ′

H . Let h be inH1/2; then|h(t)| ≤ |h|
H1/2

√
t, and we can deduce

from (73) thatIH−1/2
△ h is C∞ onR⋆

+, and that the derivative of orderk is dominated

by |h|
H1/2tH−k. Theorem 2.7 enables to deduce thatAh= I1/2−H

0+ IH−1/2
△ h is also

smooth, and we have from (24) thatD1Ah(t) is dominated by|h|
H1/2/

√
t. Moreover,

the scaling condition (93) is satisfied, so we deduce from Theorem A.2 thatA is

a continuous endomorphism ofH1/2. By composing withIH−1/2
0+ , we obtain that∣∣IH−1/2

△ g
∣∣
H ′

H
is dominated by|g|H1/2

, so

|h|
H

△
H

= inf
{
|g|H1/2

; h= IH−1/2
△ g

}
≥ c|h|H ′

H
.

⊓⊔

Remark 5.5.Let us give another interpretation of Theorem 5.4. By comparingR and
R+, the fractional Brownian motion onR+ can be obtained as a restriction of the
fractional Brownian motion onR. This property can be extended to the Cameron-
Martin spaces, and applying (101), we deduce thatHH(R+) consists of the restric-
tions toR+ of functions ofHH(R), and
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|h|HH(R+) = inf
{
|g|HH(R); g= h onR+

}
,

so |h|HH(R+) ≤ |h1R+ |HH(R) for h defined onR+. On the other hand,

|h|H ′
H
=
∣∣I1/2−H

0+ h
∣∣
H1/2(R+)

=
∣∣(I1/2−H

0+ h)1R+

∣∣
H1/2(R)

=
∣∣ĨH−1/2
+ ((I1/2−H

0+ h)1R+)
∣∣
HH(R)

=
∣∣h1R+

∣∣
HH(R)

.

Thus|h|HH(R+) ≤ |h|H ′
H

, andH ′
H is continuously embedded inHH(R+). The in-

verse inclusion means that
∣∣h1R+

∣∣
HH(R)

≤C inf
{
|g|HH(R); g= h onR+

}
,

for h defined onR+, and this is equivalent to
∣∣g1R+

∣∣
HH (R)

≤C|g|HH(R)

for g defined onR; thus this means thatg 7→ g1R+ is a continuous endomorphism
of HH(R). This is a known analytical result, see also Lemma 1 in [31].

Remark 5.6.Consider onR+ the even and odd partsBH±
t = (BH

t ±BH
−t)/2 of BH .

These two processes are independent (this is easily verifiedby computing the co-
variance), andBH1R+ = BH+ +BH−, so their Cameron-Martin spacesHH± are
continuously embedded intoHH(R+). On the other hand

|h|HH± = inf
{
|g|HH(R); h(t) =

1
2
(g(t)±g(−t)) onR+

}

≤ 2
∣∣h1R+

∣∣
HH(R)

= 2|h|H ′
H
≤C|h|HH(R+)

by means of the result of Remark 5.5, so the three spacesHH± andHH(R+) are
equivalent.

Remark 5.7.Notice that the endomorphism of Remark 5.5 maps the functionh(t) to
the functionh(t+); by applying the invariance by time reversal, we deduce thatthe
operator mappingh(t) to h(1− (1− t)+) is also continuous, so by composing these
two operators, we see that the operator mappingh(t) to the function

h⋆(t) =





0 if t ≤ 0,

h(t) if 0 ≤ t ≤ 1,

h(1) if t ≥ 1,

(76)

is a continuous endomorphism ofHH . On the other hand, we have

|h|HH([0,1]) = inf
{
|g|HH(R); g= h on [0,1]

}
.

Thush 7→ h⋆ is continuous fromHH([0,1]) into HH(R).
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5.3 Equivalence and mutual singularity of laws

In Theorem 5.4, we have proved that the Cameron-Martin spaces of BH andXH

are equivalent. It is known that the laws of two centred Gaussian processes are ei-
ther equivalent, or mutually singular, see Appendix C; the equivalence of Cameron-
Martin spaces is necessary for the equivalence of the laws, but is of course not
sufficient (compare for instance a standard Brownian motionWt with 2Wt). In sub-
sequent results, the equivalence or mutual singularity of laws of processes should
be understood by considering these processes as variables with values in the space
of continuous functions.

Theorem 5.8.Let0< H < 1. For any S> 0, the laws of BHt and XS,H
t = XH

S+t −XH
S

are equivalent on any time interval[0,T]; more precisely, the relative entropies of
BH and XS,H with respect to each other are dominated by S2H−2 as S↑ ∞, and
therefore tend to 0; in particular, the total variation distance between the laws of
XS,H and BH is dominated by SH−1. In the case S= 0, the two laws are mutually
singular as soon as H6= 1/2.

Proof. Let us consider separately the casesS> 0 andS= 0.

Equivalence for S> 0. Consider the coupling and notations of Theorem 5.1, so that
the processBH

t = XH
t +YH

t is written as the sum of two independent processes.
This implies thatBS,H = XS,H +YS,H , whereBS,H andYS,H are defined similarly
to XS,H . Theorem 5.4 states that the Cameron-Martin spaces ofXH and BH are
equivalent; this implies that the Cameron-Martin space ofXS,H is equivalent to the
Cameron-Martin space ofBS,H which is HH , and is therefore also equivalent to

H ′
H = IH+1/2

0+ L2(R+); thus it contains smooth functions taking value 0 at 0. But the
perturbationYS,H is smooth, so the equivalence of the laws ofBS,H andXS,H fol-
lows from the Cameron-Martin theorem for an independent perturbation. Moreover,
(103) yields an estimation of the relative entropies

max
(
I (BH ,XS,H),I (XS,H ,BH)

)
≤ 1

2
E|YS,H |2HH

≤CE|YS,H |2
H ′

H

≤CT E

(
sup
[0,T]

|D1YS,H |+ sup
[0,T]

|D2YS,H |
)2

from (74). The derivativeDkYH
t is O(tH−k) in L2(Ω) from the scaling property, so

sup|D1YS,H
t |= sup|D1YH

S+t | ≤ |D1YH
S |+

∫ T

0
|D2YH

S+t |dt = O(SH−1)

asS↑ ∞. The second derivative is even smaller (of orderSH−2). Thus the relative
entropies are dominated byS2H−2. In particular, the total variation distance is esti-
mated from Pinsker’s inequality (102).

Mutual singularity for S= 0. This is a consequence of Theorem C.13; the two pro-
cesses are self-similar, the initialσ -algebraF0+(BH) is almost surely trivial (Re-
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mark C.11), so it is sufficient to prove that they do not have the same law. But this
is evident sinceBH can be written as the sum ofXH and of an independent process
YH which is not identically zero. ⊓⊔

Remark 5.9.In the caseS= 0, Theorem C.9 provides a criterion to decide whether
a processΞ has the law ofBH or XH . The variances of these two processes differ
(they can be computed from the calculation of Appendix B), sowe can decide be-
tween them by looking at the small time behaviour of

∫ 1
t s−2H−1(Ξs)

2ds. Actually,
by applying the invariance by time inversion, we can also look at the behaviour in
large time.

For the following result, we recall that the mutual information of two variablesX1

andX2 is defined as the entropy of(X1,X2) relative to two independent copies ofX1

andX2. We want to estimate the dependence between the increments of BH on some
interval [S,S+T], S≥ 0, and its increments before time 0, and in particular prove
that the two processes are asymptotically independent whenS↑+∞. This result and
other estimates were proved in [31] with a more analytical method; an asymptotic
independence result is also given in [33].

Theorem 5.10.Let H 6= 1/2. The joint law of the two processes(BS,H
t = BH

S+t −
BH

S ; 0 ≤ t ≤ T) and (BH
t ; t ≤ 0) is equivalent to the product of laws as soon as

S> 0, and the Shannon mutual information is O(S2H−2) as S↑ ∞. If S= 0, the joint
law and the product of laws are mutually singular.

Proof. We consider separately the two cases.

Equivalence for S> 0. Let (Wt ; t ∈ R) and(Wt ; t ∈ R) be two standard Brownian
motions such thatWt =Wt for t ≥ 0 and(Wt ; t ≤ 0) is independent ofW. We then

consider the two fractional Brownian motionsBH = ĨH−1/2
+ W andΛH = ĨH−1/2

+ W.
With the notation of Theorem 5.1, they can be written onR+ asBH = XH +YH and
ΛH = XH +Y

H , soΛH = BH +Y
H −YH ; by looking at the increments after timeS,

we haveΛS,H = BS,H +Y
S,H −YS,H . Conditionally onF0(W,W) = F0(BH ,ΛH),

the processY
S,H −YS,H becomes a deterministic process which is almost surely in

HH (see the proof of Theorem 5.8), so the conditional laws of

(BS,H
t , 0≤ t ≤ T; BH

t , t ≤ 0) and (ΛS,H
t , 0≤ t ≤ T; BH

t , t ≤ 0)

are equivalent. We deduce that the unconditional laws are also equivalent. More-
over, the two processes of the right side are independent, and ΛS,H ≃ BS,H , so the
equivalence of laws stated in the theorem is proved. On the other hand, the relative
entropies of

(BS,H
t , 0≤ t ≤ T; BH

t , t ≤ 0; ΛH
t , t ≤ 0)

and
(ΛS,H

t , 0≤ t ≤ T; BH
t , t ≤ 0; ΛH

t , t ≤ 0)

with respect to each other are equal to
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1
2
E
∣∣YS,H −YS,H

∣∣2
HH

≤ 2E
∣∣YS,H

∣∣2
HH

= O(S2H−2)

(proceed as in Theorem 5.8). If we project on the two first components, we deduce
that the mutual information that we are looking for is smaller than this quantity.

Mutual singularity for S= 0. If we compare the law of(BH
t ,B

H
−t ; 0≤ t ≤T) with the

law of two independent copies of the fractional Brownian motion, we have two self-
similar Gaussian processes with different laws, so the lawsare mutually singular
from Theorem C.13. ⊓⊔

Remark 5.11.As an application, we can compareBH with its odd and even parts.
Let B andB′ be two independent copies ofBH . Let S> 0. From Theorem 5.10, we
have on[0,T] the equivalence of laws

(
BH

S+t −BH
S

)
±
(
BH
−S−t −BH

−S

)
∼
(
BS+t −BS

)
±
(
B′
−S−t −B′

−S

)
≃
√

2(BH
S+t −BH

S

)

≃
√

2BH
t .

Thus the law of the increments of(BH
t ±BH

−t)/
√

2 on[S,S+T] have a law equivalent
to the law ofBH . ForS=0, the Cameron-Martin spaces are equivalent (Remark 5.6),
but the laws can be proved to be mutually singular from Theorem C.13.

6 Series expansions

Let us try to writeBH on [0,1] as some series of type

BH
t = ∑

n
hn(t)ξn

wherehn are deterministic functions andξn are independent standard Gaussian vari-
ables. Such expansions have been described in the standard caseH = 1/2 by [19],
and actually, an expansion valid for the standard Brownian motionW can be trans-

ported toBH by means of the operatorG1/2,H
0+ , see [12].

If we look more precisely for a trigonometric expansion, we can apply [9] where
the functionshn are trigonometric functions, the coefficients of which are related
to some Bessel function depending onH. However, we are here more interested in
trigonometric functions which do not depend onH.

6.1 A trigonometric series

Suppose that we are interested in the Fourier series of(BH
t ; 0≤ t ≤ 1). The problem

is that the Fourier coefficients are not independent, since this property is already
known to be false forH = 1/2. What is known forH = 1/2 is thatWt can be
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represented by means of (8), (9) or (10) for independent standard Gaussian variables
(ξn,ξ ′

n;n≥ 1); the series converges inL2(Ω), uniformly in t, and one easily deduces
the Fourier series ofW from (8). Similar representations cannot hold on[0,1] for
the fractional Brownian motion as soon asH 6= 1/2, but it appears that one can find
a representation mixing (8) and (9),

BH
t ≃ aH

0 ξ0t + ∑
n≥1

aH
n

((
cos(πnt)−1

)
ξn+ sin(πnt)ξ ′

n

)
(77)

on [0,1]. This question has been studied in [18] and [17] respectively for the cases
H < 1/2 andH > 1/2. The sign ofaH

n is of course irrelevant so we will choose
aH

n ≥ 0. We follow a general technique for finding series expansions of Gaussian
processes from series expansions of their covariance kernels. We are going to find
all the possibleaH

n for which (77) holds; it appears thataH
n , n≥ 1, is unique as soon

asaH
0 has been chosen in some set of possible values.

Theorem 6.1.It is possible to find a sequence(aH
n ; n ≥ 0), aH

n ≥ 0, such that
∑(aH

n )
2 < ∞ and (77) holds on[0,1] for independent standard Gaussian variables

(ξ0,ξn,ξ ′
n;n≥ 1). The convergence of the series holds uniformly in t, almost surely.

If H ≤ 1/2, we have to choose aH
0 in an interval[0,a(H)], a(H)> 0, and aHn is then

uniquely determined; if H> 1/2 there is only one choice for the sequence. More-
over, except in the case H= 1/2, we must have aHn 6= 0 for all large enough n. If
H 6= 1/2, then(77)cannot hold on[0,T] for T > 1.

Proof. We divide the proof into two parts.

Step 1: Study on[0,1]. It is clear that the convergence of the series in (77) holds
for t fixed (almost surely and inL2(Ω)); the uniform convergence comes from the
Itô-Nisio theorem [19]. We have to verify that the right hand sideZ has the same
covariance kernel asBH for a good choice of(aH

n ). We have

E[ZsZt ] = (aH
0 )

2st+ ∑
n≥1

(aH
n )

2
((

cos(πnt)−1
)(

cos(πns)−1
)
+ sin(πnt)sin(πns)

)

= (aH
0 )

2st+ ∑
n≥1

(aH
n )

2
(

cos(πn(t− s))− cos(πnt)− cos(πns)+1
)

=
(

fH(t)+ fH(s)− fH(t − s)
)
/2

with
fH(t) = (aH

0 )
2t2+2 ∑

n≥1
(aH

n )
2
(

1− cos(πnt)
)
. (78)

If we compare this expression with (2), it appears that iffH coincides on[−1,1]
with gH(t) = ρ |t|2H , thenBH ≃ Z on [0,1]; conversely, ifBH ≃ Z, then they have the
same variance, sofH = gH on [0,1] and therefore on[−1,1] (the two functions are
even). Thus finding an expansion (77) on[0,1] is equivalent to finding coefficients
aH

n so thatfH = gH on [−1,1]. For any choice ofaH
0 , one has on[−1,1] the Fourier

decomposition
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ρ |t|2H − (aH
0 )

2t2 = bH
0 −2 ∑

n≥1

bH
n cos(πnt).

Thus the possible expansions correspond to the possible choices ofaH
0 such that

bH
n ≥ 0 for n≥ 1 and∑bH

n < ∞; then

ρ |t|2H − (aH
0 )

2t2 = 2 ∑
n≥1

bH
n (1− cos(πnt))

and we takeaH
n =

√
bH

n for n≥ 1. We have

bH
n =−ρ

∫ 1

0
t2H cos(πnt)dt+(aH

0 )
2
∫ 1

0
t2cos(πnt)dt

=
2H
πn

ρ
∫ 1

0
t2H−1sin(πnt)dt− 2(aH

0 )
2

πn

∫ 1

0
t sin(πnt)dt

=−2H(2H−1)
π2n2 ρ

∫ 1

0
t2H−2(1− cos(πnt)

)
dt

+
2H

π2n2 ρ
(
1− (−1)n)+ 2(aH

0 )
2

π2n2 (−1)n. (79)

Let us first assumeH < 1/2; then the first term is positive, and the sum of the second
and third terms is nonnegative as soon asaH

0 ≤√
2ρH. Moreover

cn2
∫ 1/n

0
t2Hdt ≤

∫ 1

0
t2H−2(1− cos(πnt)

)
dt ≤Cn2

∫ 1/n

0
t2Hdt+2

∫ ∞

1/n
t2H−2dt

(80)
so this integral is of ordern1−2H (actually a more precise estimate will be proved in
Theorem 6.6), and we havebH

n ≍ n−1−2H. It is then not difficult to deduce that there
exists a maximala(H)≥√

2ρH such that if we chooseaH
0 in [0,a(H)], thenbH

n ≥ 0
for anyn; the valuea(H) is attained when one of the coefficientsbH

n becomes 0. It
follows frombH

n ≍ n−1−2H that∑bH
n <∞. Let us now assumeH = 1/2; the property

bH
n ≥ 0 holds fora1/2

0 ∈ [0,a(1/2)] = [0,1], andb1/2
n = O(n−2). Finally, if H > 1/2,

bH
n =

2H(2H −1)
π2n2 ρ

∫ 1

0
t2H−2cos(πnt)dt+

2(aH
0 )

2−2ρH
π2n2 (−1)n (81)

=−2H(2H−1)(2H−2)
π3n3 ρ

∫ 1

0
t2H−3sin(πnt)dt+

2(aH
0 )

2−2ρH

π2n2 (−1)n

=
2H(2H −1)(2H−2)(2H−3)

π4n4 ρ
∫ 1

0
t2H−4(1− cos(πnt)

)
dt

− 2H(2H−1)(2H−2)
π4n4 ρ

(
1− (−1)n)+ 2(aH

0 )
2−2ρH

π2n2 (−1)n.

The integral of the last equality is studied like (80), and isof ordern3−2H , so the
first term of this last equality is positive and of ordern−1−2H. The second term
is nonnegative and smaller. If we chooseaH

0 6= √
ρH, then the third term has an
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alternating sign and is the dominant term, sobH
n is not always positive. Thus we

must chooseaH
0 =

√
ρH, andbH

n > 0 for anyn; we again havebH
n ≍ n−1−2H so that

∑bH
n <∞. Moreover, in the two casesH <1/2 andH > 1/2, we haveaH

n ≍n−H−1/2,
soaH

n 6= 0 for all large enoughn.

Step 2: Study on larger intervals.Suppose now that (77) holds on[0,T] for some
T > 1. Then, as in previous step, we should havefH(t) = gH(t) = ρ |t|2H on [−T,T].
But fH(t)− (aH

0 )
2t2 is even and 2-periodic, so

fH(1− t)− (aH
0 )

2(1− t)2 = fH(1+ t)− (aH
0 )

2(1+ t)2.

Thus
ρ(1− t)2H − (aH

0 )
2(1− t)2 = ρ(1+ t)2H − (aH

0 )
2(1+ t)2

for |t| ≤ min(T −1,1). By differentiating twice, it appears that this relation isfalse
if H 6= 1/2. ⊓⊔

Remark 6.2.ForH = 1/2, we can choosea1/2
0 in [0,1], and the expansion (77) is an

interpolation between the decompositions containing respectively only odd terms

(a1/2
0 = 0) and only even terms (a1/2

0 = 1), which are respectively (9) and (8).

Remark 6.3.Suppose thatH ≤ 1/2 with aH
0 = 0; the formula (77) defines a Gaussian

process on the torusR/2Z with covariance kernel

E
[
BH

t BH
s

]
=

ρ
2

(
δ (0, t)2H + δ (0,s)2H − δ (s, t)2H) (82)

for the distanceδ on the torus. This is the fractional Brownian motion of [18] in-
dexed by the torus. ForH > 1/2, we cannot takeaH

0 = 0; this is related to the fact
proved in [18], that the fractional Brownian motion on the torus does not exist; when
indeed such a process exists, we deduce from (82) that

E
[
BH

t (B
H
1+t −BH

1 )
]
= ρ

(
(1− t)2H −1

)
∼−2ρHt

ast ↓ 0 (use the factδ (1+ t,0) = 1− t on the torus), whereas this covariance should
be dominated byt2H .

Remark 6.4.WhenH ≤ 1/2 andaH
0 = 0, we can writeBH

t on [0,1] asA
H
t −A

H
0 for

the stationary processA
H
t = ∑aH

n (cos(πnt)ξn+ sin(πnt)ξ ′
n). In the caseH = 1/2,

it generates the sameσ -algebra asB1/2, and this process coincides with the process
A1/2 of Theorem 4.11. However, a comparison of the variances of the two processes
show that they are generally different whenH < 1/2.

Remark 6.5.Since the two sides of (77) have stationary increments, we can replace
the time intervals[0,1] and[0,T] of Theorem 6.1 by other intervals of length 1 and
T containing 0.

We now study the asymptotic behaviour of the coefficientsaH
n of Theorem 6.1.
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Theorem 6.6.The expansion of Theorem 6.1 can be written with aH
0 =

√
ρH. In

this case, aHn > 0 for any n and

aH
n = (πn)−H−1/2(1+O(n2H−3)) (83)

for n large.

Proof. The only part which has still to be proved is (83). This will beaccomplished
through an asymptotic analysis of the integrals in (79) and (81). ForH = 1/2 we
haveaH

n = (πn)−1 so this is trivial. IfH < 1/2, we have

(1−2H)
∫ 1

0
t2H−2(1− cos(πnt))dt

= (1−2H)

∫ ∞

0
t2H−2(1− cos(πnt))dt−1+(1−2H)

∫ ∞

1
t2H−2cos(πnt)dt

= (1−2H)(πn)1−2H
∫ ∞

0
t2H−2(1− cost)dt−1

+(1−2H)(πn)1−2H
∫ ∞

πn
t2H−2cost dt

= (πn)1−2H
∫ ∞

0
t2H−1sint dt−1+O(n−2) (84)

where we have used in the last equality

∣∣∣
∫ ∞

πn
t2H−2cost dt

∣∣∣= (2−2H)
∣∣∣
∫ ∞

πn
t2H−3sint dt

∣∣∣

= (2−2H)
∣∣∣∑
k≥n

∫ π(k+1)

πk
t2H−3sint dt

∣∣∣

≤ (2−2H)
∣∣∣
∫ π(n+1)

πn
t2H−3sint dt

∣∣∣= O(n2H−3) (85)

(this is an alternating series). By applying (34), we deducethat

(1−2H)

∫ 1

0
t2H−2(1− cos(πnt))dt = (πn)1−2HΓ (2H)sin(πH)−1+O(n−2),

so (79) withaH
0 =

√
ρH implies

bH
n = ρ(πn)−1−2HΓ (2H +1)sin(πH)+O(n−4). (86)

Similarly, if H > 1/2, then (85) again holds true and

∫ 1

0
t2H−2cos(πnt)dt = (πn)1−2H

∫ ∞

0
t2H−2cost dt+O(n−2)

= (πn)1−2HΓ (2H −1)sin(πH)+O(n−2)
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and we deduce from (81) that we again have (86). By using our choice ofρ given in
(51), we obtain in both cases

bH
n =−2

Γ (−2H)Γ (2H +1)
π2H+2n2H+1 cos(πH)sin(πH)(1+O(n2H−3))

= (πn)−2H−1(1+O(n2H−3))

from (95). We deduce (83) by taking the square root. ⊓⊔

Remark 6.7.Considering the expansion (77) foraH
0 =

√
ρH, replacingBH by the

process

B̌H
t = cξ0t + ∑

n≥1
(πn)−H−1/2((cos(πnt)−1)ξn+ sin(πnt)ξ ′

n

)

for c > 0 is equivalent to multiplyingξ0 by c/aH
0 and (ξn,ξ ′

n) by some(1+
O(n2H−3)) which remains strictly positive. We can compare the laws of these
two sequences of independent Gaussian variables by means ofKakutani’s criterion
(Theorem C.4), and it appears that the laws of these two sequences are equivalent
(∑n4H−6 < ∞). Thus the laws ofBH andB̌H are equivalent on[0,1]. This implies
that the law of 2−HB̌H

2t is equivalent on[0,1/2] to the law ofBH
t ; actually, we will

prove in Theorem 6.13 that these two laws are equivalent on[0,T] for anyT < 1.

6.2 Approximate expansions

We now consider the processes

B̂H
t = ξ0t +

√
2 ∑

n≥1

(
ξn

cos(2nπt)−1

(2nπ)H+1/2
+ ξ ′

n
sin(2nπt)

(2nπ)H+1/2

)
,

B
H
t =

√
2 ∑

n≥0

(
ξn

cos((2n+1)πt)−1

((2n+1)π)H+1/2
+ ξ ′

n
sin((2n+1)πt)

((2n+1)π)H+1/2

) (87)

on [0,1]. Notice thatB̂1/2 ≃ B
1/2 ≃ W from (8) and (9). On the other hand, it fol-

lows from Theorem 6.1 that̂BH 6≃ BH and B
H 6≃ BH for H 6= 1/2 (because one

should haveaH
n 6= 0 in the expansion (77) ofBH for all large enoughn), but we are

going to check that these two processes have a local behaviour similar to BH . The
advantage with respect to the exact expansion (77) is that the sequence of random
coefficients and the process will generate the sameσ -algebra. Then we will apply
these approximations to some properties of the Cameron-Martin spaceHH (Sub-
section 6.3), and to some equivalence of laws (Subsection 6.4). As it was the case
for Riemann-Liouville processes,̂BH andB

H
are not only defined for 0< H < 1,

but also for anyH > 0.
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Let us comparêBH andB
H

with BH for 0< H < 1. We use the operatorŝIα
+ and

I
α
+ defined in (36) and (37). By projecting on the Gaussian spacesgenerated byξn

andξ ′
n and by applying (35), we can write

Î1/2−H
+ B̂H

t = ξ0t +
√

2 ∑
n≥1

(
ξn

cos(2πnt+(H −1/2)π/2)− cos((H −1/2)π/2)
2πn

+ ξ ′
n
sin(2πnt+(H −1/2)π/2)− sin((H −1/2)π/2)

2πn

)
.

(88)

The two expressions (8) and (88) are related to each other by applying a rotation

on the vectors(ξn,ξ ′
n), so Î1/2−H

+ B̂H andW have the same law. A similar property

holds forI1/2−H
+ B

H , and we can therefore write

B̂H ≃ ÎH−J
+ B̂J, B

H ≃ I
H−J
+ B

J
, B̂1/2 ≃ B

1/2 ≃W. (89)

We can give an extension of Theorem 5.1.

Theorem 6.8.It is possible to realise jointly the processes BH , XH , B
H

andB̂H so
that the differences BH −XH , B

H −BH andB̂H −BH are C∞ on(0,1]; moreover, the
derivatives of order k of these differences are O(tH−k) in L2(Ω) as t↓ 0.

Proof. We consider the couplingBH = ĨH−1/2
+ W, XH = IH−1/2

0+ W, B
H
= I

H−1/2
+ W

andB̂H = ÎH−1/2
+ W for the sameW onR. The smoothness ofBH −XH is proved in

Theorem 5.1, and the estimation of the derivatives follows by a scaling argument.
On the other hand, letW1

t be equal toWt −W1t on [0,1], extend it toR by periodicity,
and defineW2

t =W1
−t for t ≥ 0. Then, with the notation (73),

B̂H
t =W1t + IH−1/2

0+ (Wt −W1t)+ IH−1/2
△ W2

t

= XH
t +W1

(
t −Γ (H +3/2)−1tH+1/2)+ IH−1/2

△ W2
t

The smoothness of̂BH −XH follows; the processW2
t is dominated inL2(Ω) by

min(
√

t,1), so we deduce from (73) that

∥∥DkIH−1/2
△ W2

t

∥∥
2 ≤C

∫ ∞

0
(t + s)H−k−3/2√sds=C′tH−k

for k≥ 1. The study ofBH is similar; letW3 be the processW on [0,1] extended to

R so that the increments are 1-antiperiodic, and letW4
t =W3

−t ; thenB
H

is equal to

XH + IH−1/2
△ W4; the end of the proof is identical. ⊓⊔
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6.3 Application to the Cameron-Martin space

Let ĤH andH H be the Cameron-Martin spaces ofB̂H andB
H

on the time interval
[0,1]. It follows from (89) thatĤ1/2 = H 1/2 = H1/2, andĤH = ÎH−J

+ ĤJ as well

asH H = I
H−J
+ H J.

Theorem 6.9.For 0<H < 1, the spacesĤH , H H andHH are equivalent on[0,1].

Proof. We compare successivelŷHH andH H with HH([0,1]), and use the prop-
erties of this last space described in Remark 5.7.

Proof ofĤH ∼HH . We know thatĤH = ÎH−1/2
+ H1/2, so it is sufficient to establish

that ÎH−1/2
+ is a homeomorphism fromH1/2([0,1]) onto HH([0,1]). To this end,

we are going to prove that̂IH−J
+ is continuous fromHJ([0,1]) into HH([0,1]) for

0 < J,H < 1. Consider a functionh of HJ([0,1]), considerh0(t) = h(t)− h(1)t,
and extend it by periodicity. Thenh0 is generally not inHJ(R), but the oper-
ator h 7→ h1 = h01(−1,1] is continuous fromHJ([0,1]) into HJ(R). Moreover,
the operatorh 7→ h2 = h01(−∞,−1] is continuous fromHJ([0,1]) into the space
L∞((−∞,−1]) of bounded functions supported by(−∞,−1]. On the other hand, it is
known thatHH = ĨH−J

+ HJ onR, andĨH−J
+ also maps continuouslyL∞((−∞,−1])

into the space of smooth functions on[0,1], and therefore intoHH([0,1]). Thus
h 7→ ĨH−J

+ h0 = ĨH−J
+ h1+ ĨH−J

+ h2 is continuous fromHJ([0,1]) into HH([0,1]). If
we add the operatorh 7→ (h(1)t) which is also continuous, we can conclude.

Proof of H H ∼ HH . In this case, we leth0 be the functionh on [0,1], extended
to R so that the increments are 1-antiperiodic. We then considerh1 = h01(−2,1] and
h2 = h01(−∞,−2]. The proof is then similar, except that we do not have the termh(1)t
in this case. ⊓⊔

Remark 6.10.In view of (7), a functionh is in the spaceHH(R) if its derivative
D1h (in distribution sense ifH < 1/2) is in the homogeneous Sobolev space of
orderH − 1/2 (see for instance [31]); similarly, it follows from (87) that h is in
ĤH is D1h is in the Sobolev space of orderH − 1/2 of the torusR/Z. Thus the
equivalenceĤH ∼ HH of Theorem 6.9 means that the Sobolev space on the torus
is equivalent to the restriction to[0,1] of the Sobolev space onR. This classical
result is true because we deal with Sobolev spaces of order in(−1/2,1/2).

Remark 6.11.We have from Theorems 5.4 and 6.9 thatHH ∼ H ′
H ∼ ĤH ∼ H H

for any 0< H < 1. Notice however that the comparison for instance of̂HH andH ′
H

cannot be extended to the caseH > 1; in this case indeed, functions ofH ′
H satisfy

D1h(0) = 0, contrary to functions ofĤH .

Let us now give an immediate corollary of Theorem 6.9.

Theorem 6.12.The sets of functions on[0,1]
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t, n−H−1/2(1− cos(2nπt)
)
, n−H−1/2sin(2nπt),

and
n−H−1/2(1− cos((2n+1)πt)

)
, n−H−1/2sin((2n+1)πt),

form two Riesz bases ofHH . A function h is inHH is and only if it has the Fourier
expansion

h(t)−h(1)t = ∑
n≥0

αncos(2πnt)+ ∑
n≥1

βnsin(2πnt)

with

∑n2H+1(α2
n +β 2

n

)
< ∞.

6.4 Equivalence and mutual singularity of laws

We now compare the laws ofBH , B̂H andB
H

viewed as variables with values in the
space of continuous functions.

Theorem 6.13.Let H 6= 1/2. The laws of the processeŝBH , B
H

and BH are equiva-
lent on the time interval[0,T] if T < 1, and are mutually singular if T= 1.

Proof. We compare the laws ofBH andB̂H . The study ofBH is similar.

Proof of the equivalence for0< T < 1. The increments of both processes are sta-
tionary, so let us study the equivalence ofB̂S,H

t = B̂H
S+t − B̂H

S andBS,H
t = BH

S+t −BH
S

on [0,T] for S= 1−T. From Theorem 6.8, we can coupleBH andB̂H so that the
difference is smooth onR⋆

+. Consequently,̂BS,H −BS,H is smooth on[0,T], so it
lives in HH . Moreover, we have proved in Theorem 6.9 that the Cameron-Martin
spaces of̂BH andBH are equivalent, so the same is true for the Cameron-Martin
spaces of̂BS,H andBS,H . The equivalence of laws then follows from Theorem C.5.

Proof of the mutual singularity for T= 1. ConsiderB̂H onR. Our aim is to prove
that the laws of the two processes

(BH
t ,B

H
1 −BH

1−t) and (B̂H
t , B̂

H
1 − B̂H

1−t) = (B̂H
t ,−B̂H

−t)≃ (B̂H
2t − B̂H

t , B̂
H
t )

are mutually singular on the time interval[0,1/4]. The law of the first process is
equivalent to a couple(BH,1

t ,BH,2
t ) of two independent fractional Brownian motions

(see Theorem 5.10), andF0+(BH,1,BH,2) is almost surely trivial. On the other hand,
from the first part of this proof, the law of the second processis equivalent to the
law of (BH

2t −BH
t ,B

H
t ). We therefore obtain two self-similar processes which do not

have the same law, so we deduce from Theorem C.13 that the lawsare mutually
singular. ⊓⊔

Remark 6.14.It follows from Remark 6.7 that the law ofBH is equivalent on[0,1] to
the law of(B̂H +B

H
)/
√

2, whereB̂H andB
H are independent. We have now proved
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that this law is equivalent separately to the laws ofB̂H andB
H

, but only on[0,T] for
T < 1.

Theorem 6.15.Let T > 0. The distance in total variation between the laws of the
processes(ε−H B̂H

εt ; 0≤ t ≤T) and(BH
t ; 0≤ t ≤T) is O(ε1−H) asε ↓ 0. The process

B
H

satisfies the same property.

Proof. As in Theorem 6.13, let us compare the laws ofB̂1/2,H andB1/2,H on [0,εT]
for 0< ε ≤ 1/(2T). It follows from Theorem C.5 that the entropyI of the former
process relative to the latter one satisfies

I ≤CE
∣∣B̂1/2,H −B1/2,H

∣∣2
HH([0,εT]).

More precisely it is stated in Theorem C.5 that the constantC involved in this dom-
ination property depends only on the constants involved in the injections of the
Cameron-Martin spaces of̂B1/2,H andB1/2,H on [0,εT] into each other; but if we
choose a constant which is valid for̂BH andBH the time interval[0,1] (Theorem
6.9), then it is also valid for̂B1/2,H and B1/2,H on [0,1/2], and therefore on the
subintervals[0,εT], 0< ε ≤ 1/(2T), so we can chooseC not depending onε. Thus

I ≤CE
∣∣B̂1/2,H −B1/2,H

∣∣2
H ′

H([0,εT]) = O(ε2−2H)

from (74). The convergence in total variation and the speed of convergence are de-
duced from (102). The proof forBH is similar. ⊓⊔

Remark 6.16.We can say that the processesB
H

and B̂H are asymptotically frac-
tional Brownian motions near time 0. The processesB

H
, B̂H andBH have stationary

increments, so the same local property holds at any time.

As an application, we recover a result of [4], see also [2, 37]for more general
results. Notice that the equivalence stated in the following theorem may hold even
when the paths ofBH

2 are not inHJ.

Theorem 6.17.Let BJ
1 and BH

2 be two independent fractional Brownian motions
with indices J< H, and let T> 0. Then the laws of(BJ

1+λ BH
2 ; λ ≥ 0) are pairwise

equivalent on[0,T] if H > J+1/4. Otherwise, they are pairwise mutually singular.

Proof. It is sufficient to prove the result forT = 1.

Equivalence for H− J > 1/4. Let us prove that the laws ofBJ
1 andBJ

1+λBH
2 , are

equivalent. From Theorems 6.1 and 6.6, the processBJ
1 can be written as (77) for

independent standard Gaussian variables(ξn,ξ ′
n) and coefficientsaJ

n such thataJ
n 6=0

for anyn. The processBH
2 can be written similarly with coefficientsaH

n and variables
(ηn,η ′

n). ThusBJ
1+λBH

2 is the image by some functional of the sequence

Uλ
n = aJ

n(ξn,ξ ′
n)+λ aH

n (ηn,η ′
n),
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and it is sufficient to prove that the laws ofUλ
n andU0

n are equivalent. This can be
done by means of Kakutani’s criterion (Theorem C.4) withσ2

n = (aJ
n)

2 and σ̄2
n =

(aJ
n)

2+λ 2(aH
n )

2. But

∑
n≥1

(λ 2(aH
n )

2

(aJ
n)

2

)2
≤C ∑

n≥1

n4(J−H) < ∞

from Theorem 6.6.

Mutual singularity for0< H − J ≤ 1/4. Let us use the coupling

BJ
1 = G1/2,J

0+ W1, BH
2 = ĨH−1/2

+ W2, XK
2 = IK−1/2

0+ W2, B̂K
2 = ÎK−1/2

+ W2

(0 < K < 1), for independentW1 on R+ andW2 on R. By applying the operator

GJ,1/2
0+ , we can write

GJ,1/2
0+

(
BJ

1+λ BH
2

)
(90)

=W1+λ GJ,1/2
0+ BH

2

=W1+λ
(
(GJ,1/2

0+ − I1/2−J
0+ )BH

2 + I1/2−J
0+ (BH

2 −XH
2 )+X1/2+H−J

2 − B̂1/2+H−J
2

)

+λ B̂1/2+H−J
2 .

Let us now prove that the process inside the big parentheses lives inH1/2. We have

checked in the proof of Theorem 5.3 that(GJ,1/2
0+ − I1/2−J

0+ ) f is differentiable onR⋆
+

for any f in HJ−, so in particular forf = BH
2 ; the scaling property then enables to

prove that the derivative isO(tH−J−1/2), so (GJ,1/2
0+ − I1/2−J

0+ )BH
2 is in H1/2. Simi-

larly, BH
2 −XH

2 is smooth, soI1/2−J
0+ (BH

2 −XH
2 ) is also smooth, and we deduce from

the same scaling property that it is inH1/2. Finally X1/2+H−J
2 − B̂1/2+H−J

2 is also in
H1/2 from Theorem 6.8. Thus we deduce that the process of (90) is obtained from

W1+λ B̂1/2+H−J
2 by means of a perturbation which lives inH1/2 and is independent

of W1, so the two laws are equivalent. It is then sufficient to provethat the laws of
W1 + λi B̂

1/2+H−J
2 for λ1 6= λ2 are mutually singular. But these two processes can

be expanded on the basis(t,1−cos(2πnt),sin(2πnt)); the coefficients are indepen-
dent with positive variance; the variance of the coefficients on 1− cos(2πnt) and
sin(2πnt) is equal to 2(2πn)−2+2λ 2

i (2πn)−2(H−J+1). As in the first step, we can
apply Kakutani’s criterion (Theorem C.4) and notice that

∑
n≥1

( (λ 2
2 −λ 2

1 )(2πn)−2(H−J+1)

(2πn)−2+λ 2
1 (2πn)−2(H−J+1)

)2
= ∞

so that the two laws are mutually singular. ⊓⊔
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Remark 6.18.ForH > J andλ > 0, the processBJ+λ BH exhibits different scaling
properties in finite and large time. It is locally asymptotically J-self-similar, whereas
it is asymptoticallyH-self-similar in large time.

Another application is the comparison withBH of a fractional analogue of the
Karhunen-Loève process (10) proposed in [11].

Theorem 6.19.Consider the process

LH
t =

√
2 ∑

n≥0

ξn
sin

(
(n+1/2)πt

)

((n+1/2)π)H+1/2

for independent standard Gaussian variablesξn. Then the laws of LHS+t − LH
S and

BH are equivalent on[0,T −S] for 0 < S< T < 1. On the other hand, these laws
are mutually singular if S= 0 or T = 1.

Proof. We deduce from Theorem 6.13 that the laws ofBH
t/2 andB

H
t/2 are equivalent

on [0,2T] for T < 1, and therefore on[−T,T] (the two processes have stationary
increments). Thus(BH

t −BH
−t)/

√
2, which has the same law as 2H−1/2(BH

t/2−BH
−t/2),

has a law equivalent on[0,T] to the law of

2H−1/2(BH
t/2−B

H
−t/2

)
= 2H+1 ∑

n≥0

ξn
sin((n+1/2)πt)

((2n+1)π)H+1/2
= LH

t ,

so we have the equivalence of laws

LH
t ∼ (BH

t −BH
−t)/

√
2 (91)

on [0,T]. Moreover, we deduce from Remark 5.11 that the increments ofthe right
hand side of (91) on[S,T] are equivalent to the increments ofBH , and this proves the
first statement of the theorem. For the caseS= 0, we have also noticed in Remark
5.11 that the laws of the right hand side of (91) and ofBH are mutually singular. For
the caseT = 1, we have to check that the laws ofLH

1 −LH
1−t and ofBH are mutually

singular on[0,1−S]. We have

LH
1 −LH

1−t = 2H−1/2(BH
1/2−B

H
(1−t)/2−B

H
−1/2+B

H
(t−1)/2

)

= 2H−1/2(2B
H
1/2−B

H
(1−t)/2−B

H
(1+t)/2

)

≃ 2H−1/2(BH
−t/2+B

H
t/2

)
∼ (BH

t +BH
−t)/

√
2

where we have used the fact that the increments ofB
H

are 1-antiperiodic and sta-
tionary. But the law of this process is mutually singular with the law ofBH by again
applying Remark 5.11. ⊓⊔
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Appendix

We now explain some technical results which were used throughout this article.

A An analytical lemma

The basic result of this appendix is the following classicallemma, see Theorem 1.5
of [35].

Theorem A.1.Consider a kernel K(t,s) onR+×R+ such that

K(λ t,λs) = K(t,s)/λ (92)

for λ > 0, and ∫ ∞

0

|K(1,s)|√
s

ds< ∞.

Then K: f 7→ ∫
K(.,s) f (s)ds defines a continuous endomorphism of L2.

Proof. For f nonnegative, let us study

E( f ) =
∫ ∞

0

(∫ ∞

0
|K(t,s)| f (s)ds

)2
dt =

∫ ∞

0

(∫ ∞

0
|K(1,s)| f (ts)ds

)2
dt

=

∫∫∫
|K(1,s)| |K(1,u)| f (ts) f (tu)dsdudt

from the scaling property (92) written asK(t,s) = K(1,s/t)/t. We have
∫

f (ts) f (tu)dt ≤ ‖ f‖2
L2/

√
su,

so

E( f )≤ ‖ f‖2
L2

(∫ |K(1,s)|√
s

ds
)2

.

If now f is a real square integrable function, thenK f (t) is well defined for almost
anyt, and ∫ ∞

0
K f (t)2dt ≤ E(| f |) ≤C‖ f‖2

L2.

⊓⊔

Theorem A.2.On the time intervalR+, let

A : (h(t); t ≥ 0) 7→ (Ah(t); t ≥ 0)

be a linear operator defined onH1/2 (the space of1/2-Hölder continuous functions
taking the value 0 at 0) such that Ah(0) = 0. We suppose that
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A(hλ ) = (Ah)λ for hλ (t) = h(λ t). (93)

We also suppose that Ah is differentiable onR⋆
+ and that h7→D1Ah(1) is continuous

on H
1/2. Then A is a continuous endomorphism of the standard Cameron-Martin

spaceH1/2 = I1
0+L2.

Proof. OnH1/2, the linear formh 7→ D1Ah(1) takes the formD1Ah(1) = 〈a,h〉H1/2

for somea in H1/2, so

D1Ah(t) =
1
t

D1(Ah)t(1) =
1
t
D1Aht(1) =

1
t
〈a,ht〉H1/2

=
1
t

∫
D1a(s)D1ht(s)ds

=
∫

D1a(s)D1h(ts)ds=
∫

K(t,s)D1h(s)ds

for
K(t,s) = D1a(s/t)/t.

ThenK satisfies the scaling condition (92), and

∫ |D1a(s)|√
s

ds≤ sup
{
〈a,h〉H1/2

; h∈ H1/2, |D1h(s)| ≤ 1/
√

s
}

≤ sup
{

D1Ah(1); h(0) = 0, |h(t)−h(s)| ≤ 2
√

t − s
}
< ∞

sinceh 7→ D1Ah(1) is continuous onH1/2. Thus we can apply Theorem A.1 and
deduce thatD1AI1

0+ is a continuous endomorphism ofL2, or, equivalently, thatA is
a continuous endomorphism ofH1/2. ⊓⊔

B Variance of fractional Brownian motions

We prove here a result stated in Subsection 4.1, more precisely that if BH is given
by the representation (49) withκ given by (50). then the varianceρ of BH

1 satisfies
(51). We also prove that the variance ofBH

1 given by the spectral representation (7)
is the same.

Theorem B.1.The variance of BH1 defined by(49) is given by

ρ = κ23/2−H
2H

B(2−2H,H+1/2) (94)

for the Beta function

B(α,β ) =
∫ 1

0
tα−1(1− t)β−1dt, α > 0, β > 0.

Proof. For t > 0, by decomposing the right-hand side of (49) into integralson [0, t]
and onR−, we obtain
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E[(BH
t )

2] = κ2
( t2H

2H
+φ(t)

)

with

φ(t) =
∫ ∞

0

(
(t + x)H−1/2− xH−1/2

)2
dx.

We can differentiate twice this integral and get

φ ′(t) = (2H −1)
∫ ∞

0

(
(t + x)2H−2− (t+ x)H−3/2xH−1/2

)
dx,

φ ′′(t) = (2H −1)(2H−2)
∫ ∞

0
(t + x)2H−3dx

− (2H−1)(H−3/2)
∫ ∞

0
(t + x)H−5/2xH−1/2dx

=−(2H−1)t2H−2− (2H−1)(H−3/2)t2H−2
∫ ∞

1
yH−5/2(y−1)H−1/2dy

=−(2H−1)t2H−2− (2H−1)(H−3/2)t2H−2
∫ 1

0

(1− z
z2

)H−1/2
dz

by means of the changes of variablesx= t(y−1) andy= 1/z. Thus

φ ′′(t) = (2H −1)t2H−2
(
−1+(3/2−H)B(2−2H,H+1/2)

)
.

We integrate twice this formula, and sinceφ(t) andφ ′(t) are respectively propor-
tional tot2H andt2H−1, we obtain (94) by writingκ2

(
φ(1)+1/(2H)

)
. ⊓⊔

By applying properties of Beta and Gamma functions

B(α,β ) = Γ (α)Γ (β )/Γ (α +β ),
Γ (z+1) = zΓ (z), Γ (z)Γ (1− z) = π/sin(πz),

(95)

whereΓ is defined onC\Z−, we can write equivalent forms which are used in the
literature,

ρ = κ23/2−H
2H

Γ (2−2H)Γ (H +1/2)
Γ (5/2−H)

= κ2 1
2H(1/2−H)

Γ (2−2H)Γ (H +1/2)
Γ (1/2−H)

= κ2 cos(πH)

πH(1−2H)
Γ (2−2H)Γ (H +1/2)2

=−2κ2cos(πH)

π
Γ (−2H)Γ (H +1/2)2 (96)

where, except in the first line, we have to assumeH 6= 1/2. Thus if we choose
κ = κ(H) = Γ (H +1/2)−1 as this is done in this article, thenρ is given by (51).
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If now we consider the spectral representation (7), then

E
[
(BH

1 )
2]= 1

π

∫ ∞

0
s−1−2H

((
coss−1

)2
+ sin2s

)
ds

=
2
π

∫ ∞

0
s−1−2H(1− coss

)
ds=

1
πH

∫ ∞

0
s−2H sinsds

by integration by parts. IfH < 1/2, an application of (34) shows that this variance is
again given by (51); ifH > 1/2, the same property can be proved by using another
integration by parts, and the caseH = 1/2 can be deduced from the continuity of
the variance with respect toH.

Remark B.2.The variance of the spectral decomposition can also be obtained as
follows. The processBH given by (7) can be written as the real part of

BH,C
t =

1√
π

∫ +∞

0
s−H−1/2(eist −1

)(
dW1

s + idW2
s

)

≃ 1√
2π

∫ +∞

−∞
|s|1/2−H eist −1

s

(
dW1

s + idW2
s

)
.

The isometry property of the Fourier transform onL2 enables to check thatB1/2,C

has the same law asW1+ iW2, so in particularB1/2 is a standard Brownian motion.

Following Theorem 4.1, the general caseH 6= 1/2 is obtained by applying̃IH−1/2
+

to B1/2,C (use (34)).

C Equivalence of laws of Gaussian processes

Our aim is to compare the laws of two centred Gaussian processes. It is known
from [10, 15, 16] that their laws are either equivalent, or mutually singular (actually
this is also true in the non centred case), and we want to decide between these two
possibilities. In Subsection C.1, after a brief review of infinite dimensional Gaus-
sian variables, we explain how the Cameron-Martin space (orreproducing kernel
Hilbert space) can be used to study this question. In particular, we prove a sufficient
condition for the equivalence. Then, in Subsection C.2, we describe a more compu-
tational method which can be used for self-similar processes to decide between the
equivalence and mutual singularity.

C.1 Cameron-Martin spaces

A Gaussian process can be viewed as a Gaussian variableW taking its values in an
infinite-dimensional vector spaceW , but the choice ofW is not unique; in order to
facilitate the study ofW, it is better forW to have a good topological structure. This
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is with this purpose that the notion of abstract Wiener spacewas introduced by [14];
in this framework,W is a separable Banach space. However, more general topolog-
ical vector spaces can also be considered, see for instance [3]. Here, we assume that
W is a separable Fréchet space and we letW ⋆ be its topological dual. The spaceW

is endowed with its Borelσ -algebra, which coincides with the cylindricalσ -algebra
generated by the mapsw 7→ ℓ(w), ℓ∈W ⋆. A W -valued variableW is said to be cen-
tred Gaussian ifℓ(W) is centred Gaussian for anyℓ ∈ W ⋆; the closed subspace of
L2(Ω) generated by the variablesℓ(W) is the Gaussian space ofW. The Fernique
theorem (see Theorem 2.8.5 in [3]) states that if|.| is a measurable seminorm onW

(which may take infinite values) and if|W| is almost surely finite, then exp(λ |W|2)
is integrable for small enough positiveλ .

Forh in W , define

|h|H = sup
{ ℓ(h)∥∥ℓ(W)

∥∥
2

; ℓ ∈ W
⋆
}

(97)

with the usual convention 0/0= 0. ThenH =
{

h; |h|H <∞
}

is a separable Hilbert
space which is continuously embedded inW and which is called the Cameron-
Martin space ofW; it is dense inW if the topological support of the law ofW is W .
It can be identified to its dual, and the adjoint of the inclusion i : H → W is a map
i⋆ : W ⋆ → H with dense image such that

〈i⋆(ℓ),h〉H = ℓ(h), 〈i⋆(ℓ1), i
⋆(ℓ2)〉H = E

[
ℓ1(W)ℓ2(W)

]
. (98)

Consequently, the mapℓ 7→ ℓ(W) can be extended to an isometry betweenH and
the Gaussian space ofW, that we denote by〈W,h〉H (thoughW does not live in
H ); thusℓ(W) = 〈W, i⋆(ℓ)〉H and

E
[
〈W,h〉H 〈W,h′〉H

]
= 〈h,h′〉H . (99)

The variable〈W,h〉H is called the Wiener integral ofh.

Example C.1.When considering real continuous Gaussian processes, the spaceW

can be taken to be the space of real-valued continuous functions with the topology
of uniform convergence on compact subsets. The most known example is the stan-
dard Brownian motion; its Cameron-Martin spaceH1/2 is the space of absolutely
continuous functionsh such thath(0) = 0 andD1h is in L2.

Remark C.2.Let W be the space of real-valued continuous functions. The coordi-
nate mapsℓt(ω) = ω(t) are inW ⋆ and the linear subspace generated by the vari-
ablesℓt(W) =Wt is dense in the Gaussian space ofW; equivalently, the spaceH is
generated by the elementsi⋆(ℓt). On the other hand, we deduce from (98) that

i⋆(ℓt) : s 7→ ℓs
(
i⋆(ℓt)

)
= 〈i⋆(ℓs), i

⋆(ℓt)〉H = E[WsWt ].

Thus, if we denote byC(s, t) =E[WsWt ] the covariance kernel, thenH is the closure
of the linear span of the functionsi⋆(ℓt) =C(t, .) for the inner product
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〈C(s, .),C(t, .)〉H =C(s, t).

This relation is called the reproducing property, andH is the reproducing kernel
Hilbert space ofC(., .). This technique can also be used for non continuous pro-
cesses, see for instance [36].

Remark C.3.Another viewpoint for the Wiener integrals whenW=(Wt) is a contin-
uous Gaussian process is to consider the integrals

∫
f (t)dWt for deterministic func-

tions f . This integral is easily defined whenf is an elementary (or step) process,
and we can extend by continuity this definition to more general functions. With this
method, we obtain variables which are in the Gaussian space of W, but we do not
necessarily obtain the whole space, see the case of the fractional Brownian motion
BH whenH > 1/2 in [34].

Let W1 andW2 be two centred Gaussian variables with values in the same space
W , with Cameron-Martin spacesH1 andH2. It follows from (97) thatH1 is con-
tinuously embedded inH2 if and only if

∥∥ℓ(W1)
∥∥

2 ≤C
∥∥ℓ(W2)

∥∥
2 (100)

for anyℓ ∈ W ⋆.
Let W 1 and W 2 be separable Fréchet spaces, letW be aW 1-valued centred

Gaussian variable with Cameron-Martin spaceH 1, and letA : W 1 → W 2 be a
measurable linear transformation which is defined on a measurable linear subspace
of W 1 supporting the law ofW. ThenAW is a centred Gaussian variable. IfA is
injective onH 1, then the Cameron-Martin space ofAW is H 2 = A(H 1). This
explains how the Cameron-Martin spaceHH of the fractional Brownian motion

BH can be deduced fromH1/2; one applies the transformationsĨH−1/2
+ (Theorem

4.1) orG1/2,H
0+ (Theorem 4.3). On the other hand, ifA is non injective, one still has

H 2 = A(H 1) and the norm is now given by

|h2|H 2 = inf
{
|h1|H 1; A(h1) = h2

}
. (101)

In particular|Ah|H2 ≤ |h|H1. If A= 0 onH1, thenAW= 0.
We now consider the absolute continuity of Gaussian measures with respect

to one another. This notion can be studied by means of the relative entropy, or
Kullback-Leibler divergence, defined for probability measuresµ1 andµ2 by

I (µ2,µ1) =

∫
ln
(
dµ2/dµ1

)
dµ2

if µ2 is absolutely continuous with respect toµ1, and by+∞ otherwise. This quantity
is related to the total variation ofµ2− µ1 by the Pinsker inequality

(∫ ∣∣dµ2−dµ1
∣∣
)2

≤ 2I (µ2,µ1). (102)
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The Cameron-Martin theorem enables to characterise elements of H amongst
elements ofW . More precisely,h is in H if and only if the law ofW+h is abso-
lutely continuous with respect to the law ofW. Moreover, in this case, the density is
exp

(
〈W,h〉H −|h|2

H
/2

)
. Thus

I (µ ′,µ) = I (µ ,µ ′) = |h|2H /2

whenµ andµ ′ are the laws ofW andW+h.
The transformationW 7→W+h of the Cameron-Martin space can be generalised

to randomh. If we add toW an independent processX taking its values inH , it is
easily seen by working conditionally onX that the laws ofW andW+X are again
equivalent. Moreover, the law of(W+X,X) is absolutely continuous with respect
to the law of(W,X), with a density equal to exp

(
〈W,X〉H −|X|2

H
/2

)
, and relative

entropies of the two variables with respect to each other areequal to1
2E|X|2

H
. By

projecting on the first component, it follows from the Jenseninequality that the
relative entropy cannot increase, so

max
(
I (µ ′,µ),I (µ ,µ ′)

)
≤ E|X|2H /2 (103)

whenµ andµ ′ are the laws ofW andW+X.
WhenW = (Wn) andW = (Wn) are two sequences consisting of independent

centred Gaussian variables with positive variances, then the equivalence or mutual
singularity of their laws can be decided by means of Kakutani’s criterion [23]. This
criterion is actually intended to general non Gaussian variables; when specialised to
the Gaussian case, it leads to the following result.

Theorem C.4.Let W= (Wn) andW = (Wn) be two sequences of independent cen-
tred Gaussian variables with variancesσ2

n > 0 andσ̄2
n > 0. Then the laws of W and

W are equivalent if and only if

∑
n

( σ̄2
n

σ2
n
−1

)2
< ∞. (104)

Returning to general Gaussian variables, we now give a sufficient condition for
the equivalence ofW andW+X whereW andX are not required to be independent.
This result has been used in the proof of Theorem 6.13; it can be deduced from the
proof of [10], but we explain its proof for completeness.

Theorem C.5.Let (W,X) be a centred Gaussian variable with values inW ×H ,
whereW is a separable Fŕechet space, andH is the Cameron-Martin space of W;
thus W+X is a Gaussian variable taking its values inW ; let H ′ be its Cameron-
Martin space.

• The spaceH ′ is continuously embedded inH .
• If moreoverH is continuously embedded inH ′ (so thatH ∼ H ′), then the

laws of W and W+X are equivalent. Moreover, the entropy of the law of W+X
relative to the law of W is bounded by CE|X|2

H
, where C depends only on the

norms of the injections ofH andH ′ into each other.
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Proof. We have to compare the laws of(ℓ(W);ℓ ∈ W ⋆) and(ℓ(W+X), ℓ ∈ W ⋆).
Since|X|H is almost surely finite, it follows from the Fernique theoremthat |X|2

H

has an exponential moment and is in particular integrable, so ℓ(X) = 〈i⋆(ℓ),X〉H is
square integrable. Thus

∥∥ℓ(W+X)
∥∥

2 ≤
∥∥ℓ(W)

∥∥
2+C

∣∣i⋆(ℓ)
∣∣
H

≤ (C+1)
∥∥ℓ(W)

∥∥
2

and the inclusionH ′ ⊂ H follows from (100). Let us now supposeH ∼ H ′, so
that, by again applying (100),

C1
∥∥ℓ(W)

∥∥
2 ≤

∥∥ℓ(W+X)
∥∥

2 ≤C2
∥∥ℓ(W)

∥∥
2 (105)

for positiveC1 andC2. Let us first compare the laws of the families(ℓ(W+X); ℓ ∈
W ⋆

1 ) and(ℓ(W); ℓ ∈ W ⋆
1 ) for a finite-dimensional subspaceW ⋆

1 of W ⋆. We have

W
⋆

0 =
{
ℓ ∈ W

⋆;
∥∥ℓ(W)

∥∥
2 = 0

}
=
{
ℓ ∈ W

⋆;
∥∥ℓ(W+X)

∥∥
2 = 0

}

and it is sufficient to consider the case whereW ⋆
1 ∩W ⋆

0 = {0}. Then|ℓ|= ‖ℓ(W)
∥∥

2
and|ℓ|′ =

∥∥ℓ(W+X)
∥∥

2 define two Euclidean structures onW ⋆
1 , and it is possible

to find a basis(ℓn; 1 ≤ n ≤ N) which is orthonormal for the former norm, and
orthogonal for the latter norm. We have to compare the lawsµN andµ ′

N of UN =
(ℓn(W);1 ≤ n ≤ N) andU ′

N = (ℓn(W+X);1 ≤ n ≤ N). The vectorsUN andU ′
N

consist of independent centred Gaussian variables; moreover, Un has variance 1,
and it follows from (105) thatU ′

n has a varianceσ2
n satisfyingC1 ≤ σ2

n ≤ C2. We
deduce that

I (µ ′
N,µN) =

1
2

N

∑
n=1

(
σ2

n −1− lnσ2
n

)
≤C

N

∑
n=1

(σ2
n −1)2.

But

σ2
n −1= 2E

[
ℓn(W)ℓn(X)

]
+E

[
(ℓn(X))2]≤C

(
E
[
(ℓn(X))2])1/2

(106)

(we deduce fromσ2
n ≤C2 that the variances ofℓn(X) are uniformly bounded), and

I (µ ′
N,µN)≤C

N

∑
n=1

E

[
(ℓn(X))2

]
=C

N

∑
n=1

E

[
〈i⋆(ℓn),X〉2

H

]
≤CE|X|2H

becausei⋆(ℓn) is from (98) an orthonormal sequence inH . Thus the entropy of the
law of (ℓ(W+X); ℓ∈ W ⋆

1 ) relative to(ℓ(W); ℓ ∈W ⋆
1 ) is bounded by an expression

CE|X|2
H

which does not depend on the choice of the finite-dimensionalsubspace
W ⋆

1 . This implies that the law inW of W+X is absolutely continuous with respect
to the law ofW, and that the corresponding relative entropy is also bounded by this
expression. ⊓⊔
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Remark C.6.The condition about the equivalence of Cameron-Martin spaces cannot
be dropped in Theorem C.5, see the counterexample of the Brownian motionW =
(Wt) andXt =−tW1.

Remark C.7.If W andX are independent, then

∥∥ℓ(W+X)
∥∥2

2 =
∥∥ℓ(W)

∥∥2
2+

∥∥ℓ(X)
∥∥2

2 ≥
∥∥ℓ(W)

∥∥2
2

soH ⊂ H ′ is automatically satisfied. Moreover the estimation (106) is improved
and we haveE〈X,hn〉2

H
instead of its square root. This explains why the laws of

W andW+X can be equivalent even whenX does not take its values inH ; when
W andX consist of sequences of independent variables (and assuming again that
H ∼ H ′), this improvement leads to the condition (104).

Remark C.8.More generally, for the comparison of two centred Gaussian measures
µ andµ ′ on a separable Fréchet spaceW , a necessary condition for the equivalence
of µ andµ ′ is the equivalence of the Cameron-Martin spacesH andH ′. If this
condition holds, there exists a homeomorphismQ of H onto itself such that

〈h1,h2〉H ′ = 〈h1,Qh2〉H .

Thenµ andµ ′ are equivalent if and only ifQ− I is a Hilbert-Schmidt operator.

C.2 Covariance of self-similar processes

Consider a square integrableH-self-similar process forH > 0; we now explain that
if it satisfies a 0-1 law in small time, then its covariance kernel can be estimated by
means of its behaviour in small time; this is a simple consequence of the Birkhoff
ergodic theorem.

Theorem C.9.Let (Ξt ; t > 0) be a H-self-similar continuous process, and suppose
that its filtrationFt (Ξ) is such thatF0+(Ξ) is almost surely trivial. Define

θrΞ(t) = eHr Ξ(e−rt), −∞ < r <+∞.

Then for any measurable functional f on the space of continuous paths such that
f (Ξ) is integrable,

lim
T→∞

1
T

∫ T

0
f (θr Ξ)dr = E[ f (Ξ)] (107)

almost surely. In particular, ifΞ = (Ξ1, . . . ,Ξ n) is square integrable,

E[Ξ i
uΞ j

v ] = lim
t→0

1
| logt|

∫ 1

t

Ξ i
usΞ

j
vs

s2H+1 ds. (108)



62 Jean Picard

Proof. One hasθrθr ′ = θr+r ′ , so (θr) is a family of shifts. Moreover, theH-self-
similarity of the processΞ is equivalent to the shift invariance of its law. Events
which are(θr)-invariant are inF0+(Ξ) which is almost surely trivial, so the ergodic
theorem enables to deduce (107). Then (108) is obtained by taking f (Ξ) = Ξ i

uΞ j
v

and by applying the change of variabler = log(1/s) in the integral. ⊓⊔

Remark C.10.By using the Lamperti transform defined in (46), the family(θr) is
reduced to the time translation on stationary processes.

Remark C.11.In the centred Gaussian case, the law is characterised by thecovari-
ance kernel, so Theorem C.9 implies that the whole law ofΞ can be deduced from
its small time behaviour. The result can be applied to fractional Brownian motions
of index 0< H < 1; by applying the canonical representation of Section 4, one has
indeedF0+(BH) = F0+(W) and thisσ -algebra is well-known to be almost surely
trivial (Blumenthal 0-1 law). A simple counterexample is the fractional Brownian
motion of indexH = 1; this process (which was always excluded from our study of
BH ) is given byB1

t = t B1 for a Gaussian variableB1; the assumption aboutF0+(Ξ)
and the conclusion of the theorem do not hold.

Remark C.12.In the Gaussian case, (108) is a simple way to prove that the law of Ξ
can be deduced from its small time behaviour. There are however other techniques,
such as Corollary 3.1 of [1] about the law of iterated logarithm.

Theorem C.13.Let Ξ andϒ be two centred continuous H-self-similar Gaussian
processes on[0,1], such thatF0+(Ξ) is almost surely trivial. Then the two processes
either have the same law, or have mutually singular laws.

Proof. Gaussian measures are either equivalent, or mutually singular, so suppose
that the laws ofΞ andϒ are equivalent. The processΞ satisfies (108), so

E[Ξ i
uΞ j

v ] = lim
t→0

1
| logt|

∫ 1

t

ϒ i
usϒ

j
vs

s2H+1 ds.

Moreover, the right hand side is bounded inLp(Ω) for any p, so we can take the
expectation in the limit, and it follows from the self-similarity ofϒ that

E[Ξ i
uΞ j

v ] = lim
t→0

1
| logt|

∫ 1

t

E[ϒ i
usϒ

j
vs]

s2H+1 ds= E[ϒ i
uϒ j

v ].

ThusΞ andϒ have the same law. ⊓⊔

A counterexample of this property is again the fractional Brownian motion with
indexH = 1. Processes corresponding to different variancesρ = E[(B1)

2]> 0 have
equivalent but different laws.
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