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MATHEMATICAL EXISTENCE RESULTS
FOR THE DOI-EDWARDS POLYMER MODEL

LAURENT CHUPIN¥*

Abstract. In this paper, we present some mathematical results on the Doi-Edwards model

describing the dynamics of flexible polymers in melts and concentrated solutions. This model, devel-
oped in the late 1970s, has been used and tested extensively in modeling and simulation of polymer
flows. From a mathematical point of view, the Doi-Edwards model consists in a strong coupling
between the Navier-Stokes equations and a highly nonlinear constitutive law.
The aim of this article is to provide a rigorous proof of the well-posedness of the Doi-Edwards model,
namely it has a unique regular solution. We also prove, which is generally much more difficult for
flows of viscoelastic type, that the solution is global in time in the two dimensional case, without
any restriction on the smallness of the data.

Key words. Polymer, Viscoelastic flow, Doi-Edwards model, Navier-Stokes equations, global
existence result.

AMS subject classifications. 35A01, 35B45, 35Q35, 76A05, 7T6A10, 76D05

1. Introduction. Numerous models exist for describing fluids with complex rhe-
ological properties. They generally are of great scientific interest and have a rich phe-
nomenology. Their mathematical description remains challenging. We are interested
in this article to a model - the Doi-Edwards model - which was one of the foundation
of the most recent physical theories but for which the mathematical theory remains
very poor.

M. Doi and S.F. Edwards wrote a series of papers [10, 11, 12, 13] expanding the
concept of reptation introduced by P.G. de Gennes in 1971. This approach was then
taken up in a famous book in polymer physics in 1988, see [14]. Since this model
was derived, numerous studies have been carried out either from a physical point of
view, either from a numerical point of view. Moreover, several other models were
born: simplified models using for instance the Independent Alignment approximation
or the Currie approximation [7], more complex models like the pom-pom model [28].
Finally, much progress has been made on the modeling of both linear and branched
polymers. However, from a mathematical point of view, it seems that no justification
was given even for the pioneering model.

Nonetheless we can cite some recent theoretical papers on this subject, see [4, 19], in
which the authors are only interested in specific cases: one dimensional shear flows
under the independent alignment assumption in [19], flows for which the coupling
between the velocity and the stress is not taking into account, see [4]. More generally,
there seems to be a real challenge to obtain global existence in time for models of
polymers. The most caricatural example is the Oldroyd model for which the question
of global existence in dimension 2 remains an open question, see [24] for a partial an-
swer. However, there exists polymer models for which such results are proved. Thus,
for the FENE type models, N. Masmoudi [27] proved a global existence result in di-
mension 2. Similarly, for integral fluid of type K-BKZ such results hold too (see [3]).

The aim of this paper is to prove relevant mathematical results on this relevant phys-
ical problem. The first one is the following (a more specific version of this result is
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2 LAURENT CHUPIN

given by Theorems 3.1 and 3.2, page 8):

THEOREM 1.1. There exists a time t* > 0 such that the Doi-Edwards model
admits a unique strong solution on the interval time [0,t*].

By the expression ”strong solution” we mean a sufficiently smooth solution so that
each term of the system is well defined, as well as the initial conditions (correspond-
ing to the time ¢ = 0). The lifetime of the solution, i.e. the value of time t*, is not
easily quantifiable. In practice it is well known that for the Navier-Stokes equations -
modeling newtonian behavior, the question of long time existence is still an open one.
For the Newtonian fluids, the only existence results, for long time and for any data,
correspond to the two dimensional case. However, we have above pointed out the
difficulty to get this kind of result even in 2D for some viscoelastic fluids. The major
point of this paper is the proof indicating that the model of Doi-Edwards admits a
strong solution for long time in 2D (a more specific version of this result is given by
Theorem 3.3, page 9):

THEOREM 1.2. For all time t* > 0, the Doi-Edwards model admits a unique
strong solution on the interval time [0,t*].

The paper is organized as follows. First - in Section 2, we introduce the Doi-Edwards
model specifying the physical meaning of each contribution. This second section
ends by a dimensionless procedure that allows us to write the model with only three
parameters (the Reynolds number, the Weissenberg number and the ratio between
solvent viscosity and elastic viscosity). In Section 3, we present the mathematical
framework as well as the assumptions which are physically discussed. The main results
are given at the end of this section. Section 4 is devoted to fundamental preliminaries
which correspond to some key points of the next proofs. The first two provide a
priori bounds which will imply that that the stress defined in the Doi-Edwards model
is automatically bounded. The third preliminary give a Gronwall lemma with two
time variables. The fourth preliminary result is about the maximum principle which
can be applied many times to estimate the memory of the fluid. The last preliminary
result is about a Cauchy problem arising in the global existence proof. The three last
sections (5, 6 and 7) are devoted to the proof of the three mains results , namely: the
local existence result in Section 5, the uniqueness result in Section 6 and the global
existence result in Section 7. Some open questions are presented by way of conclusion.

2. Governing equations.

2.1. Conservation laws. In this paper we are interested in the flow of isother-
mal and incompressible fluids. The incompressibility implies that the mass conser-
vation is equivalent to the free-divergence of the velocity field. The isothermal as-
sumption implies that only one other conservation law suffices to describe the flow:
it corresponds to the law of conservation of the momentum (Newton’s second law of
motion). This equation is written as a balance between the material derivative of the
velocity and the divergence of the Cauchy stress tensor. For a polymeric liquid, the
equations of conservation can hence written as a system coupling the velocity field v,
the pressure p and the extra-stress tensor o:

pdiv + Vp —nAv = divo,
dive =0,
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where p is the fluid density and 7s the solvent viscosity. The notation d; corresponds
to the material derivative d; = 0; +v - V.

2.2. Constitutive equation. A fundamental result of the Doi-Edwards theory
is the expression for the stress tensor o which applies when the chains which compose
the fluid are relaxed within their tubes. More precisely, the stress can be deduce from
a tensor S denoted the orientation order parameter of the chains. Although the chain
tension is permanently at the equilibrium value, the orientations become anisotropi-
cally distributed as a consequence of the flow, and a stress develops accordingly. The
stress is then modelized by (see [9, page 2056]):

o(t,z) = % ’ S(t,xz,s)ds,

_£
2

where G, is a characteristic modulus and ¢ is the equilibrium value of the contour
length of the chains. The quantity s is a arc-length coordinate along the primitive
chain.

To evaluate this tensor S, M. Doi and S.F. Edwards write S = (u®u—18). Here, u is
a unit vector along the tangent to the primitive chain which depends on time ¢, spatial
position x and length s, and § denotes the identity tensor. The entire d corresponds
to the dimension of the spatial coordinates (in practice d = 2 or d = 3). The average
is over the distribution of these vectors in the ensemble of chains, i.e., more explicitly

S(t,m,s):f f(u;t,w,s)(u@u—%é)du,
Sd—l

with f(u;t,x,s) given the orientation distribution function. To obtain an expression
for this distribution, the history of motion must be found. To this purpose, let us first
recall the relevant aspects of the Doi-Edwards model. They are
v" The polymer moves randomly inside the tube executing one-dimensional
Brownian motion. Moreover tube segments are randomly oriented when they
are created and deform affinely thereafter;
v’ If the system is macroscopically deformed, the polymer conformation is also
changed as presented on Figure 2.1;
v" The macroscopic motion and Brownian motion coexist, independently from
one another.

F1G. 2.1. (inspired from the book [9, page 2058]) — When a macroscopic deformation is applied,
a polymer chain is transformed into a new conformation. The new chain is on the curve which
is the affine transformation of the initial curve. The new position of each segment is obtained by
retraction, preserving the initial lengths.



4 LAURENT CHUPIN

All these considerations being taken into account, it is possible to write (see [14, page
277))

+00
S(t,@,s) = —f orK (4T, @, 5).7(G(t, T, ) AT, (2.1)
0
It makes appear the deformation gradient tensor G which depends not only on the
current time ¢ and spatial variable & but also on an other time 7. The time T allows
to take into account all the history of the motion. The deformation gradient G fulfills
the differential equation (see [2]):

d:G + 0rG = G - V.

Finally, the integral kernel K satisfies (the coefficient D, is a curvilinear diffusion
coefficient):

S

4K + 0rK + (vv : J Sds)(?SK — Dy %K = 0. (2.2)
0

REMARK 2.1.

1. Note that the equation (2.1) does not explicitly defined the orientation tensor
since S again appears in the equation (2.2). It is one of the difficulties to
obtain existence results.

2. The usual formulation use the time t and a other time t' in the past. Morally,
the deformation gradient tensor G measures the deformation between these
two times. In the present paper we select as independent variable the age
T =t —t, which is measured relative to the current time t. This viewpoint

is relatively classical in the numerical framework for integral models, see for
instance [20, 21, 30].

The model is closed with the expression of the function .7, see [14, eq. (7.115)]:

1 (G-u)®(G-u) 1
y(G):<|G-u|>o< Gl Do~ d® (2:3)

where the brackets (-)y correspond to the average over the isotropic distribution of
unit vectors u e S,

2.3. Boundary and initial conditions. The previous equations are supple-
mented by boundary and initial conditions. Throughout this article we restrict to the
case where the macroscopic field is assumed to be periodic. Thus the only condition
that we impose on the unknowns v, p, K and G with respect to the variable x is to
be periodic. Clearly this “simplification” is purely mathematical and it will be inter-
esting to treat a more physical case imposing, for instance, the value of the velocity
at the macroscopic boundary.

By definition of the integral kernel K, we impose the following conditions:

14 14
K(t,0,x,s) =1 and K(T,x, 75) =K(tT, =, 5) = 0. (2.4)

In the same way, the quantity G(¢,T,x) which corresponds to the deformation gra-
dient from a past times ¢ — T to the current time ¢ must naturally satisfies

G(t,0,2) = 4. (2.5)
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The initial conditions correspond to the value that we impose at time ¢ = 0. We
assume that we know the velocity at this initial time and at any point @ of the
domain. In the same way we assume that we know all the past of the flow before the
initial time: we then know the value of G and K at ¢t = 0, for any age T and at any
point . To summarize, we assume that there exists an initial velocity v, an initial
deformation G and an initial function Ky such that

v(0, ) = vo(x),
G(OvTa:B) = GO(va)v (26)
K(0,T,z,s) = Ko(T,z,s).
2.4. Remark: The I.A. approximation. A common approximation for the
Doi-Edwards model, called the independent alignment approximation (I.A. approxi-

mation, see [14, section 7.7.2]), is to neglect the transport term (Vv : SS Sds) 0sK in
the equation (2.2), and also to simplify the expression (2.3) of the function . using

(G- u)® (G- u) 1
|G - ul? >0775

U (G :< .

(@) .
The I.A. approximation is actually quite popular in the rheology literature (see e.g.,
[22, 23, 26]) since the corresponding configurational equation for K can be explicitly

solved using the Fourier series. The stress tensor o is then more simply given by
(see [14, Equation 7.195)):

HMW@L4§E@MﬂyM“@@ﬂmMﬂ
(2.7)

where m(T) = Z 8 De (7TD9 2).
P

2P

For such a model the global existence result is a consequence of a general result on
viscoelastic flows with memory, see [3]. Nevertheless, it is also well known that this
approximation causes serious error in certain situations, this is clearly specified in the
seminal book [14]. More precisely, it is proved that I.A. predicts a negative Weis-
senberg effect (see [18]) while the version without I.A. predicts a positive Weissenberg
effect (see [25]). To paraphrase M. Doi [9, page 2064]: ”Mathematically [...] there
seems 1o a priori reason why the term (Vo : {j S ds)ds can be neglected compared
with the term D.02”.

2.5. Dimensionless procedure. In order to recover characteristic properties
of the system, we use a nondimensionalization procedure. We denote by L a char-
acteristic macroscopic length, by V' a characteristic velocity of the flow. It is then
natural to define a dimensionless coordinates *, a dimensionless velocity v* and a
dimensionless time t* by the following relations

L
x = Lx*, v = Vv, t=—t*.
1%
For polymer flow, there exists also two microscopic characteristic sizes which corre-
spond to the length ¢ and to the diffusion coefficient D,. They allow to define a
dimensionless microscopic length s* and another dimensionless time T™:
ZQ
s=1/{s", T=—T"
D.
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Finally, in a dilute polymer solution, two viscosities naturally appear: the solvent
viscosity ns and the elastic one defined using the characteristic modulus: 7, = L€°.

If we denote by n = ns + ne the total viscosity, then we defined the dimensionless
pressure and stress as follows

. nwo.
=1 o=-—"—0o".

Lt L
Taking into account all these new unknowns and new variables, the complete system
reads (without  in the notations):

p

Redv + Vp — (1 —w)Av = dive, (2.8a)
divo = 0, (2.8b)
o(t,z) =w i S(t,x,s)ds, (2.8¢)
y +00
S(t,x,s) = fJ orK(t,T,z,s) (G, T,x))dT, (2.8d)
0
1
dtG + %01{; =G- V'U, (286)

1 s 1

A K + —0 K+(vu;f S) 0K — 52K = 0. 2.8f
! We o ’ We ° (2.8)
In this set of equations, fRe is the usual Reynolds number, w stands for the viscosities
ratio and e is the Weissenberg number defined by the ratio between the macroscopic
time and the microscopic time. More precisely we have

VL 2/D
Re = 27~ w="Te We = /e.

n U LV

The functions .7 is always defined by the relation (2.3).

The goal of the rest of the paper is to analyze, from a mathematical point of view,
the existence of a solution to the system (2.8). More exactly, by given initial data
(vo, Go, Kp), is there a triplet of functions (v, G, K) which coincides with the data at
initial time and such that the previous system holds for any future time?

3. Mathematical framework, assumptions and main results.

3.1. Notations. The integer d stands for the spatial dimension of the flow. It
will be equal to 2 or 3 in the first parts and exclusively equal to 2 in the Section 7
where we prove a global existence result.

Notations for functional analysis —

— The d dimensional torus is denoted T.

— For all real n > 0 and all integer ¢ > 1, the set W9 corresponds to the usual
Sobolev spaces with respect to the space variable € T. We classically denote
Ly = W24 and H? = W2 and we do not take into account the dimension
in the notations, for instance the space (W}4)3 will be denoted W1»4.

— All the norms will be denoted by index, like [v]1.4.

— Since we are interested in the incompressible flows, we introduce

Hy={vell; dive = 0}.
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— The Stokes operator A, is introduced, with domain 2(A,) = W24 n H,,
whereas we denote (see [8, Section 2.3] for some details on this space)

Y < +0}.

+00
Ty = oe Hyi [olag + (| A ool )
0
— The notations of kind L"(0,¢*; X) denote the space of r-integrable functions
on (0, ¢*) with values in the space X. For instance G € L"(0,t*; LY L) means
that

t* P
Gz = [ s ([ 16@e ) az) ar< o
0 TeR+ T

Notations for tensorial analysis — In System (2.8), the first equation (2.8a) is
a vectorial equation (the velocity v is a function with values in R?). The equa-
tions (2.8¢), (2.8d) and (2.8e) are tensorial equations (the stress o, the orientation S
and the deformation tensor G are functions with values in the set of the 2-tensors). In
the following proofs, we need to work with the gradient of such 2-tensors, that is with
3-tensors, and even with 4-tensors. We introduce here some notations for tensors.

— The set of linear applications on the d-dimensional space is denoted £(R?).

— The products AQ B, A- B and A : B between two tensors of order p and ¢

are respectively defined component by component by

(A® B)
(4-B)
(A:B

. . . = Qy i b; j
i1yeeipyJ1seensdq 1seeslp YJ15--50q

o . = ay ; by s ;
i1,rip—1,02,-50q i1,etp—15k Ok g2, 00q

>i17~>-7;p—27j3,»-.,j(1 = a/il,...,ip,z’k,f bkv£7js+l7"‘a.jq )

where we use the Einstein convention for the summations with indexes k
and /.

— Note also that all these products are inner products on the set of the p-tensors.
It allows us to define a generalized Froebenius norm:

2 2
|A]" = Z Ay i
i15emip

We conclude this section introducing the constant C. This constant stands for any
constant depending on the data of the problem: initial conditions, physical parame-
ters... In some cases, informations will be given on the dependence of this constant
(see for example Section 7 where we explain that this constant may depend on time ¢*
but must remain bounded when ¢* is bounded).

3.2. Assumptions. The results proved in this article requires some assumptions
about the data. In addition to the assumptions on the regularity of the initial condi-
tions that will be specified in each theorem statement, we will need some "natural”
assumptions.

v" The first assumption relates to the initial deformation Gy:

Jy>0; detGp = 7. (3.1)

We note that in many applications, the fluid is assumed to be initially quiescent. In
that case, we have Gy = § and det Gy = 1. Moreover, we will see (equation (4.5)
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in the preliminary section 4.2) that the quantity det G is only convected by the flow.
If the fluid is assumed to be at rest in the past (that is for T large enough), then
we always have det Gy = 1. The assumption on the positiveness of det Gy allows us
consider, for instance, such cases.

v The second assumption relates to the initial memory my = —07 Kj:
mo = 0, (3.2a)
Ormg < 0. (3.2b)

The assumption (3.2a) corresponds to the fact that the quantity mg describes the
memory of the fluid, that is the weight that must have the quantity . in the flow
via the relation (2.8d). It is physically positive. The assumption (3.2b) indicates that
the memory decreases with the age T": It is linked to the principle of fading memory,
see [5].

In the integral models, that is to say when the memory is explicitly given in terms of
age T, it is a combination of exponentially decreasing functions (see for instance the
Doi-Edwards model under the I.A. approximation, subsection 2.4 and more precisely
the expression (2.7) of the memory). Such decreasing behaviors will be prescribed
in the functional spaces with exponential weight. For example, we will impose that
there exists p > 0 such that mo < C e WenT,

3.3. Main results. The first result concerns an existence result for strong solu-
tion. It is a local in time result:

THEOREM 3.1 (local existence). Let r €]2,+[, g €]d, +oo[ and p > 0.
If the data vo, Gy and K satisfy the assumptions (3.1), (3.2a) and have the following
reqularity

Vg € @;, GO € L%le’q, GTGO € L%qu,
el orKye LELE,, ™ T2orVKye L3LL ,, 0,Koe LYL2 ,,

then there exists t* > 0 and a strong solution (u,G,K) to System (2.8) in [0,t*],
which satisfies the initial and boundary conditions (2.4), (2.5) and (2.6). Moreover
we have

ve L7(0,t*; W), oy e L7 (0,t*; LY),

G e L™(0,t*, LYW ), 0sG, 0,Ge L"(0,t*; LFLY),

K,opK,et T, K € L%(0,t*; LFLY,), 0K € L*(0,t*; LYL2 ),

orVK € L*(0,t*; L%L%s N L%Lg,s), 0sK € L*(0,t*; LOTOL?M),
and the memory m = —or K remains non negative.

REMARK 3.1. In this article, we will not give any result on the pressure p. In
practice, the latter is regarded as a Lagrange multiplier associated to the divergence
free constraint. It can be solved using the Riesz transforms. More precisely, taking the
divergence of the first equation (2.8a) of System (2.8) we use the periodic boundary
conditions to have

p=—(=A)"'divdiv(o — vQ@v). (3:3)

From Theorem 3.1, we can prove that the solutions of System (2.8) discussed in this
paper have o —v®v in L(0,t*; L2). The pressure in the solution of (2.8) is meant
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to be given by (3.3).

We will see during the proof of this theorem 3.1 that one of the key point is the
behavior of the memory m = —drK for large value of the age T: if the memory
is exponentially decreasing at ¢ = 0 (with respect to the age variable T') then the
solution will be exponentially decreasing for any time ¢ > 0.

In the same way, it is possible to prove that if the memory m is initially decreas-
ing! (with respect to the age variable T') then the solution will be decreasing for any
time ¢t > 0. The proof - which is not given in the proof of Theorem 3.1 - consists in
derivating twice the equation (2.8f) with respect to T, and next in applying the max-
imum principle (see the subsection 4.4, page 13) to the function drm. Therefore, the
assumption (3.2b), which is not necessary to obtain local existence, is also preserved
in time.

We will show that the solution obtained in Theorem 3.1 with this additional assump-
tion (3.2b) is the only one in the class of regular solutions. Precisely, the result reads
as follows.

THEOREM 3.2 (uniqueness). Let t* > 0.
Let (u1,G1,K1) and (ug,Ga, K3) be two solutions to System (2.8) satisfying the
initial and boundary conditions (2.4), (2.5) and (2.6). If we have, for i€ {1,2},
Vo, € L*(0,t*; L),
Gje L*(0,t; LE (L n Wp?)),

. . (3.4)
aTI(Z‘ € LOO(O7t 7L89LZ),3 A LTL;O,S)’
aTVKz € LOO(Oa t*; L%Li,s)a
and if each m; = —0r K; is decreasing with respect to T then the two solutions coin-

cide.

Obviously, the solution obtained in Theorem 3.1 satisfies the regularity requested
in (3.4). Combining Theorems 3.1 and 3.2 we get a local and uniqueness result. In
the two-dimensional case, it is possible to show that the solution (v,G, K) of prob-
lem (2.8) exists for any time ¢* > 0. More precisely we have the following result:

THEOREM 3.3 (global existence in 2D). Let r €]2, +00[, ¢ €]2, +o0[ and p > 0.
We assume that % + % < % and that the data vy, Gy and Ky satisfy the same as-
sumptions that in Theorem 3.1.
Let t* > 0 be arbitrary.
There exists a constant C depending only on the data with C' bounded for bounded t*,
and a solution (v, G, K) of (2.8) satisfying the initial and boundary conditions (2.4),

(2.5) and (2.6) such that

IV20) 1 (0,:3) < C. V0] o (0,00:1) < C

<
(3.5)
IVS|ro,0:2s.) < C, IS Lo 0,050y < C-
The estimates (3.5) announced in the theorem 3.3 above are sufficient to prove a global
in time existence of a solution (v, G, K). In fact if (3.5) holds then it is possible to
prove - principally using the lemmas introduced in the proof of the local existence

1Be careful not to confuse the terms ”exponentially decreasing” and ”decreasing”. The first
means that m is bounded by a function of the form e~7, while the second means that drm < 0.
Moreover the first is a global property, while the second is a local property.
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result - that the solution (v, G, K) of (2.8) at time ¢* have the same regularity that
at time 0. Applying the local result (theorem 3.1), we deduce that the solution can
not blow up in finite time.

4. Preliminaries. In this section we give some results which will be using during
the different proofs of the previous theorems.

4.1. Some bounds for the function .. One of the key points of the proof of
global existence lies in the fact that the stress o, defined by (2.8¢)-(2.8d) is bounded.
The first result in this direction is the following result concerning the function .&:

PROPOSITION 4.1. The function . defined by the relation (2.3) is of class €*
on LRH\{0} and satisfies the following properties:

17, >0 ; VG e LER)\[0} , |L(G)| < F: (4.1a)

1.7 =0 ; VG € LRYH\{0} , |G||.7"(G)| < 7. (4.1b)

Proof. Recall the definition (2.3) of the function .7

1 (G-u)®(G-u) 1
y(G):<|G-u|>o< G - u >0_E5‘

v" We first notice that the following inequality is obvious

Kool =| [ rwauf< [ 1l au= s, (4.2

so that the first point of the proposition 4.1 is a direct consequence of the inequality
|A®B| < |A||B] for all tensors A and B, and of the relation |§| = v/d. More precisely
we obtain, for all G € £(R9)\{0}:

1
(@) <1+ —,
|7(G)] 7
which corresponds to (4.1a).
v' For the second point (4.1b), we write the tensor .#(G) component by component:
for any (k,¢) € {1, ...,d}?,

S(G)e = { ) = =
It is then not difficult to evaluate each components of the derivative? tensor .#/(G).
For instance for (4,7, k, /) € {1, ...,d}* we have

G- -u);u;
3Gij(|G'U)—(|G_)u|J-

2The application .# being defined on an open set of £(R?) with values in £(R%), its differential
is an application with values in £L(L(R?), £L(R9)). Consequently, .#’(G) can be identify to a 4-order
tensor whose components are .#'(G); j ¢ = 6Gij L (G)ke-
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More generally we obtain

_ u)
agijy(G)u—<|G_i|>g< res u‘ U (& |G u| wey,

1 5,kuj (G . ’LL)[ + 57,[11,3 (G ’U,)k
4.3
+<|G.u|>0< G ul )y 6
N -1 <(G-u)k(G~u)g(G-u)iuj>
(G -uly G- uf® 0
Taking the norm in equality (4.3) and using (4.2), we deduce
.7(G)| < 2(1 + \/E)M. (4.4)
(G- ulo
We note that {Ju|dg = (1) = 27:;722) We next use the fact that the application

G — (|G - u|) is a norm on the finite dimensional space £(R?). This norm is then
equivalent to G — |G]|: there exists a constant Cy such that for all G € L(R?) we
have

(G -uly = Ca|G|.
The inequality (4.4) becomes

27Td/2
GII# ()] < 201+ Vi) o

that concludes the proof of the Proposition 4.1. o

4.2. Positive norm for the deformation G. In practice, we will prove that
for any solutions (v, G, K) to the System (2.8) the deformation gradient tensor G has
a positive norm. More precisely we have

LEMMA 4.2. Let v be a free divergence vector field on T and G be a solution to
Equation (2.8e) with initial conditions satisfy det Gli=¢ = v > 0 and G|r—o = 4.
There exists a constant 5 such that for all (t,T,x) € (0,t*) x Rt x T we have

G(t,T,2)| =7 > 0.

Proof. A simple calculation shows that the quantity det(G) satisfies
Ddet(G) = dive det(G) =0, (4.5)

where D refers to the one order derivating operator D = d; + ﬁ&T. The value det(G)
is then constant along the characteristic lines. Since all the characteristic lines start
from the lines {t = 0} or {T" = 0} we deduce from the assumptions that det(G) =
min(vy,1) on (0,¢*) x Rt x T.

Due to the inequality of arithmetic and geometric means, we have

IG|? = Tr(TG - G) = 24/det(TG - G) = 2|det(G)| = 2min(y, 1).

That concludes the proof of Lemma 4.2 taking ¥ = 4/2min(~y, 1). o
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For the local result we will use the fact that the derivative #’(G) is bounded. That is
clearly not the case if we only use the Proposition 4.1. We then introduce the function
(G) = Z(G)x(IG)),
where y € € (R*,[0,1]) satisfies X|[0 3 =0, Xl[F,40f = 1 and X' < £ (see the
’2
Figure 4.1).

2w

0 gamma/2 gamma
Fic. 4.1. An example of truncation function x.
Using the Proposition 4.1 it suffices to derivate .7:

FG) = #(G)x(G]) + (@) ® |g|x'<|G|>7

to deduce
VGeLRY) (@) <Fp and |[F(G)<.SL,
where 57.’; = %5{’0 + %5’00. Using the Lemma 4.2, we have the following consequence:

LEMMA 4.3. Under the assumption (3.1), the solution of the System (2.8) is

the same if we use .7 instead of . In other words, we can assume that Q) is
bounded on (0,t*) x RT x T.

4.3. A Gronwall lemma with two times. The choice that was made in this
article is to use the current time ¢ and another time T corresponding to the age of
the flow. This choice simplifies the expression of the orientation tensor S since the
t-dependence does not appear in the integral bounds (see (2.8d)). The price to pay
is that the derivatives in time in the evolution equations of K and G involve both ¢
and T. In this framework, the following lemma is the analog of the classical Gronwall
lemma for functions depending only ¢. Its proof is based on a change of variable that
easily allows to follow the characteristics. It is proved in [2].

LEMMA 4.4. Let f : Rt — R™ a positive and locally integrable function. If a
function y : R™ x RT +— R satisfies, for all (t,T) € (0,¢*)x R*:

o5 ru(t.T) < F(0)y(t.T)

then we have, for all (t,T) € (0,t*)x R*:

aty(ta T) +

y(t,T) < ¢(t,T) exp(Lt f(@) dt’),

y(T — ﬁ,o) if t <WeT,

y(0,t —WeT) ift>WeT.

where ((t,T) =
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4.4. A maximum principle. The memory of the fluid is described by the
function K. This function satisfies the equation (2.8f). The form of the equation (2.8f)
is particular in that it checks a "maximum principle”. This will be used repeatedly
in the following sections.

LEMMA 4.5. Ifd,g € L*(0,t*; Ly ) and v is free divergence on T then the solution
f(t,T,x,s) to the following system

1 1
d —0 Osf — =——02f =0,
tf + MWe Tf +g f We sf (46)

f|t:0:f07 f}T:O:fl’ f’s:—% :f‘szl =0,

2

satisfies the following maximum principle on (0,t*) x RT x T x (—%, %)

min{ inf fo, inf f1} < f < max{sup fo,sup f1}.
T,x,s t,x,s T,x,s t,x,s

Proof. Considering f — min{inf fy, inf f1} or max{sup fo, sup f1} — f instead of f,
it suffices to show that the solution f is non negative if the data fy and f; are non
negative.

We multiply the first equation of (4.6) by the negative part f~ of f, and we integrate
with respect to © and s. It is important to notice that the function f does not
necessary satisfy the boundary conditions f |S= 1= f |S=7 1= 0, but that its negative

part f~ satisfies these conditions. Using integrations by parts, we deduce
1 2 z
-2 L -2 e -2, _ -2
I+ gl I+ gl T = [ | dlr P

Since 0,9 € Li Ly, we obtain

o fNzs , + e

orlfI2s . < 10agliz, IF 2
The Gronwall lemma with two variables (see the lemma 4.4) implies that
£~ B (4.T) < ¢t T) exp(12agl 11 0:22.))-

where the function ¢ only depends on the values of | f~|3, on the boundaries {t = 0}

and {T = 0}. In the case where the data fp and f; are non negative we have ¢ = 0
and we deduce that |f~|2, = 0. We conclude that f is non negative too. o

4.5. A Cauchy problem involved in the proof of global existence. In
this section, we are interested in the following Cauchy problem

{ Y (z) = & (y(@) + &)" (¥ ()2,

y(0) =0, ¢'(0) =&, (4.0

where &g, &1, & and k are positive constants.

This problem will occur during the proof of global existence theorem, section 7. More
precisely, we will see that with a good choice of parameters &y, &, & and k, we
can control y(—e¥**TorK) for arbitrarily long time. This will allow to control the
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stress o.

Although this equation (4.7) is nonlinear and of order 2, we can explicitly give the
solution. We will see that its expression makes appear the function F' : RT — RT
defined by

X
F(X) = J e REr (e gy (4.8)
0

Clearly this function is one-to-one (increasing) from R* to [0, ¢[, where the real ¢
denotes the limit:

+o0
0

PROPOSITION 4.6. The Cauchy problem (4.7) admits a unique solution given by

(4.9)

gt /¢ eh+1
y(r) = F_l(éle—%x) forall =xe€ [07 f—e g=a [
1

Proof. The equation (4.7) is a two order ordinary differential equation and it is
possible to apply the Cauchy-Lipschitz theorem: there exists a unique local solution.
Moreover, we clearly have y” > 0 and then y’ > & > 0. The equation (4.7) also write

[m)] =[5+ &)

Using boundary conditions given in (4.7) we obtain the following first order ordinary
differential equation:

Eo$§+1 £o k+1
y’ — gleﬁem(er&) .

Making appear the function F', we deduce that

goeht!

[F)] = e

Since F'(0) = 0 and y(0) = 0 we integrate and deduce

goeht?

F(y(z)) = &e” = a.
The expression (4.9) given in Proposition 4.6 follows since F' is one-to-one. o

5. Proof of the local existence result: theorem 3.1.

5.1. Strategy: a point fixed formulation. In order to prove the local ex-
istence result, we rewrite the set of equations (2.8) as a fixed point system. More
precisely, we consider the mapping (the spaces will be further given)

¢ : (v,G,K)— (v,G,K),

defined as follows:
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v Velocity problem — The velocity v(t, «) is the solution of the following Stokes
problem

Rediw+ Vp— (1 —w)Av = f,
dive =0, (5.1)
v|t=0 = o,

where the source term f contains the nonlinear term of the Navier-Stokes equations

and the term coupling velocity and stress, namely f = —Rew - Vv + dive. The
stress o (t, x) is defined by

Nl=

o(t,r) =w S(t, x,s)ds, (5.2)

1
2
where the orientation tensor S(¢,x, s) is given by
+o o
S(t,xz,s) = —J orK(t,T,xz,s)(G(t,T,x))dT. (5.3)
0
v Deformation problem — The deformation gradient tensor G(t,T, ) is the
solution of the linear equation
1
00G+v-VG+ —drG =G - V7,
We
Gli—o = Go, Glr—o = 9.

(5.4)

v Memory problem — The scalar quantity K(¢,T,«,s) is the solution of the
following linear equation

1 1
0K +-VK + —0rK + go,K — — 2K =0,
t +v-V + MWe T + g We 5
Kl = K|y =0, (5.5)
K|t:0 = K07 K|T:0 = 1,

where g, which only depends on ¢,  and s, is given by

g(t,x,s) = Vo(t,x) : J S(t,xz,s")ds’.
0

The goal of the next subsections is to analyze these problems (5.1), (5.4) and (5.5)
independently. We will see at the end of this analyze that it is possible to apply the
Schauder fixed point theorem for the function ® with adapted functional spaces in
order to deduce the result of Theorem 3.1.

5.2. Estimates for the velocity v solution of a Stokes problem (5.1).
The results for the Stokes system (5.1) are very numerous. In this subsection we
only recall, without proof (we can found a proof in [16]), a well known result for the
time dependent Stokes problem. In order to simplify expressions, we use the following
norm on the velocity field:

o]l := HvHLr(o’t*;Wj’q) + Hat'UHLT(O,t*;L;y
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The result on the Stokes problem (5.1) states as follows:

LEMMA 5.1. Let t* > 0, r €]1,4+00[ and g €]1, +0].
Ifvo e 7, and f € L"(0,t*; LY) then there is a unique solution v € L"(0,t*; Z(A,))
such that 0yv € L7(0,t*; Hy) to System (5.1). This solution satisfies

llvfly < Fi(]£]

where the function Fy depends on 7, q, w, Re and the initial value vo. Moreover this
function is continuous and nondecreasing on R .

Lr(©i18))

In practice, the function F; may be chosen as (see [2])

Ci(r,q
Fi(X) = 11(7)(9{2 lvol 2 + X).
— w @x
5.3. Estimates for the deformation gradient G, solution of (5.4). The
existence and regularity for the deformation gradient G is less classical. As previously,

we introduce an adapted norm, namely for the deformation gradient
IGl2 =Gl L 0,005 wr ey + 10 G Lm0, 05 18) + 100G L0058y (5:6)

LEMMA 5.2. Let 0 < t* <1, r €], 4+00[ and g €]d, +0[.
If Gy € LEWL, 017Gy € LELL and © € LP(0,t*; W) n LY (0,t*; W21) is free
divergence then the problem (5.4) admits a unique solution G € L*(0,t*; LYW L)
such that 0,G and 01 G belongs to L™(0,t*; LFLL). This solution satisfies

1G> < Fa (18] 0.y 0w

where the function Fy depends on r, q, Qe and the initial value Gy. Moreover this
function is continuous and nondecreasing on R .

The proof of a very similar result is given in [2]. One of the differences is that we
show here 0,G € L"(0,t*; L¥LY) and not only 6,G € L"(0,t*; LL) for any T € R™.
This difference takes its significance when we will give sense to initial conditions, see
the remark 5.1.

Proof. The existence of a unique solution to (5.4) follows from the application of
the method of characteristics (see [15, Appendix p. 26]). In practice, the following
estimates will be made on regular solution G, which approaches the solution G
when a regular velocity field v,, approaches the velocity v. The regularity of these
solutions G, with respect to ¢ and T" comes from the Cauchy-Lipschitz theorem. For
sake of simplicity, we omit the indexes ”n”. In the following proof, we refer to [15] for
the passage to the limit n — +00. The rest of the proof of Lemma 5.2 is split into three
parts: in the first one (see the subsection 5.3.1) we obtain a first estimate concerning
the regularity of G, and in the subsection 5.3.3 we obtain the estimate for 0;G. This
estimate requires an estimate for G, which is given in the subsection 5.3.2.

5.3.1. Estimate for the deformation gradient G. Let ¢ > d. We take the
inner product of the equation (5.4) by ¢|G|9"2G, and next we integrate for x € T.
Due to the incompressible condition divv = 0, we obtain

1 _ _
QG + gelrlGliy = a | |GG Vo) 6
¢ T

< qIVol£ |G,
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Then we use the continuous injection W24 < L% holds for ¢ > d and making appear
a constant Cj:

1 _
NGy + 5. 07l GlLy < aCsl VOliy2al Gl (5.7)

Now, we take the spatial gradient in (5.4) and compute the inner product of both
sides of the resulting equation with ¢|VG|?"2VG (we will note that this is a inner
product on the 3-tensor, defined by A :: B = a; j 1 b; ;). After integrating for x € T
we obtain

1 _ _ _
AIVGIL, + rorl VG, <2 | IVGIITD] +q [ |GIVEI v,
T T
Using the Holder inequality and the continuous injection W24 < L% again, we deduce

1 _
AIVGIL, + 5o-0rIVGIY, <34 Co| Vol salC) (5.8)

wa

Adding this estimate (5.8) with the estimate (5.7), we obtain
oGz + 507G o < A0V |Gl

Using the initial conditions we have

Vd,

so that the Gronwall type lemma 4.4 (see the preliminary subsection 4.3) implies that
for (¢,T) € (0,t*) xRt we have

HGHWml’qyt:o = HGOHWmlq and HGHWEI"I}T:O =

t
IGlyz(t.T) < C(t. Thexp(4C, [ 195124). (5.9)

t :
|Gl (T = o) it <WeT,

Vd ift > WeT.
The assumption Gy € LEW24 implies ¢ € L®(0,t*; LF) with

where ((¢,T) =

1€l (0,60525) < max {|Gol pgypra, V).
The relation (5.9) now reads
HGHLOO(O,t*;Lg?W;;'q) < ”CHL@(O,t*;L§9) eXp(4OSvaHLl(OJ*;W;?'I))- (510)

5.3.2. Estimate for the age derivate drG. We first remark that the deriva-
tive G’ = 0rG exactly satisfies the same PDE that G (see the equation of (5.4); that
is due to the fact that ¥ does not depend on the variable T'). We then deduce the
same kind of estimate that (5.7):

1 _
G |1y + 5 0rlGls < CullVly30lG s

But the initial conditions differ as follows:

G/|t=0 = 6TG0 and G/|T=0 = We V.
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This last condition is obtained using T" = 0 in the equation (5.4). Note that this
result is valid because we are working on regular solutions G,, (see the introduction
of this proof) such that ¢;G,, is continuous at 7" = 0. From Lemma 4.4 given in the
subsection 4.3 we obtain for all (¢,T) € (0,¢*) xR™ the estimate

t
1611 (67) < 6T exp(C. [ 1981y2). (5.11)

t
OrGollpe (T — ——) ift <WeT,
where ¢'(t, T) = 07 Golug (T = gg) ¢

We |V (t —WeT) ift>WeT.
For each t € (0,¢*) we estimate the L7 -norm of the function T +— (’(¢,T") as follows:

Il (8) < max(We VD oo (0,428 |07 Goll Lz La)-
Taking the norm in L"(0,¢*) we deduce that ¢’ € L"(0,t*; LF) with
_ W1
IS L (0,045 17) < max(We |V o0 0,p;2), |00 Goll g ra ) €77
By assumption we have t* < 1 so that #*7 < 1. The relation (5.11) now reads

”GI”LT(o,t*;LgSLg) <<z, exp(Cs||Vﬁ||L1(0’t*;Wm1,p)). (5.12)

5.3.3. Estimate for the time derivate 0;G. Isolating the term 0;G in the
equation (5.4) we have

1 _ _
0 les < 516 lns + 1012 |9 Glag + |Gloz [Vl
1 _
< 551G g + 2.2 Gly o

Taking the L"(0,t*; LY)-norm for the variable (¢,T"), we obtain

1

10:G | Lr(o,4xi2 L2y < @HG/HU(o,t*;L%L;)

+ QCS|‘m|Lr(07t*;W;“1) HGHLCO(O,t*;L%?le’q)'

Using the previous estimates (5.10) and (5.12), we deduce the result announced in
Lemma 5.2. a

5.4. Estimates for the memory function K, solution of (5.5). Unlike stan-
dard memory models®, the estimate of the memory function in the Doi-Edwards model
is one of the key point in the local existence proof. In fact, the Doi-Edwards model is
strongly based on the expression of the memory and on the equation that it satisfies.
We introduce the norm of the memory function that we will controlled in the next
lemma:

K3 ==K Lo (0,602 22 ) + 07 K| oo (0,00 20 12 )

»HT He,s T Hx,s

+ e BT K | oo 0,002 12 ) + 107V E [ Lo niznra  nz2zs.,) (5:13)

T Hae,s
T ~x,s

+ 0K 20,6221z ) + |05 K || Lo 0,002 12

3The term “standard” refers to models like K-BKZ in which the memory is a given function,
usually on exponential type: K(T) =e"T.
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LEMMA 5.3. Let t* > 0 and q €]d, +0].
If there exists p1 > 0 such that e®**T0r Ko e LELE , and e®HT/20p VK € L3LY ,
if 0:Kq € L%Li,s satisfies or Ky < 0,
if v e L2(0,t*; WL®) is free divergence,
if 0sg € L?(0,t*; Ly ) and 0,Vg e L2(0,t*; L ),
then the problem (5.5) admits a unique solution K satisfying or K <0 and

1Klls < Fs (10691 200,05 30 109520 00428 > 8120 g0 i)
where the function F3 depends on q, We, u and Ky. Moreover this function is con-

tinuous and nondecreasing in each of its variables.

Proof. The proof is composed of multiple steps since we need to control each term
of the norm || K3 introduced by (5.13).

v'Step 1: control of K — Since d,g € L(0, t*; Lg ) and we can directly apply the
lemma 4.5 given in the subsection 4.4. We deduce that for almost every (¢,T,x, s) €

(0,£*) x R* x T x (—3, %) we have the estimate

min{l,inf Ko} < K(t,T, 2, s) < max{1,sup Ko}. (5.14)

We remark that the assumption e¥¢#T oK, € LF Ly ; implies a L*-bound on Ko:

T
ooz, () - 1| <| [ IorKolsg, (1) a7
0

T " ®,s

T
< Hewe/‘TaTKOHLooLQC J e—QUeuT’ a7’ (5.15)
0

1

< el rFolugz,

To obtain the first inequality above we used the inequality o7 (| Ko|zz ) < |0rKolle
which simply comes from to the inequality sup(b) — sup(a) < sup(b — a).
As a consequence of (5.15), inequality (5.14) effectively gives a L®-bound on K.

v'Step 2: control of drK — Introducing m = —0dp K and using the fact that g
and v do not depend on the variable T, we remark that Equation (5.5) for K is
translated into a similar equation for m:

1 1
dim + —drm + gdsm — —0d2m = 0,
T e T T IO g O™
with the following boundary and initial conditions:
m|t:0 = —0r Ko, m|T:O =0, m|

We can apply the lemma 4.5 again to deduce that for almost every (¢,T,x,s) €
(0,t*) x R* x T x (—3, %) we have

0 < inf(—0rKo) < m(t,T,x,s) < sup(—0drKp). (5.16)
Obviously the L®-bound on e®¢#T0r K, implies a L®-bound on dr K, so that the
inequality (5.16) corresponds to a L*-bound on m = —dpK. This estimate (5.16)
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also proves that m > 0.

v'Step 3: exponential control of d;pK — The exponential decreasing is ob-

tained introducing m = me¥™*rT — Cyett where Cy = sup (—0rKo(T, x, s) e uT)_
T,x,s
The quantity m satisfies
~ 1 N N ~ 1 o
dym + @6Tm—um+gﬁsm— %63m=0, (5.17)

with the following boundary and initial conditions (we note that we use the assumption
8TK0 < O)Z

Testing the equation (5.17) with the positive part of m, we easily deduce that m < 0
(see the proof of Lemma 4.5 for similar result). This implies the desired bound for

almost every (t,T,x,s) € (0,t*) x R* x T x (—3,1):

et Tt (4 T, a2, 5) < Cp. (5.18)

v Step 4: control of 0rVK — To have a bound on [Vm|p1 14 we first note

We AT

that if we introduce m = e m, for any A > 0, then we have

+0 +oo
| 19mlig Ty ar = e T v (1)
0 0

1

- (J(:OO o2 AT dT) 3 <JO+OC vauig(t,T) dT) 3

< (gen) ([, 1wl omyar)”

(5.19)
It is then sufficient to control V|2 rg . The quantity m satisfies
d~+1a~ AL+ gOsmh 102~ 0 (5.20)
m+ —orm — Am m— —ao:m =0, .
! We' © 96 We °
with the following boundary and initial conditions:
m‘t:o = —eM M Or Ko, m|T:O =0, g ’s:—% =m s=1 7 0.

Derivating the equation (5.20) with respect to the spatial variable & we obtain
1 1
d:Vm + Vo - Vi + EaTvm — AV + 0smVg + g 0,V — Eagvm =0. (5.21)
e e

We take the inner product of this equation (5.21) by ¢|Vm|?=2Vih, and we integrate
with respect to € T and s € (—3, 3). We deduce
~ 14 1 ~a ~ 4
QAL+ o tr| Ly — g AT,

; 1
47 wme2iaom? - 997D [ [* 10m. ooum2 [Tt
- Qﬂeﬁyjé |Vin|17%|0s Vin|® + W ). |V - 0,Vm|? Vi

1
2

< Ao + Ay + Ao,
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where
Ay = —qf f (V@ - Vin) - Vin |Vim|92,
1)y
Ay = —qf f (vg.vm)wmwﬂasm,
T)-3
Ay = qu J (asvm-vm)\vmw*?g.
v)-3

v'The first term Ay is directly estimate as follows
Aol < gl VO] L | VAL, - (5.22)

v'The term A; is estimate as follows: we integrate by parts with respect to the
variable s in order to write A1 = A1 + A2 + A3 with

A :—qf F (53V9-V%>|Vﬁz|q_2ﬁz,
T3

Ais = —¢ f f (Vg o.vim) [vinls—2i,
T3

Ars = —qlg—2) L f_ (vg : vm) (asvm : vm)|vm|q—4m.

To estimate the term A;; (which only depends on ¢ and T') we introduce the L,
bound on m:

1
2

Aul < dllez, | | 1099V
TJ-3

Due to the Holder inequality we obtain

0Vl [Vl . (5.23)

|An| < (IHmHLf,S

In the same way, the term Ajs is treated as follows:
1
3
Al <alinlig, [ [ 10,9l Vgl w2,
TJ=3

Using the Young inequality and next the Holder inequality, we write

qWe
2

1 1
2 2

|Ara] < 5 f j [Vin|17210,Vin|* + [l J f Vg|* [Vin|12
20e T ,% = Jr ,%

(5.24)

We ~o—
q . vinl1?.

Iz

1
q 2 ~1g—21A w2
< q
5 9he J;rf_; [V |T%|0,Vim|* +

Similarly, using the Young inequality and the Holder inequality, the term A;s is
controlled as follows

_o) ¢ (h
|A13I<Q(2q7w)ff Vi - 0,V ? [Vin]e—
¢ Jrlt-3 (5.25)

q(g —2)We, 972
+ Iz, [ValLy IVAlT,"
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v Using an integration by parts with respect to the variable s, the contribution A,

simply reads
1
2 ~
Ay — —f f V| 0,9,
)y

Hence we have the estimate
Aol < 0.9l VL, . (5.26)

v All these estimates (5.22), (5.23), (5.24), (5.25) and (5.26) imply

~ 1 ~ ~
IV, + so0rlVimll, | <dllig, 10V,

q(qg—1)2We
RSP

+ (lowgleg, +aX+ alVBlg) VAL,

~ q—l
vaLi,s

~ ~ 11q—2
il Vit

Multiplying by %HVﬁszLEq we also deduce

AT
+ (g — 1) We|m|ix [Valia

~ 1 ~ ~ ~
a|VinlTa  + @9THVWH2L;S <2|mfre, Vi

—+

| DN

(I0sglzze, +a X+ qlVD|Lz) V|7 -

We integrate with respect to T € (0,400). Since m|r—o = 0 the contribution due to
the term o7 | V|3, is non negative. We obtain

400
AVl 1y, <20 Valzg, | Wleg, VL, T
+0
+la- )WVl [ Imi, ar
) 0 +0o0
+ 2 (10gleg, + o)+ alVoleg) [ VAL, ar.

We now use the bound [z (t,T) < Cpette™We=NT obtained in the third step
of the present proof, to deduce

+o0
ANV 1y, <200 |0 Vgley, [ e B0V ar
0
+00
+CR g =) WeeH|Vglty [ 0T g
*Jo

2 +o0 9
+ 2 (10ugleg, +ar+alVlig) | VAL, dT.
0 ,
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Using the Cauchy-Schwarz inequality, we obtain for 0 < A\ < u the inequality

N 1 LI
(%HVmH%zTLz,,S <2Co e"|0sVyg| 1 <m) IVl L2y,
1
C2(0 — 1) MWe 24 2 (7
+Colg — 1) Wee™ Vg1 | 2 We(pu — A))

2 _ ~
+ a(H@ngL;ﬁs + X+ q|VO|Lz) V|7 o -

Using the Young inequality we deduce

~ Cc? 1,
| Vi|fa e < WO—A) 0,V glTs | + §|\Vm\|%2TLg,s
Coa—1) oo 2
S0\ 1) 2ugg)2, (5.27)

2 _ ~
+ 5(”359”@93 +qX+q|V|Lx) ||VmHi?ng,s'
We note that [Vg[ s < [0sVgla . Indeed, since gls—o = 0 we have
S
Vy(t,z,s) = f 0sVg(t,x,s')ds'.
0

By the triangular inequality and next by the Hoélder inequality we conclude that

-

2
IVl < f 0.V gl (1) s < [0.VglLg .-

1
2

By assumption we know that [|Vii|z2 1q (0) = |e™e ATﬁTVKOHHTLq“ is bounded for
0 < A < 5. We then now choose A = & so that equation (5.27) becomes

OVl Ta s < alVinlZa g +0,

with
1 2 _
a(t) = 57 g”asgﬂL;O,s + p+ 2V e
C2/ 2
d bt =—0(— —1) 20t 9, Vg2, .
an (t) . \ame +4q 0Vl

We conclude using the Gronwall lemma and the regularity which is assumed for g
and vU:
t

HVﬁlH%QTL; < C’éexp( J-t b) + J-t a(t") eXp( L b), (5.28)

0 0
with
Cy = [+ T2orV | 21s .-
The estimate (5.28) shows that Vi € L(0,¢*; L3. LY, ,). From the inequality (5.19),

it implies a bound on Vm in L*(0,¢*; LT LY, ). We also remark that we could have di-
rectly obtained a bound on Vm in L*(0,*; L7.LE, ) taking A = 0 starting form (5.20).
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v' Step 5: control of ;K and d,K — To get the bounds on J; K and d;K we
use 0. K as test function in Equation (5.5) satisfied by K. We obtain

1 r
K13, + so-til6nK 13y, = - j f (@ VKK

3 1 3
— 0s KOt K — — orKo, K
er_;g ! QU?JTJ_; e

<ol o2 [VE]|rg 0:K] Lz
Lg2? ’ .

0sK| 2

@,s

1
atK”Lg,S + @HaTKHH

@,s

0t K| 12

@,s

+glze,

a=2
Using the fact that LY < L, * and using the Young inequality we deduce

1 _
0K 3, + g0t K I3 | < 310l

VK|7q

3
+ 3||9H%omoys H(?SKHQL;S + wH(aTK”%g@
Taking the supremum with respect to the variable T € (0, +o0) we obtain*

1 _
0K g1, + g0l 0K B g, < 31813 IVE 5, 20
5.29
3
+ 31903 10K Sy |+ g lorK ey

Thzs

By assumptions, we have ||[]2.. € L'(0,¢*) and |g|3.. € L'(0,¢*) (note that g|s—o = 0

so that ||g|ze. < [0sg|rz, ). Using the steps 2 and 4 respectively®, we know that

H(?TKH%OTOL2 and |[VK|3.,, belong in L*(0,t*). Consequently we can apply the
x,s Tla,s

Gronwall lemma to deduce from the inequality (5.29) the following bound:

HatKH21;2(0,15*;LO0L2 )y T HaSKH%GC(O,t*;LOOL? <C,

T Hx,s T Ha,s

where C' depends on the previous bounds. o

5.5. Proof of Theorem 3.1. For any t* > 0 we introduce the Banach space

B(t*) =L"(0,t*; W"9(T))
x C([0,t']x R*; LU(T))
x C([0,t"]x RT; LT % (3, 3)))

4Note that we use the inequality o (supy F(t,T)) < supp (6:F(t,T)) which simply comes from
to the inequality sup(b) — sup(a) < sup(b — a).
5Due to the condition VK|T:O = 0 the step 4 implies that [VK|q € L*(0,t%; W%’l).
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and for any R* > 0 the subset

H(t* R = {(@, G.K)e Bt :
ve L"(0,t*;2(A,), dwe L™ (0,t*;H,),
Ge L™0,t*, LFWEY),  0,G, 0rG e L"(0,t*; LY LL),
K,orK e L*(0,t";LYLY,), 0,K e L*(0,t";LTLYL ),
orVK € L*(0,t"; Ly LY , n L7LY ), 0K € L™(0,t*; LYLY ),
Vli—o = vo, Glio = Go, Gl|r—o =26,

Kli=o = Ko, Klr—o=1, K|,__1=Kl[,_1=0,
ol <R, Gl2< R, |IK|s <R }
where we recall that the norms || - |[1, || - ||z and || - [|s are defined by (5.2), (5.6)

and (5.13) respectively.
It is important to remark that such a set is non-empty, for instance if R* is large
enough. More precisely, if

R* = max(F1(0), [|Goll2; | Kolls) (5.30)

then for any t* > 0 we can build a velocity field v* such that (v*, G, Ky) € 5 (t*, R*),
see an example of construction in [15, p.6].

REMARK 5.1. If (v,G,K) € J(t*,R*) for some t* and R* then the velocity
field v, the tensor G and the function K are continuous with respect to the time t, the
age T and the length s. In fact, these continuity properties follow from the Sobolev
injections of kind Wh(0,t*; X) < C([0,t*]; X), hold for a > 1. Moreover, they make
sense of the initial conditions v|i—g = vo, Gli=0 = Gy and G|r—=g = 4.

More precisely, if (v,G,K) € J(t*, R*) then we have
V|imo =vo in Hy,
G‘t:(] = GO m L%)Lg,
K|t:0 = KO m L%ng,b
Noting® that L"(0,t*; LELYL) < L*(RT; L™(0,t*; LL)) we also deduce that
G|T:O =0 in LT(O,t*;Lg:),
K|T=0 =1 n LOC(O,t*;LﬁS>.

Similarly, we have for almost every (t,T) € (0,t*) x R the relation K € Ly and
0sK € L ;. We deduce that

Kl 7%=K|s:%=0 m LOO(O,t*;LﬁLg).

We consider the mapping
o . AN R)— B(tY)
©.G.K) — (v,G,K),

6This result is based on the following inequality sup; (Sf; f(@,T) dt) < Sé* supp f (¢, T) dt for all
positive function f € L(0,t*; LY).
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where v is the unique solution of the Stokes problem (5.1) with
f=-—Rev Vv + divo, (5.31)

where G solves the problem (5.4) depending on v, and where K is given as the solution
of (5.5) with

0sg=Vu:S. (5.32)
LEMMA 5.4. If (0,G,K) € S (t*,R*) and r > 2 then we have
| f

L7(0,0%L%) T Hﬁ”LOC(O,t*;Wml’q)nLl(O,t*;Wg’q)an(O,t*;W;jw)

_ (5.33)
H5s9||L2(0,t*;L§S) + HaSVQHLQ(O,t*;ng) < G(t", RY),

where G is a continuous function vanishing for t* = 0.

Proof. We will estimate each term of the left hand side of (5.33).
v’ Step 1: Control of the source term f — The source term f being given
by the relation (5.31), we directly have

1 flLr 06022y < Relv - VO Lr 040,29y + [ dive|Lro,em.a)-

We follow the ideas of [15], generalized by [2] to the d-dimensional case, in order to
treat the bilinear term v - Vo. We have

3q—d

T V| propepay < Ct* 50 RS w2 + Ct* "5 7 R*2. 5.34
(0.6%:22) L2

The last term div o is controlled using the orientation tensor S, see (5.2):
I dive|pr ey < wW[VS|Lro,x28..)-

By the definition of S, see (5.3), the gradient VS reads (making appears m = —0rK)

+o0
VS(t,x,s) = vim(t,T,z,s)® .7 (G(t,T,x))dT
0

+00
+ J m(t, T,x,s) .S (Gt,T,x)): VG(t,T,x)dT.
0

Its LE ;-norm can be estimate as follows

IV S|y

x,s

+00
(t) < yoof [Vl L (t, T) AT
0
o B (5.35)
+ 75 [ g, (6 DIVE (T T,
0

We can read this inequality (5.35) as

IVSlLy, < ZolVilpy e, + 7% ™y zee

VGlrzLy-

Note that since [[e” =D oo o 2,02 L2 ) < R* we have, for all t € (0,t*):

o0
s e () = f [l (t, T) dT

THa,s 0
0

< R*J e—;L(QUe T—t) dT
0

R* ettt
1wWe

<



Existence for the Doi-Edwards polymer model 27

We deduce that for all ¢ € (0,¢*) we have

. R*Q
IVS|a () < SR + S8 Qﬂeueut' (5.36)
Taking the L™-norm we finally obtain
Aiv o | oo peopay < C(E 7R + (e — 1)7 R*?), 5.37
( ’ ) CE)

where the constant C' does not depend on t* nor R*.

v Step 2: Control of the velocity © — We use the following classical result [29]:
if X ¢ Y are two Banach spaces with compact injection then the following injection
is continuous:

{ve L0, X) ; 0w e L*(0,1;Y)} < €(0, 1% [X,Y]1).

Using X = W24 and Y = LY, we obtain

1 1

8 w2 ) < C I8 ez 108 B ez

re2 1 1
SO 0 4wz 19012 (5.38)

0,t*;L%)
r—2
< Ct* 2 R

More simply (in fact using the Holder inequality and the continuous Sobolev embed-
ding W21 — WL®) we have

Hv||L1(O,t*;Wm2’q) < t* " HUHLT(O,tﬁsz‘q) S o R*, (539)

r=2 —2
19l 20,002y < CFF - 1%l 2r0,00w20y < CF TR

v Step 3: Control of the source term g — Using the definition (5.32) of dyg
we directly obtain

HasguLZ(o,t*;L;o,s) < IV L2(0,04:02) |SHL°°(O,t*;L;0,S)~ (5.40)

The velocity contribution is controlled using the Sobolev embedding W24 — L¥:

B o (gpe vz < OFF R, (5.41)

r—2
VO] 220,60 02) < OV p2(g e pzay < O

The contribution of S in the inequality (5.40) is estimate using its definition (5.3) and
using the inequality |07 K| < R*e*te #¥¢T which comes from the bound [|K||3 < R*:

IS ]z 0,052,y < C R* e (5.42)
The estimates (5.41) and (5.42) allows to write the inequality (5.40) as follows
10gl L2 0,0s1 ) < CE 7 R*Z bt (5.43)
We complete this step considering 0,Vg. We have

105V gl 20,0023 ) <IVU|L2(0,00:20) [ VS| o0 0,429, )

x,s

+ HV2§HL2(O,t*;LqE)”SHLW(O,t*;L;‘gS)-
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We use estimates (5.41) and (5.42), supplemented by estimates (the first comes from
to estimate (5.36), the second is a direct consequence of the bound [Ty < R*):

IVS|zeqeizs.) < C (R + R,

_ r—2
V2% L2(0,04,09) < O

Ol (0,00 w200) <CtT R,

to deduce

0.V gl 200, < CF 7 R2(1+ 68 (14 7)), (5.44)
Gathering the estimates (5.34), (5.37), (5.38), (5.39), (5.43) and (5.44) we conclude
the proof of lemma 5.4. o

¢-Invariant subset — Consequently, using the lemmas 5.1, 5.2, 5.3 and 5.4, we
deduce that if (v, G, K) € S2(t*, R*) then its image (v, G, K) = ®(v, G, K) satisfies
lvll: < (G, RY)),
IGIl2 < B (G(t*, RY)),
IKls < F3(G(t", R*), G(t", RY)).

To ensure that the ball Z(t*) is invariant under the action of ®, we must find ¢*
and R* such that

g (5.45)
(Gt R* G(t*,R*)) < R".

Notice that if we choose t* = 0 then the previous inequalities (5.45) become (the
function G vanishes for t* = 0)

B (0) < R%,
F»(0) < R*,
F3(0,0) < R*.

By continuity argument, taking

R* = max {2F1(0), F2(0) + [|Goll2 , F5(0,0) + || Ko|ls},
we deduce that there exists t* > 0 such that (5.45) holds. For such a choice we have
the inclusion ®(A(t*)) < B(t*).
Note that at the same time , we chose R* so that the inequalities (5.30) hold, this
insures that J#(t*, R*) # . Moreover the function ® is continuous and 2 (t*, R*)

is a convex compact subset of #(t*), see [17] for similar properties. We conclude the
proof using the Schauder’s theorem. o

6. Proof of the uniqueness result. This section is devoted to the proof of the
theorem 3.2. As usual to prove an uniqueness result we take the difference of the two
solutions indexed by 1 and 2 such that

Vv, € L*(0,t*; LY),

Gie L*(0,t*; L (LL n Wiy,
orK; e L*(0,t*; LY LY, n LypLy ),
orVK; e L™(0,t*; L3LE ).
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The vector v = v; — vo, the scalars p = p; — po, K = K; — K5 and the tensor
G = G1 — G, satisfy the following:

Re(dpv + vy - Vo +v - Vo) + Vp— (1 —w)Av = dive, (6.2a)
dive =0, (6.2b)
o(t,x) = wJQ S(t,x,s)ds, (6.2c)
foo
S(tz,s) — f (-~ ork (#(G) — #(Ga)) — 0K #(G) )T, (6.2d)
0
1
0iG +v,-VG +v-VGy + @%G:Gl -Vv + G- Voo, (6.26)

3 1 1 -
oK +v, - VK +v-VKy + @(%K— @&‘SK+ (V'Ul fo Sl)é’sK

S

+ (Vo fo S)ouks + (Vo fo S2)0.Kz = 0. (6.2f)

together with zero initial and boundary conditions. The uniqueness proof consists in
demonstrate that v = 0, G = 0 and K = 0. We will initially provide estimates on
these three quantities. More exactly, we introduce the following quantities

W (1) = [Vol3s.
X(t) = Re o3,

+0

YO = [ Iml 161 . (6.3)
+o0

2) = | Imi3; .

and we will obtained some relations between them.

Velocity estimate — Taking the inner product of the equation (6.2a) by v in L2,
we obtain

Re
il + (1 - @) Vel = - |

U-Vv—i)‘ief('u-va)-v.
T

T

From the Cauchy-Schwarz inequality and the Young inequality, we obtain
1
Redy o] + (1—w)[Volls < ——[ol2s + 28| Vool sz o). (6.4)

1—w

Introducing a1 (t) = 2|Vwvz|L» this estimate (6.4) reads using the notations X and W
introduced below (see (6.3)):

1
X' +(1-w)W< EHGH%?C + a1 X. (6.5)

It is important to notice that, due to the assumptions (6.1), we have a; € L'(0,t*).
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Stress tensor estimate — From the definition of the stress tensor o in the
System (6.2) we have |0z < w[S|rz  and due to the definition of S (see equa-

tion (6.2d)), we obtain
400
ol <e? | Il |7(G) - (@)l
2 oo 2 2
cot | it 171Gl AT,

where m; = —0rK;, i € {1,2} and m = m; — my. By assumption, the function .
and %/ are bounded by .%,, and ./ respectively (in practice, recall that we work
with the function ., see the preliminary section 4.2). In particular we have |.¥(G1)—

S (Ge)] < %/|G1 — Gs|. In term of Y and Z (see their definition given by (6.3)) we
deduce

—~ 2
HUHQLi SWAILY v Wi (6.6)
Deformation gradient estimate — Taking the inner product of the equa-
tion (6.2e) by G in L2, we obtain
1 2 1 2
§3tHGHLg + %aT”G”Li = T(Gl Vo) -G
T T
Using the Cauchy-Schwarz and the Holder inequalities, we have the estimate

1 1
§5t|\GH2L; + %%HGHQ@ <|Gillrz|Volrz |Gz
+ Voo 2 [ G172
+ HUHLA IVGa| L4 |GllLz -

d—2
@«

_2d_
Due to the Sobolev continuous injection H. < Lg > and the Young inequality, we
obtain:

1

O|G? 2
Gz + We

or|Gl7s < |vlin + a2()| G172, (6.7)
where the function
az(t) = 2|Gil iz Lz + 2[Vo2|re + C? [VGa|Tx 4,

and where the constant C' depends on ¢ and d. Multiplying this estimate (6.7) by
|m1|2. where m; = —drKj, and integrating for 7" € (0, +00) we obtain

+00
Y'(t) + ﬁj@ Imilly 0r|Gl7z AT < C(X (1) + W(t) + a2 ()Y (). (6.8)

52

We note that the constant C' contains the value SJ *|m1|2. dT which is bounded

according to (6.1).
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Using an integration by parts we prove that the integral .# is non-negative. More
precisely we use the fact that ml|T:0 = 0 and the fact that M : T — HmlﬂL;{S (t,T)is
a decreasing function. Indeed, we simply use the following property of the supremum:
for any 0 < T < T’ we have

M(T') — M(T) < sup (m1(t, T, @, s) — my1 (¢, T, x, 5)).

x,s

Since drmg < 0 we have seen that drm; < 0 (see the discussion page 8 before the
statement of the theorem 3.2). We conclude that M (T") — M(T') < 0.
Consequently the estimate (6.8) now reads

Y <CX + bW + ayY. (6.9)

We also note that b; = C' and, due to the assumptions (6.1), we have as € L(0,t*).

Memory estimate — We derivate the equation (6.2f) with respect to the age T
and next we take the inner product with m = —0pK in Li,s' Using integrations by
parts we obtain

1 2 1 2
Sadml, + gaetrlmits s oloamlty <3 [ [ N

+J Jé (Vv1:S+Vv:52)m2m
TJ-3

+J J (V'vl:f S+szf sz)mzasm
TJ-1 0 0
—J JQ (v-Vmg)m

vy

By the Cauchy-Schwarz inequality we obtain the following estimate:

1 ) 1 1 ) 1 )
Salmliy | + oo drlmly +oloamliy | < SIVoilizISilg, Imls

+ IVor g[Sz |

+ Vo[ 2 [Sa| Lz M2z, [mlLz
+ [Voilez Sz
+ Vo2 [ S2

+ vl 2, va2”Ld

m

From the Young inequality 2ab < a? +b? and the Sobolev embedding for the last term
we deduce

1 ~
Olmlis , + gge0rlmlzs < Cz(t Dlmli;

(6.10)

+O|Vmaldy ol
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where the function
Cz(t,T) = |Vvi|rz[Silee, + [Voilre|ma|rz, + 1S2]cz, |ma|rz, +1.
Integrating the estimate (6.10) for T' € (0,T) we deduce (we also use the fact that

I1S2]rz , < Follme|rs Lz )

Z'(t) < Cz()Z(t) + [Voilz[malLy e

T ®,s

+ Yoon2|\i1TL§SW(t)

SH%;S

+ We| Vo [Tz [mal s 1o [1S12s (6.11)
e S2 ol e ol e WD
+ O VmalZs o (X (1) + W (1)),
where C(t) = sup Cz(t,T). Recalling that HS||2L% < %QY + 27, we can write
the previous estTirergte (6.11) as follows |
7' < a3X + asY + asZ + bW, (6.12)
where we have defined
as(t) =C|Vma|gz 14
as(t) =C(|[Voilrglmaliy e, +1VoilizlmalZs e ),

as(t) =C([Voilrzlmily e, + [Voilzzlmaliy, e

'n7/2HL°°LOC

T “®,s

+ IVoilrz [mefrgre, + [mallo Lo

TLEs L.
+ HVUIHQL;O ”m2H%2TLf,S +1).
The assumptions (6.1) imply that a3, as and as belong in L'(0,¢*). The last contri-
bution makes appear the function by which is given by
ba(t) = Finlmal?y o +We F2mal?y o [mal?s e+ CIVmalZs 1y .

The assumptions (6.1) imply that by € L*(0,t*).

Uniqueness result — Finally, we perform the following combination:
(1 —w)(6.5) + (6.6) + £(6.9) + (6.12)

using € > 0 small enough to control the quantity W (t) of the right side member by
the same quantity on the left side member. This is possible since the functions b;
and by are bounded. More precisely, we use
(1-w)?
€= .
1+ b1+ [ b £ 0,60

We deduce an estimate of kind
(X+Y+2)<a(C+Y +2),

where the function a is a linear combination of a;, i € {1,2, 3,4}, and consequently it
belongs in L(0,¢*). The classical Gronwall lemma and the initial conditions X (0) =
Y(0) = Z(0) = 0 imply that X =Y = Z = 0. We deduce that v = 0, G = 0
and K = 0, that concludes the proof. o
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7. Global existence. In this section, we prove the main result of the present
paper, that is the global existence of a solution to the System (2.8) in the two di-
mensional case, see Theorem 3.3. The proof is based on the following fundamental
remark: the stress given by the relation (2.8¢) is “naturally” bounded. This bound
implies a bound on the velocity field, from which we can deduce a new bound on the
stress gradient. The conclusion of the proof consists in to insure that this process is
consistent.

The main difficulties are the evaluation of the nonlinear terms that can blow the esti-
mates obtained in the proof of local existence. These nonlinearities are present many
times in the Doi-Edwards model:

1. The nonlinearities of the Navier-Stokes equations (2.8a)—(2.8b) are always
present in the complete Doi-Edwards model. On one hand there is the con-
vection term v - Vv which is discussed in many articles. We handle this
first difficulty using the so-called LPL? estimates of the heat kernel. On the
other hand there is the nonlinear coupling due to the presence of the stress
term divo.

2. Other nonlinearities are present in the evolution equation (2.8e) for the defor-
mation tensor G. The most restrictive one corresponds to the term G - Vv.
Since we will have relatively little information on the velocity gradient, we will
prefer to work with the quotient %, making appear the product |G| (G).
The key point is the fact that this product is well behaved even for large value
of G.

3. Finally, there are also several nonlinearities in the equation (2.8f) describing
the evolution of memory K. The most restrictive one comes from the product
(Vv : SS S ) 0s K. To solve this problem, we introduce a suitable function £ in
order to obtain a better estimate on £(0rK), and therefore a better estimate
on orK.

Letr > 2, ¢g> 2,7 > 0and u > 0. We consider the initial data (vg, Go, Kp) satisfying

Vg € @;,
Goe LYWY1  0rGoe LELL, det Gy =,
TorKye LELY,, e"T2opVEKye LALL ., 0,Koe LEL2

x,s? x,s? x,s)

and J0rKy <0.

It is then possible to use the Theorem 3.1 and then consider the solution (u, G, K)
to System (2.8) in [0,¢*], which satisfies the initial conditions (2.6). This solution
possesses at least the following regularity:

ve L7(0,t*; W29), o e L7 (0,t%; LL),

G e L*(0,t*, LAWL9), 0:G, 0,G e L"(0,t*; LY LY),
K,opK,et T, K e L*(0,t*; LFLE,), 0K € L*(0,t*; LFL2 ),
orVK e L®(0,t*; LI L , n LA LY, ,), 0,K € L*(0,t; LF L2 ).

In the following and as previously we recall that we denote by C' constants that may
depend on the initial conditions, on the physical parameters, on the integers r, ¢, on
the bounds .%,, and .¥,, and on the time ¢*. Note that these constants will always
be bounded for bounded ¢*.
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7.1. Maximum principle for the kernel K and their derivatives. First
we resume the proof of the local existence theorem to deduce the following bounds
(see the estimates (5.14), (5.16) and (5.18)):

LEMMA 7.1. There exists a constant C' such that

K| <C,
ngaTK<C7

0< —erWeT-5 K <C.

7.2. Additional bounds for the stress tensor and for the velocity field.
The first Proposition that we introduce is one of the fundamental points which give
the global existence result. In particular, this kind of result is not proved for other
viscoelastic systems like the Oldroyd models.

PrOPOSITION 7.2. We have the following L*-bound:

HUHLOO(O,t*;L;O) <C.

Proof. Recall that the stress is given by the integral relation (see (2.8¢)):

o(t,x) = wjz S(t,x,s)ds.

1
2

To have a bound on o it suffice to have a bound on S which is given by (see (2.8d)):

+00

S(t,x,s) = —f orK(t,T,x,s) S (G(t,T,x))dT.

0
Since the function .7 is bounded on L£(R?)\{0} (see Proposition 4.1), and since the
function G has values in £(R?)\{0} (see Lemma 4.2), we deduce that the composed
function (QG) is bounded.
Moreover from Lemma 7.1 we know that —d7K > 0 and we deduce that

T—+0w0

+o0
IS(t 2, 5)| < —yoofo orK (T @, 5) AT = S (K|, — lim K).  (7.1)
Using the fact that K is bounded (see Lemma 7.1 again) we conclude that S is

bounded. o

By virtue of this proposition 7.2, we can deduce that the velocity field v satisfying
the Navier-Stokes equations (2.8a)—(2.8b) have more regular. More precisely we prove
the following Proposition (the proof is detailed in [3] and [6]).

PROPOSITION 7.3. If the integers v and q satisfy %4—% < % then for allt € (0,t*)
we have

IVv|Le©,602) < Clnfe + [V pro422)),

V2w

Lr(0,6L) S C(l + HVUHLT(O,t;L;))~
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7.3. Control of the spatial gradient of the orientation tensor S. The
goal is now to use the previous bounds (on the velocity field) to obtain a bound on
the stress gradient Vo . In fact, the stress gradient is directly linked to the orientation
gradient V.S (see Equation (2.8¢)) and we are then interested in this quantity:

PROPOSITION 7.4. For any convez function & : RT — R* we have: for all
€ (0,t%),

0 e—ZQUeuT z
IVSIr 0652 ) < C((L O dT) Ya(t) + yb(t)>7

where y, and yp are defined by

Ya(t) = Jot (Lﬂo VM3, (#,7) dT)gd

+o0
f J ’r‘p.t 7%6}1,7‘

The quantity M is defined by M = g(ﬁl) and m = WerTm

VG (t’, T)dT dt'. (7.2)

Proof. As previously we denote m = —0p K. We derivate the stress tensor given
by the relations (2.8¢) and (2.8d) with respect to the spatial variable:

+00
VS(t,z,s) = vm(t,T,x,s) @ L (G, T, x))dT
0

(VS)‘:r(t,m,s)

+o0
+J m(t,T,x,s).7 (G(t,T,z)) : VG(t,T,x)dT .
0

(VS)b(t,x,s)

We have the estimate
VS 0,4508..) < 27’71(H(VS)GHTLT(O,@L;S) + H(VS)bHZT(o,t;Lg,S))y (7.3)

so that we will independently control |[(VS)*|pr(os;Ls ,) and ||(VS)bHLT(o,t;Lg,S)~

v We use the definition of M = £(m), m = eerTp to write the quantity (V)
as follows:
+00 fi’ﬂe uT —
(VS)*(t, @, 5) = f Y VML T,x,5) ® (G, T, ) dT.
o &mt,T s))

We deduce that [|(VS)?|Lq  is bounded using the L*-bound on . (see the Propo-

sition 4.1), the bound on ¢ (by the convexity assumption and the positiveness of m
we have : £ (m) = £(0)) and the triangular inequality:

—We puT

&(0)

e

+o0
I(95)" )i, () < 7 | V3|, (8. T)dT.
0
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We next use the Cauchy-Schwarz inequality and obtain

dT)% (Lﬂo |VM|2, (&) dT)%.

0 [ —2euT
1(V8)*lps () < %@(L QENW

Taking the L™-norm on (0,¢) we deduce

o—2WepT r
I99) Vs < 75( ] g 1T) 0 (74)

v Due to the Proposition 4.1 we control the last contribution (VS)® by

+0
(VS)(t,x,s) < ,S@Of m(t,T,z,s) Il ’ (t,T,x)dT.
0
By the triangular inequality we deduce that
+0o0 VG
[(VS)°lLg,(8) < LVO’OL Ilm|re, (¢ T)| =7 (tT) dT.

From Lemma 7.1 there exists a constant C such that [m|.2 (¢, 7) < Cer(t=%eD),
We deduce

+00
[(V8)’lpg (1) <C | et 220
0

Taking the L"-norm and using the triangular inequality, we obtain

+0o0 t
1(V8) - 0,25y < CL e HIeT (L "t

Writing e %7 = e~ HWeT It g—pWeT S 5y using the Hélder inequality, we obtain

r—1
(78) oy <C[ [ v ar
L7 (0,t5L5,5) =

+o0
J f rut’ —uQZ]cT

This inequality (7.3) corresponds to

r 1/r
e t'.7) dt’) dT.
L(I

ve| (t', T)dt' dT.

I(V8) 5015y < Ca(D): (7.5)

v/ Finally, we add the contributions (7.4) and (7.5) and we use the inequality (7.3)
to conclude the proof of the Proposition 7.4. =
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7.4. Control of y,. The goal is now to analyze the quantities y, and y;. This
subsection is devoted to the control of y,; the next subsection will be devoted to the
control of yp:

LEMMA 7.5. There is a family of functions E, parameterized by k = 1, for which
the function vy, introduced in the Proposition 7.4 satisfies
1—2
a T

v, <C(l+In(e+y)ya) + 9(1 + In(e 4 7)? y%)y

- (7.6)

The function y is defined by y = k~2y, + y» and the constant C' does not depend
onk = 1.

Proof. This proof is decomposed into two main steps. In the first step we establish
the evolution equation satisfied by the quantity VM which appear in the definition
of yo. In the second step we show that for a "good” choice of the function § we
can deduce an interesting estimate for VM, that corresponds to the estimate (7.6)
announced in the lemma 7.5. N

v'Step 1: evolution equation for VM — We recall that m satisfies

1

1
dym + —20 Oem — —0*m =0, 7.7
¢+ e Tm + gosm e 0™ (7.7)
with the following boundary and initial conditions:
m|t:0 = —0r Ky, m|T:0 =0, m|sz_% =m 1= 0,

and where the function g is given by

g(t,x,s) = Vo(t,z) : J S(t,z,s")ds’.
0

To obtain the equation satisfied by £(m) we multiply (7.7) by &'(m). We deduce

1
e (m)d*m = 0. (7.8)

1
4i(€m) + gr-0r (¢(m)) + 904 (§(m)) — 7€
One of the key points of the proof is that we want the function £ provides more
regularity. After multiplication by ¢’(m) the regularizing term 02m has now becomes

§"(m)

2

¢ (m)dim = o3 (f(m)) - W(as (f(m))) :
Hence the equation (7.8) writes
dy(§(m)) + ﬁaT(s(m)) +90s(§(m)) - ﬁai (£(m)) + Q;eé,ﬁ(g)y(as (&m))* =o.

(7.9)
Multiplying this equation (7.9) by e®**T we obtain the following equation on the
quantity M = e HT¢(m):

1
We

e—Q)JeuT 5"(m)
We  (¢'(m))

~ 1 ~ ~ ~ ~ ~.
Ao 4 e 0r M — pb + g 0.0 — 320 + ~(2,M) = 0.
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Finally, denoting m = eI, and £(m) = T ¢(m), we obtain

~ 1 ~ ~
d;M + —0rM — uM 6M——62 — =2 (o, M)" =0. 7.10
1+ 25T pM + g e s M + Mo (5’(7%))2( ) ( )

Taking the spatial gradient of (7.10) we obtain

~ ~ 1 ~ ~ ~ ~ 1 ~
d;VM + Vu.VM + @aTVM — uVM +VgosM + go, VM — @afvzw

S ey (o (7'11)
1<§(m) ) VM (aﬁ)2+lMaMaVM_o

& (m))2 ) &(m)" " We (¢7(in))>2

Remark that the first line of the equation (7.11) is exactly the same that those obtained
during the local proof (see equation (5.21)). The introduction of the function £ makes
appear the two last terms in (7.11) and at this stage we hope that such terms brings
more estimates.

v'Step 2: choice for the function ¢ in order to estimate VM — We first
impose that the function £ is the solution of the following Cauchy problem:

y(0) =0, y(0)=¢.. (712)

{y (2) = &oy() + &)* (¢ ()%,
/

The parameters &y, &1, &2 and k are assumed to be positive and will be judiciously

chosen later. We simply note that these constants do not depend on x and s but may

depend on the times ¢ and T'. Some results about this ordinary differential equation

are given in the last preliminary, see Section 4.5.

With this choice, the equation (7.11) becomes

~ ~ 1 ~ ~ ~ ~ 1 ~
4&;VM + Vo.VM + @6TVM —uVM+VgosM + gosVM — @(ﬁVM

580 ) + €0 (0, 1)V + 22 E) + €20, 810,937 = 0.

(7.13)

We now proceeding as in the proof of the local existence theorem (see page 20).
We take inner product of this equation (7.13) by ¢|VM|[?=2V M, and integrate with

respect to ¢ € T and s € (—1, 7). We deduce

~ 1 ~ ~
VI + s or| VTS, |~ aulVATS,
q 2o ~ Q(q—2) SO A TR (o T

k
+q o

JJ- g +£2>k 1|VM‘ ‘0 M|2 A0+A1+A2+A37
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where
%
Ay = qu J I(Vv-VM) VM VM2,
TJ—3
} e
Ay = —qf f (Vg VAT)|VI|*20,M,
-3
3
Ay = —qf f . (GSVM-VM>|VM|’1_29,

Az = — 2‘150JJ (E(A) + &2)" (a VI - VM)|VM\‘1 20, M.

The quantities Ap and Ay are estimate by (see (5.22) and (5.26) respectively for the
same kind of estimates):

4o

<q|Volz VMG,

| A2 < |0sglz, VM7, -

The proof that we use to obtain global estimate fundamentally differs from the proof
presented for the local existence especially in the control of the term A;. We control
the contribution A; without integration by parts: we simply use the Young inequality
and then the Cauchy-Schwarz inequality:

qkfoff 1 2

A4 M|9|0,M

4] < L8 ) + &) VAT, 3T
e ) ; (7.15)
el ” Vol VAT
2k 50 g(m) + 62 L% . T _%

Using the fact that the solution & of the Cauchy problem (7.12) is increasing (see
Section 4.5 for an explicit expression of the function &), and the fact that m is non-
negative (and vanishes), we directly estimate

§m) +&l, |60 +&], &
Using the Holder inequality, the estimate (7.15) implies
k
14| < & ’SOJJ W) + &)F VM0, M |2
20e
- (7.16)
q2We
t o \VQHLQ
2k &y f

The term Az is new with respect to the estimate introduced in the local proof theorem.
This term comes from to the function £ introduced here. We must then control this
term with the supplementary contribution given by the function & itself. In practice,
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the term Aj is treated similarly as the term Aj, that is using the Young inequality
and then the Cauchy-Schwarz inequality:

qk&o k 1 2
Al < e JJ M)+ &) VM ]6.M]

2q &o

Selgm) + ety | f VT2 0, VT,

Consequently to control Az with the left hand side member of (7.14) we want to
choose the parameters &y, &1, &2 and k such that

200 ) + &l < o

By lemma 7.1 we know that for all (¢,7T,,s) (O t*) x RT x T x (-3, 3)

0 <m(t,T,z,s) < my = C. Since the function E is increasing the condition (7.17)
also reads

(7.17)

we have

i) < () -6

Using the preliminary result given by the Proposition 4.6, we have an explicit expres-
sion for the solution ¢, making appear a function F. The condition (7.17) is then
equivalent to

k+1

& < éF((i)"% - &) HT (7.18)

Moo 28

In the sequel, we choose £y and £; with respect to the parameters £; and k as follows:

£ = and €& = %@F(k(k) e, gg)em, (7.19)

1
( k&)lwl 2
With this choice, the inequality (7.18) holds, hence the inequality (7.17) holds too.

REMARK 7.1. The choices of § and &1 are fundamental since they ensure the
validity of (7.17), but they are also for the following three reasons:

1. First it is important to notice that with such coefficient the real g(ﬁ@) is defined
for any m € [0,My]. Indeed the set of definition of the function & given in
the proposition 4.6 writes

Lesde o, :
o Fe(5) o)

since we have F( ( )Hlfg - 52) <{= lim F(X).
X -+
2. We also note that with this choice the estimate (7.16) for Ay becomes

moo[ < [0, fires ],

k

|A] < qmi)fj m) + &)F VM |90, M |2
(7.20)

I qweﬁz

[ VQH L,

We will see later that the coefficient k at the demominator of the last term
will make this contribution as small as desired (letting k to 4+00).
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3. Using the expression of the function F' given by (4.8), the value of & introduce
by (7.19) is written

1
(k(%)FFT —1)¢

Mo 0

Performing the following change of variable z = % in the integral, and

using the expression (7.19) for & we obtain

1

R

]_ 1 k(E)k+l _ 1 zk+1

& = ——eG+DEFFL £ e (k+L)kFFT dz.
Mo 1

We can find a lower bound for the integral using the fact that for z < k(%) RHT

we have
N __k 1
e (k+1kk+1 >e 2D e 2,
We obtain
1 1 k 1 1
€ > —eTTOFFT L, (k(f)m _ l)e_é.
Moo 2
: : T kit = In(%)
Finally, since e ®+DF*T > 1 and (5)%1 = e®1 ™2/ > 1 for k > 2, we
deduce

& =208k, (7.21)

where the constant C' does not depend on & nor on k.

Using (7.4), (7.4) and (7.20), the estimate (7.14) now write

~ 1 ~ ~
3tHvMHng$ + @3THVM”%55 <(q|Vlrz + 059z, +qu) HVM“%g
e 2 (7.22)
q ~ a—
0 Vgl IV AT

We multiply this estimate (7.22) by %HVMH%;‘] and deduce

~ 1 ~ 2 ~

9t|\VMHig,S + @(%HVMH%;’S <(2|Vo|re + al\ﬁsg\ngs + QN)HVMHQL;IE,S
NWe £2

21Valiy .-

T

We integrate with respect to T" € (0, +00). Since m|r—g = 0 the contribution due to
the term or|VM |2, is non negative. Finally, we obtain

+0o0

too 2 ~
at(f VM7, dT> <(2[Volre + 5\\6sg||L;o,5 +2p) f |IVM|7,  dT
0 ’ 0 ’

7.23
T We &3 2 ( )
() TR ar) vl
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We finally chose k independent of the time 7', and

1

b= (724

so that the estimate (7.23) becomes

+00

+00 — ) —
at( | |VM|2LngT) <@IVolig + 2eglug, +2m) [ VAT a7
0 ’ 0 s
Ne
+ ez,

To make appear an equation of evolution on y, we multiply the estimate (7.23) by
5( JOO IVM]| s . dT) 571 We deduce

T rWe 1-2
vt <(rIVolig + 10uliz, + i)+ S IValg () (7.25)

Integrating the Equation (7.25) with respect to time t' € (0,t), we obtain

,
Yo (t) — y,(0) g(T”VUHLOO(O,t;L;@) + gﬂangLW(o,t;Lgs) + 7) Ya(t)

e (7 .,
0 | 1wty e -Har.
% J,

The last integral is treated using the Holder inequality again (we also use the fact
that y/, = 0). We deduce

r
Ya(t) = ¥a(0) <(r| V] e (0,650 + gﬂangLw(O,t;L;ﬁs) +71)Ya(t)
We ) - (7.26)

+WHVQHLT(O,t;L;S)ya(t)
Using the definition of g = Vv : SS S ds we note that

@©,s

vaﬂir(o,t;m ) S QHVUH%OO(O,QL;O)HVSH%T(O,t;L;,S) + 2‘|v2””i*(0,t;L%)HS||%°°(0¢;L$,S)’

Hﬁsg\le(o,t;ng < |Vollpe(o,602) |SHL°0(0,t;ngS)~
(7.27)
Moreover, using successively the proposition 7.4, the remark 7.1 (more precisely equa-

tion (7.21)) and the expression (7.24) for &3, we have

9 w0 e—QQUcuT B B
IVSIir 0408 < C ( . WdT) Ya(t)™ +yp(t) ™

< C(;(LOO e_;gm;;T dT) Ya(t) + y(t)

< C(%ya(t)% 3.

S

)

Introducing y = k™ 2y, + 3, and using the inequality at +b7 <217 (a+ b)%, holds
for r =2, a > 0 and b > 0, we obtain

3

HVSH%r(o,t;L“,S) <Cy(t).

@«

(7.28)
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We also deduce from the Proposition 7.3 (and using (7.28)):
[ V2]

1))

e
C(1+ HVSHL* 0.6525..)) (7.29)
C’(l +y(t )

L7 (0,608) S
<

From the Proposition 7.3 again we have”

IVvllLe 0,602y < Cln(e + [Vo|Lro02))
C n(e +Cyt)7) (7.30)

We have already seen that the orientation tensor is bounded (see Equation (7.1)
obtained to get a L*-bound on the stress o):

ISz 0,t:2 ) < C- (7.31)

Finally, the initial value ¢/,(0) is estimate using the assumption e*”/2Vmg € L3 FLY o

e T
Y (0) = (L IVmollLs . dT)
< ( J+oo e HT dT>% ( f(: T |Vmo|7a dT)é (7.32)

0
< Hngel"T/zvmon%ﬂLg,s <C.

Gathering the six previous estimates (7.27)—(7.32), we write the inequality (7.26) as
follows

2

Yo < C(1+1n(e+y)ya) + %(1 +In(e+9)’y")ya "

7.5. Control of y,. We will now control the quantity vy, in order to obtain the
following result:

LEMMA 7.6. The function yp introduced in the Proposition 7.4 satisfies

yp < C(l +1n(e+y)yb),

where we recall that the function y is defined by y = k™ 2y, + yp» and the constant C
does not depend on k = 1.

Proof. Recall that the function y, is given by (see (7.2))

t r+o0 ,
t) — J J erut efme,uT
0 Jo

"We also use the fact that there exists two constants C' and C’ (depending on r) such that
for any y > 0 we have In(e + Cy%) < C’'In(e + y). This is due to the fact that the function

1
1 Cyr 1

— In(e+Cy~) is bounded on R* (in fact it is continuous and satisfies £(0) = 1, lim¥¢ = —).
In(e +y) +00 r

VG (t',T)dTdt'.

l:y
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To prove the lemma 7.6 we must write an equation of evolution for % G G‘ The equation
satisfied by G reads

DG =G - Vv, (7.33)

where we recall that D corresponds to the operator D = d; + dr. We take the inner
product of Equation (7.33) by —¢|VG|?|G|~92G:

IVG|'D|G|™1 = —¢|VG|!G|™9%(G - Vv) : G.
Using the Cauchy-Schwarz inequality, we deduce
IVG|'D|G|™? < ¢q|VG|!|G| ™| V|. (7.34)

Next we take the spatial derivative of Equation (7.33). We obtain the following 3-
tensor equation

DVG = VG - Vv + (G- V*) — Vv -VG. (7.35)
More precisely, the component (i, 7, k) of this equation reads
Daiij = @-ngé’zvk + ngag(?ivk — (%wangk.

Taking the inner product of this equation (7.35) by ¢|G|~|VG|9~2VG and using the
Cauchy-Schwarz inequality we deduce

|G|7ID|VG|? < 2¢|VG||G|7|Vv| + ¢| VG|* |G|~V V3| (7.36)
Adding this inequality (7.36) with inequality (7.34) we deduce
D(IVG|"IG|™%) < 3¢|VG|G|~"|Vo| + ¢ VG|" |G|~V V0.

Integrating with respect to the spatial variable we obtain

<3 g wel+a | [

We now use the Holder inequality to write

qg—1
|V2v|.

at” |G| 1 H |G|

(%H |G| Lq H |G| L < H |G| g ||V g + qH |G| HVQ lpa.  (7.37)
We multiply (7.37) by ;‘VC;; :q to have
L‘? H |G| L <3 H |G| g HV Iz +TH |G| LY HV%HL%'
Using the Young inequality we obtain
at” |G\ Lq ” |G\ Lq H |G\ L ”V””L;O

, T =)V
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The quantity G(t,T) = e“”

Il H (t,T) satisfies

01G + 01G < 3r|Vo|LzG + (1 + pr)G + (r — I)T*Ie””HVZvHEqw.

We multiply by e" 24T and integrate for T € (0, +0). Using the property G"T:O =6
we deduce that the second term is non negative (it equals py;). We obtain

Yy <3r|Volrey, + (14 pr)y, + (r — 1)’“_1e””HV2vHEg.
We can write for any 0 < t’ < ¢ the relation
yp (") < 37 [ Vol Lo 0,10 U6 (1) + (14 pr)yp (8) + (r — 1)" L[ V2074 (1)
Integrating now with respect to time ¢’ € (0,¢) we deduce
yo(t) = 53(0) < C(IV) Lo (,1500) ¥ (1) + 1+ 96 () + [ V2070 g pay) - (7.38)
The value of y;(0) is given with respect to the initial condition Gy:

®© VG|
/ 0 :J e—QlTe,uTH
yb( ) 0 |GO| Le

We will note that y;(0) is bounded since Gy € L*(R™; W) and |Go| = ¥

(T)dT

1

’
yb(o) < %TQBQ/,LH 0||Loc R+; Wl Q) C

Moreover, using the relation (7.29) and (7.30) again, that is

[V2v

Lroscs) < CL+y'7),
IVvllpe 0,602y < Cln(e +y),
the inequality (7.38) becomes (note that (1 +y%")" < 2"~ 1(1 + y))
Y <C(1+In(e+y) ),
that concludes the proof of the lemma 7.6. o

7.6. End of the proof for the global result. Adding the results obtained in
Lemmas 7.5 and 7.6, we deduce that y = k=2, + v, satisfies

C 2 2
+ S (1+Inte+y)’y)y' . (7.39)

Yy <C(1+1In(e+y)y) 12

Using the Young inequality we have y'=7 < C(1+y) < C(+In(e+y)?y). The
equation (7.39) implies

Yy <C(l+Infe+y)y) + % (1+In(e+y)*y). (7.40)

Since y > 0 we have 1 < (e + y) In(e + y) < (e + y) In(e + y)? and the equation (7.40)
implies

Y < C((e+y)ln(e+y) 132(e+y)1n(e+y) )
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Dividing by (e + y) In(e + y)? we get

1 1
This linear equation (7.41), combining with the initial value w(0) = m, is equiv-
alent to
1 1 1\ _o
S 5 -7+ 5 . 7.42
wlt) < 13 (ln(e+yo) * k2)e (7.42)

We note that the right hand side member in (7.42) can vanish at time ¢y given by

1 k2
to = =1 (1+ )
0 Cn e+ Yo

It verifies lim tg = +oo0.
k—+00

But by construction, we have w < 0 so that the time of existence t™** of the solution y

satisfies t"*** > ty. Since the constant k can be chosen arbitrarily large, this time can
be choose as large as possible: we deduce that y is bounded up to time t* if k is large
enough.

This bound on y implies the bounds on S (via (7.28) and (7.31)) and the bounds
on Vv, using (7.29) and (7.30). That completes the proof. o

8. Conclusion and open problems. In this paper we proved that the famous
Doi-Edwards model describing the dynamics of flexible polymers in melts and concen-
trated solutions is mathematically well-posed. In particular, we show that the solution
exists for all time in 2D, irrespective of the data (not necessarily small). Such results
naturally bring a lot of new open questions:

v The first one is about the periodic assumption: the results that are proved in the
present paper correspond to the case where the spatial domain is periodic. The reason
of this choice is purely mathematics and it is certainly possible to extend some of the
results to the bounded domain case using Dirichlet condition for the velocity field (we
note that such a result - local in time - have been obtained for polymer model with
integral law, see [2]).

v The second point which can be a source of interest is the existence of stationary
solution. From another point of view, the theorem 3.3 indicates that the solution
exists on (0,¢*) for any time ¢t* > 0. But we don’t know if there exists a solution
bounded on (0, +o0), whose the long time limit would be a stationary solution.

v' Finally, as it was specified in the introduction, much progress has been made on the
modeling of both linear and branched polymers since the pioneering works of M. Doi
and S.F. Edwards. There exists many models, usually derived from the Doi-Edwards
model, which take into account more and more complex phenomena. An example of
such a model is the so-called pom-pom model introduced by McLeish and Larson [28],
and later modified by Blackwell et al. [1]. To the best of my knowledge, no mathe-
matical results exists for such problem and a great challenge would be to show that
they are globally well-posed.
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