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Abstract 

 

Today, the security of information and data is an important asset for everyone in protecting data. Data and 

information become critical when weaknesses and threats come. In this study, an estimation of the observed 

variables will be carried out. The application of data mining, especially with the estimation method by using 

linear regression techniques. The next stage is data preparation by referring to the dataset recorded in the user 

activity log. Data preparation takes a lot of time because you have to make sure the data fits the needs of data 

mining analysis. The analysis technique with linear regression involves three independent variables as Type 

Permissions, Type of User Account, Status, and the dependent variable, namely User Actions. The strongest 

effect was found in type_permissions and state when together on user_actions. The type_permissions variable 

keeps increasing when the state on the user is active. The status attribute also suffers from the same condition. 

Accrording to the results, our findings in root mean squared error is 37.614 and absolute error is 31.058, and 

mean absolute percentage about 23%. Furthermore, User_action as an estimated variable gives two data 

opportunities whether it is allowed or not. Therefore, in future research, it is necessary to map users of the 

database system still in the context of data mining when digging for information on excessive permissions. 
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1. INTRODUCTION 

Today, the security of information and data is 

an important asset for everyone in protecting 

data[1]. Data and information become critical when 

weaknesses and threats come. Thus, there are 

challenges to be faced when applying security to 

data and information. The essence of data and 

information security is confidentiality, integrity and 

availability. We state that these three aspects (CIA) 

are security principles that are adhered to when 

protecting data and information. Therefore, data 

mining has become a scientific discipline starting 

with inferring data and developing algorithms to 

help academics, researchers, practitioners solve 

complex problems[2]. 

Database security is related to the problem of 

malicious activity when found based on log history 

by the admin[3]. To overcome these threats, an 

integrated intruder detection system is proposed with 

certain applications. The intruder detection system 

performs its performance by recording all the 

information. The first step begins with user 

authentication data when logging in. Thus, security 

is implemented to ensure safety at the logic level[4]. 

Different users,  administrators and other users have 

different access. Malicious database system 

transactions relate to security attacks carried out by 

individuals or organizations internally or externally. 

External attacks are carried out by attempting to 

damage or access private data or are executed by 

unauthorized users [30]. There are three types of 

attacks and intrusions include application-based, 

network and host-based intrusion systems[5]. 

Filtering against spam includes an intruder detection 

system by detecting specific objects. Thus, there are 

two types of attacks in the concept of the intruder 

detection approach, namely signature-based 

detection systems and anomaly detection systems 

[6]. 

 

 
 

Figure 1.  Simple database access system 

 

The database system simply has the system 

architecture in figure 1. The user authenticates by 

matching the data to the master database based on 

the user id. If the user is not registered, it must be 
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registered. The permissions procedure applies to all 

database users and accounts 

Data models can be presented when they are 

generated from data-driven discoveries. Data mining 

has almost the same technique when tracing 

(retrieving) information from various data sources. It 

is the main topic of research in the field of artificial 

intelligence and data processing [7]. Not only in the 

field of intelligence but ushering in the presence of 

recognition technology, automatic learning in 

addition to being faced with big data and statistics. 

Data mining can also be understood advantages 

when analyzing data automatically, finding hidden 

patterns or potential decision support, reducing the 

impact of risk, and predicting accuracy[8]. The 

concept of data mining can be considered more 

familiar with machine learning because of some of 

the techniques applied to adopt machine learning 

algorithms[9]. The goal of this algorithm is to find 

abnormal events hidden in large data volumes[10]. 

Utilization of raw data as datasets in data mining 

obtained from various sources. The data consists of 

structured data included in relational database 

systems and semi-structured data. Ways to explore 

knowledge from the information and data obtained 

include induction, deduction, and mathematical 

models. The final result of data mining shows that 

knowledge can be extracted with the need for 

information retrieval, rapid inquiry and process 

control. Thus, data mining as a hybrid technology 

when exploiting and decomposing complex data had 

reduced to a simple one[11]. 

At the same time, data mining has the 

advantage of revealing information and presenting 

information into knowledge. The rest, the data 

mining method is the key to how it is applied 

depending on the type of dataset and the case being 

investigated. Not only on datasets but methods, one 

of which can be estimated, such as linear regression 

analysis. This method exploits various 

characteristics of data sources. It maps data 

categories into predictive variable functions. In 

addition, conducting explorations to build 

relationships between variables adopted from 

mathematical theory. 

The concept in this paper becomes hard when 

receiving information from various sources for the 

intruder detection system. Normal and abnormal 

patterns were analyzed by the data mining approach 

is essentially in its role. Thus, it can describe the 

data mining techniques which are applied when 

measuring database security problems[12]. an 

example is estimating or predicting the danger of 

malicious activity found in the intruder detection 

system[13]. 

Most database security builds a detection 

system when an intruder is present[14]. Intruders 

can be considered as foreign parties wanting to enter 

the system or work environment. Usually, intruders 

are included in illegal users. The weakness of 

intruder detection only focuses on finding 

anomalous data, especially on activity logs[15]. 

Intruder detection integrated with the application is 

usually equipped with encryption algorithms to 

protect sensitive data[16]. The performance of the 

encryption algorithm also needs to be analyzed and 

considered, although it is still were considered 

significant in reducing the risk of intruder harm. 

Thus, the encryption algorithm and intruder 

detection system can only work when there is log 

data entered in the database but not as normal[17]. 

Some intruder detection is implemented in computer 

networks. The essence of an intruder detection 

system is to identify malicious activities carried out 

by users internally and externally. 

With the increase in malicious activities that 

often occur, the motivation in this study is to 

investigate and estimate the dangers of excessive 

permissions[18]. To support performance, 

estimation methods on the concept of data mining 

will be applied to analyze the forms and patterns of 

activities carried out by illegal users. Furthermore, 

the dataset will be derived, namely legal and illegal 

user data and even redistribute with normal and 

abnormal data. 

2. RESEARCH METHODOLOGY 

A. Data Mining Method 

Performance in data mining methods is how to 

browse data, present data to be able to provide 

knowledge. Several techniques that can be used to 

reveal the data are classification, clustering, 

association, and prediction or estimation. One of 

them is estimating or predicting events based on data 

as real objects. With the case raised in this paper, it 

is possible to estimate the population value at the 

same time as sampling on a dataset containing 

database activity logs. The reason is that estimation 

techniques can provide opportunities for decision 

support, activity scheduling and so on. Therefore, 

one of the algorithms that can model the estimation 

of excessive permissions is a linear regression 

algorithm[31]. 

 

B. Linear Regression 

Estimation of malicious activity in the form of 

excessive permissions was carried out using linear 

regression analysis[19]. This estimation is included 

in the concept of data mining as an effort to extract 

patterns from large amounts of data in the activity 

log in the database system[20]. Thus data mining 

can be a process of generating valuable information 

from a set of data or processing data into 

information presenting knowledge. Method for 

estimating excessive permissions in multiple linear 

regression[21]. With regression, there is an 

independent variable with one dependent variable in 

the form of a straight line, it can also be considered a 

linear relationship with the equation below. 
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 Y = A + BX 1 

 

This linear regression model relates between two or 

more independent variables (X1, X2, Xn) with the 

dependent variable (Y). 

 

𝑌𝑡 = 𝑎 + 𝐵1. 𝑋1 + 𝐵2. 𝑋2 +
𝐵3. 𝑋3. . . . . . . . +𝐵𝑛. 𝑋𝑛 2 

 

Regression coefficients b1, b2, b3 and b can be 

obtained by the equation below. 

 

∑ 𝑌 = 𝑛𝑎 +  𝑏1 ∑ 𝑋1 + 𝑏2 ∑ 𝑋2 +  𝑏3 ∑ 𝑋3 3 

 

∑ 𝑋1𝑌 =  𝑎 ∑ 𝑋1 +  𝑏1 ∑ 𝑋12 +  𝑏2 ∑ 𝑋1𝑋2 +
𝑏3 ∑ 𝑋1𝑋3  4 

 
∑ 𝑋2𝑌 =  𝑎 ∑ 𝑋2 + 𝑏1 ∑ 𝑋1𝑋2 +  𝑏2 ∑ 𝑋2

2 +
𝑏3 ∑ 𝑋2𝑋3  5 
 
∑ 𝑋3𝑌 =  𝑎 ∑ 𝑋3 + 𝑏1 ∑ 𝑋1𝑋3 + 𝑏2 ∑ 𝑋2𝑋3 +
𝑏3 ∑ 𝑋3

2  6 

  

    Thus, there is a search for the constant value and the regression variable for each variable can be determined by the determinant matrix[22]. Based on the above equation, it can be described as "a" as a constant value, X1, X2, X3 as the independent variable, and Xn as the independent variable n.   

C. Problem Statement 

Permissions had described as the type of access 

to the database include the owner of the data is 

considered the owner, then derived into grant and 

full-control. Grant and full control types together 

have full power access to all resources[23]. The 

difference is that full-control is oriented towards 

monitoring during the activities carried out by the 

user while Grant is not. In addition, full control can 

delete data along with reading or opening up data 

modifications. Furthermore, the Read type is 

defined as the type of user who can only open data 

through certain SQL query while Write is defined 

as an access type that provides the opportunity to 

modify and create data. 

 

The sequence of data mining work can be 

presented in table 1. There are four stages of data 

mining including business planning and 

understanding, data understanding, modeling and 

evaluation. The stage of understanding data almost 

takes a long time during data mining analysis. 

 
Table 1. Data Mining Steps 

Process Stage Process Description 

Planning and  

Business 

Understanding 

- Define problem objectives 

- Translate into Data Mining objectives 

- Define Analysis Approach 

Understanding 

Data 

- Data Requirements 

- Collecting Data from Multiple Source 

- Combining Data into Single Source 

- Cleaning Data, Selecting 

- Transforming Data 

Modelling - Predictive Data Mining 

- Descriptive Data Mining 

Evaluation - Evaluate Quality 

- Accuracy, Precision, F-Measure 

 

Identification of attribute problems is shown in 

table 2. The description of the process shows an 

explanation of each stage of data mining. Thus, the 

stages of data mining become transparent. 

 

Table 2. Identify Problem Attributes 

Process Stage Process Description 

Planning and  

Business 

Understanding 

Excessive Permissions and  

factors were observed 

Understanding 

Data 

3 independent variables and 1  

dependent variable. 

Modelling - Linear Regression 

Evaluation - Cross-validation 

- MAE, RMSE, MSE 

 

Referring to the main concept, in cases of 

excessive permissions, there are 3 independent 

variables and 1 dependent variable being observed. 

The figure below presents a research framework on 

how to estimate the dangers of excessive 

permissions using data mining, especially in the 

estimation or prediction method[24]. 

 The three independent variables are Type 

Permissions, Type of User Account, Status, and 

User Actions. The data set contains 3 independent 

variables such as the permissions type consisting of 

Owner, Grant, full control, read, and write, then the 

type of user account consists of a system account, 

superuser account, regular user account, guest user 

account, and anonymous user. accounts. The status 

attribute consists of Active, Blocked, and Closed. 

Finally, user actions consist of Allowing and 

Disallowing. At the proposal stage, through the 

estimation method, the datasets used are private as 

primary data and additional data through secondary 

or public data are adapted to raise certain cases. 

 

D. Proposed Framework 

Various sectors have taken advantage of data 

mining and academics and researchers. The data 

extraction process continues to drastically improve 

in addition to its effectiveness[25]. Thus, data 

mining can be relied on in analyzing data with large, 

fast and always available data demands. Some steps, 

in general, determine the pattern in data mining as 

follows: 

 

 
Figure 2  Estimation with a linear regression model 
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The estimation modeling with linear regression 

can be shown in figure 2. Observation variables 

consist of type permissions, type of user account, 

status and user actions. Data preprocessing and data 

mining methods are applied together to implement 

the model. The last stage is measuring model 

performance with MAD, MSE. 
 

E. Data and Dataset Preparation 

Data preparation is an important stage before 

analyzing the dataset. Data cleansing, data 

integration, data reduction, and data transformation 

can be part of the data preparation process. The data 

preparation process is shown in Figure 3. With this 

concept, it explains how the data can be used as an 

analysis of certain cases.. Pattern selection, data 

representation combined in data mining. Thus, the 

data extraction process is divided into two parts, 

namely preprocessing and data extraction[26]. The 

concept in this paper confirms that data mining 

methods require large volumes of data. The data 

mining method can hardly be completed in one 

stage. In other words, data preparation can be said 

as a tool for handling raw datasets. Furthermore, the 

data preparation stage takes a long time apart from 

being considered a long-term activity[27]. It is 

caused by reformatting the data, the data must be 

corrected, and repairing the data by fusion 

techniques. Data must be entered in a context-

appropriate format as a prerequisite when making 

observations and eliminating distortions. 

 

 

 
Figure 3  Data Preparation flow  

 

The estimation method is different from 

classification, clustering and its friends in data 

mining. The dataset contains a collection of 

collected data containing activity logs in the 

database. The data type is almost numeric when 

executed before entering the data preparation stage. 

Initially, the existing dataset contained non-numeric 

content so it had to be converted into another 

format. Using estimation methods such as linear 

regression does not match the non-numeric data 

types. 

 

F. Validation 

We use model validation techniques to select 

how the analysis results and generalize to the data 

set. This technique has been proven by its reliability, 

namely Cross-validation. The data analyzed is the 

independent variable and the dependent variable. 

The estimation method is very suitable when using 

cross-validation techniques such as making 

predictions. In addition, it can estimate the degree of 

accuracy in the type of predictive model. In this 

case, adopting a method with estimation capability, 

then one of the techniques is k-fold cross-validation. 

The dataset containing the database activity logs will 

be broken down into k parts of the dataset with the 

adjusted size. Bias in the data will appear when 

validating so that this technique can overcome it by 

eliminating some of it. There is a process of training 

and testing during validation which is carried out for 

k iterations of the experiment. Several assumptions 

and provisions for the distribution of validation are 

described in the literature, 80% training data and 

20% testing data. others, configure data validation to 

be 70% training data and 30% testing data and can 

be customized according to the case and data 

pattern. Thus, in this case, we will use the first ratio 

of 80%: 20%. In the figure, it can be determined 

using k fold cross-validation with 10 folds. This 10 

step fetch will be applied to the dataset[28]. 

3. RESULTS AND DISCUSSION  

A. Data Preparation 

The estimation method with regression 

technique is different from other data mining 

methods. The proof is in the dataset used when in 

the estimation method almost all of the data is 

numeric with integer or real type. If the 

classification method such as decision tree or k - 

Nearest Neighbor uses non-numeric type data, then 

the estimation method in linear regression becomes 

different in treating the data. In this dataset, the rapid 

miner application is used as a data processing tool. 

Data preparation has data cleaning, data integration, 

data reduction, and data transformation. In data 

cleaning to clean data that has not met the format in 

data mining, it can be confirmed to be valid. Data 

integration, where we collect various kinds of data 

related to user activities in the database system when 

dealing with the system. Almost all activities are 

recorded in the form of logs and various places are 

made into one container and combined. Existing 

datasets sometimes experience overcrowding in 

format and size, so with data reduction, we make the 

data more suitable for analysis needs. Finally, there 

is data in the activity history log of database system 

users, some data and information are converted into 

other formats by converting data values that do not 

have criteria. 
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A. Model Validation 

 The purpose of validating is to ensure that the 

model used is sufficiently effective. Although the 

model has a relative nature, it must be ensured that 

the accuracy value is measured by measuring 

accuracy. Thus, data validation in the model 

becomes an advantage in analyzing problems related 

to data. Cases raised on the dangers of excessive 

permissions will be of full attention by looking at the 

dataset. The dataset containing user logs related to 

real activities on the database system will be a 

description of how to analyze the dangers and 

threats to database security. Thus, the cross-

validation method becomes a recommendation 

invalidating the data. Among the many pieces of 

kinds of literature, the research results do not present 

many data validation results related to the models 

used such as estimation, clustering classification and 

other data mining methods. It is clear, the rest of the 

validation test will be able to describe in confirm the 

results of the analysis that are related to the case of 

the danger of excessive permissions. The bottom 

line is that database security does not only focus on 

how to hide the database but also has to think about 

access patterns. The flow of data traffic that also 

involves many users and coupled with the culture of 

sharing data is also a consideration for the next. 

 The existing methods of validating facilitate 

the way of proof in terms of testing datasets. The 

same is the case for database security on excessive 

permissions. Thus, the data mining approach will be 

empowered to test and confirm the estimation of the 

danger of excessive permissions. Validation with the 

cross-validation technique responds to dataset 

testing due to its reliability when it has been widely 

applied to other research fields of study. In the 

cross-validation method, the user dataset is divided 

into 10 iterations with the results presented in the 

picture. 

 

 
Figure 4.   Cross-Validation Measurement 

 

Initially, the accuracy value in the above model 

test was still considered quite good even though it 

was only 65.69%. With the addition of iterations on 

the test, it shows a change in value, especially in the 

fourth step to the seventh step. This condition has a 

stable value in maintaining the accuracy value so 

that it reaches the best point in step 9 which is 

presented in Figure 4. The largest value in iteration 9 

is 95.65% which indicates that the certainty of the 

dataset remains effective when estimating cases of 

excessive permissions. The average accuracy of the 

results of the model testing phase is a consideration 

of how successful the linear regression method is in 

estimating the excessive permissions of the 

dataset[29]. The calculation is 81.45%, which 

indicates in this study, that the linear regression 

method in estimating includes good classification. 

B. Model Performance 

1)  Root Mean Square Error:  The dataset is 

tested by measuring the difference in the dataset 

containing the value in the estimate of the observed 

value. The attribute values tested are 

type_permissions, type_user_account, status and 

user_actions. The accuracy of the dataset can be 

considered good because the RMSE recommends a 

smaller value than a larger one. It must be admitted 

that the RMSE is very well applied to the estimation 

even in the case of database security on excessive 

permissions. The RMSE method provides 

information on the degree of accuracy in the 

resulting model. By looking at security conditions 

such as a database full of sensitive data, mitigation 

can be done from the estimation results. Not all 

estimated values can be accurate, but RMSE can 

provide a fairly clear description. 

2)  Mean Absolute Error:  The value on the 

RMSE is still in the model quality analysis stage. By 

calculating the average difference as an absolute 

value with the estimated results. The motivation in 

implementing MAE is to measure the value of 

accuracy in the model in estimation or forecasting. 

MAE and MAPE (Mean Absolute Percentage Error) 

are almost the same, only have slight differences 

with the aim of time series analysis (Time Series). 

 

The following table shows the accuracy values in the 

linear regression model. 

 
Table 3 Performance Model 

Performance Vector Accuracy Value 

root_mean_squared_error:  37.614 +/- 0.000 

absolute_error 31.058 +/- 21.218 

relative_error 290.17% +/- 842.78% 

normalized_absolute_error:  1.242 

root_relative_squared_error  1.303 

Mean Absolute Percentage 

Error 

23% 

 

 The results of the model performance are 

shown in table 3. The value of the performance 

vector is 37,614 while the absolute error of 31,058 

shows that the performance of the model is quite 

good. Finally, the Mean Absolute Percentage is only 

23% so that the model is considered reliable. 

 Linear regression is very suitable to be applied 

there is an estimation method into the concept of 
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data mining. The main performance is shown when 

it involves the dependent variable and the 

independent variable. These two variables can 

correlate if using a correlation test. All variables 

were tested for correlation to see how strong the 

degree of strength between variables was. If the 

correlation test does not produce a strong 

relationship pattern, the regression test cannot be 

run. Thus, it is confirmed that the regression analysis 

has been carried out with correlation test analysis. 

 This discussion, how the involvement of 3 

independent variables and 1 dependent variable. The 

three independent variables as observation variables 

show different levels of significance. The strongest 

effect on type_permissions and state when together 

is on user_actions. The movement of the 

type_permissions value continues to increase when 

the state on the user is active. The upgrade condition 

indirectly becomes a warning for all, including the 

admin as full control of the data flow. The status 

attribute also suffers from the same condition. 

User_action as a predicted class can only give two 

data chances whether it is allowed or not. Users 

whose access status is active can be denied or vice 

versa. Thus, the level of the ratio between user state 

and type_permissions is a major concern in user 

management. Some Users are given the freedom to 

access data. Access overload occurs when there are 

multiple tasks to be done with the same user. The 

rest without any consideration in ensuring the user's 

supervision. Finally, users whose excessive activity 

is detected are considered an anomaly by the admin. 

Based on the dataset, it is clear that there are 

indications of activity anomalies even though the 

test only uses averages before further analysis. Thus, 

activity log data can be monitored regularly. 

 

 
Figure 5.   Estimation with a linear regression model 

 

 The results of the estimation model are 

presented in Figure 5. Figure 5 shows that there is an 

excessive increase in cases. The identification results 

are quite significant when viewed and compared 

with real data in the activity log. 

 Not only researchers, academics and computer 

practitioners but everyone in the database 

environment. All are aware by the characteristics of 

the data that it always moves quickly even in simple 

data transaction logs. The volume of database 

activity logs that have small anomalies can be a 

potential threat. Linear regression in addition to a 

technique that is considered well-known in several 

fields including science, but also has reliable 

predictive power only if it is supported by valid data. 

In the future, it may be necessary to pay attention to 

the data to be processed and the analysis techniques. 

4. CONCLUSION 

 We need to analyze and in the case of 

excessive permissions, the estimation method, 

especially in the linear regression technique. The 

summary with address to the result, our findings in 

root mean squared error is 37.614 and absolute error 

is 31.058, and mean absolute percentage about 23%. 

Linear regression method was conducted with the 

RMSE technique to ensure this model is valid and 

have high reliability. The most important for 

analysis to Linear regression related to data 

simulation widely as statistic field. Today, unity for 

any field not only statistic but the computer science 

and other have compatibility to build analysis with 

big data. This technique has been widely applied 

because it is also easy to apply to the case of 

database security estimation. The linear regression 

technique used can generalize and extract the 

excessive permission dataset by determining the 

pattern in the processed data. Type_permissions is 

said to be the user type in access to database access 

to be the key when estimated. In addition, 

type_user_account also indicates a strong 

relationship with user_action. The prediction results 

also state that type_permission and 

type_user_account status are even separate ways to 

identify the potential danger of excessive 

permission. Thus, the final result of linear regression 

provides recommendations for future estimates and 

also follow-ups for mitigation and policy changes to 

user management. User management has a ranking 

of determining database security because data is a 

highly sensitive resource.  

 Although the linear regression technique is 

considered a superior method, it must still be 

criticized for its weaknesses. The disadvantage is 

that if the data is entered, the results will be the 

same. Regression techniques only run procedures 

with numerical data and produce estimated values. 

The rest, when there is a causal relationship, is also 

recorded during the experiments that have been 

carried out. Sometimes it is difficult for us to build a 

model and think about the pattern of cause-and-

effect relationships by involving the dependent 

variable and independent variables, especially 

dealing with cases of excessive permissions. We 

also make observations in addition to the data that 



 Agus Pamuji, dkk, Linear Regression For Prediction Of …   473 

has been collected. These observations are helpful 

when specifying variables. The case of excessive 

permissions is mainly aimed at the user characters 

that are revealed in the database. A person who has 

activities outside normal limits can be estimated to 

be a symptom of excessive permissions. 

Identification shows that three independent variables 

contribute and influence the dependent variable such 

as user_action. It is known, user_action itself is the 

determination of the user in accessing the database 

whether it is allowed or not. Efforts to grant 

permission are also the gateway to the mitigation 

and monitoring section of database system users. 
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