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ABSTRACT

Optical, reflected light eclipse observations provide a direct probe of the exoplanet scattering proper-

ties, such as from aerosols. We present here the photometric, reflected light observations of WASP-43b

using the HST WFC3/UVIS instrument with the F350LP filter (346-822nm) encompassing the entire

optical band. This is the first reflected light, photometric eclipse using UVIS in scanning mode; as

such we further detail our scanning extraction and analysis pipeline Arctor. Our HST WFC3/UVIS

eclipse light curve for WASP-43 b derived a 3-σ upper limit of 67 ppm on the eclipse depth, which im-

plies that WASP-43b has a very dark dayside atmosphere. With our atmospheric modeling campaign,
we compared our reflected light constraints with predictions from global circulation and cloud mod-

els, benchmarked with HST and Spitzer observations of WASP-43b. We infer that we do not detect

clouds on the dayside within the pressure levels probed by HST WFC3/UVIS with the F350LP filter

(P > 1 bar). This is consistent with the GCM predictions based on previous WASP-43b observations.

Dayside emission spectroscopy results from WASP-43b with HST and Spitzer observations are likely

to not be significantly affected by contributions from cloud particles.

Keywords: Exoplanet atmospheres (487), Exoplanet atmospheric composition (2021), Hubble Space

Telescope (761), HST photometry (756), Near ultraviolet astronomy (1094), Visible as-

tronomy (1776)

1. INTRODUCTION

The climates of planets in the solar system and be-

yond are strongly shaped by the presence of aerosols

(clouds and/or hazes) in their atmospheres. These

clouds and hazes can reflect starlight back into space,

absorb photons from across the stellar spectrum, and

emit at longer wavelengths (Marley et al. 1999; Sudarsky

et al. 2000). Because aerosols are expected to efficiently

reflect starlight into space, aerosol properties can be con-

strained through planetary optical and near-ultraviolet

(NUV) reflection spectra, often called albedo spectra.
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Optical/NUV observations of Solar System objects are

abundant; but only a handful of exoplanets have been

measured in reflected light (Evans et al. 2013; Heng &

Demory 2013; Angerhausen et al. 2015; Esteves et al.

2015; Shporer & Hu 2015; Haggard & Cowan 2018).

Transiting exoplanet eclipse observations provide a

method for direct detection of photons from an ex-

oplanet’s atmosphere. Eclipse measurements derive

the dayside brightness of the exoplanetary atmosphere,

which in the optical and NUV provides a measure of

the geometric albedo of the planet. From such measure-

ments, we can infer the compositions of the materials

(clouds, hazes, molecules, and atoms) that most strongly

shape the albedo spectrum of the planet (Marley et al.

1999).

To date, the presence of aerosols in exoplanetary at-

mospheres has largely been inferred through the mut-

ing of molecular spectroscopic features at infrared wave-

length and scattering slopes, or lack thereof, at visible

wavelengths seen in transmission spectra (e.g. Esteves

et al. 2015; Nikolov et al. 2015; Nortmann et al. 2016,

2018; Sing et al. 2016; Palle et al. 2017; Wakeford et al.

2017; Allart et al. 2017, 2019; Chen et al. 2017b,a, 2018,

2020; von Essen et al. 2018; Spake et al. 2018; Todorov

et al. 2019; von Essen et al. 2020). Because of its short

(19.5 hour) orbital period, the hot-Jupiter WASP-43b

(Hellier et al. 2011) has been a prime target for phase-

curve observations at infrared wavelengths with both

Hubble (Stevenson et al. 2014) and Spitzer Space Tele-

scopes (Stevenson et al. 2017). These publications, and

related analyses (Kataria et al. 2015), invoked aerosols

to explain discrepancies between predictions and obser-

vations for exoplanetary phase curve behaviour (Steven-

son et al. 2014; Kataria et al. 2015; Oreshenko et al.

2016; Stevenson et al. 2017; Haggard & Cowan 2018).

Note that because the eclipse was detected in several IR

observations, we can rule out the possibility that a non-

detection (see below), in our HST WFC3/UVIS data,

described here, would be caused by eccentricity modify-

ing the eclipse time.

These phase-curve observations found little flux to be

emanating from the night-side of the planet, suggesting

thick cloud coverage. Furthermore, Keating & Cowan

(2017) showed that reflected light eclipses can act as a

pole-arm for interpreting models from infrared observa-

tions, such as with the existing (i.e. HST & Spitzer)

and future James Webb Space Telescope (JWST ) obser-

vations.

Kataria et al. (2015) explored the potential for cloud

formation to influence the phase-curve observations of

hot-Jupiter planets like WASP-43b, which found that

clouds could be a significant source of contamination in
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Figure 1. HST WFC3/UVIS raw normalized flux light
curve with forward scan values in violet and reverse scan
values in orange. There is an apparent difference between
the flux measured for forward and reverse scanned traces of
344 ppm.

these observations. In canonical exoplanet cloud for-

mation theory, using thermochemical equilibrium, plan-

ets with Teq < 1650K are predicted to form substan-

tial cloud layers of silicate materials, such as enstatite

(MgSiO3) or forsterite (Mg2SiO4) (Ackerman & Mar-

ley 2001; Marley et al. 2013). The optical reflectivity of

these silicates can be large enough that, under the most

ideal conditions, observational simulations have shown

that they could produce a geometric albedo > 0.5. Fur-

thermore, a geometric albedo of 0.5 for this hot Jupiter

would produce NUV-optical eclipse depths upwards of

500 ppm (Oreshenko et al. 2016; Parmentier et al. 2016).

In contrast, the majority of hot Jupiter models agree

that albedos will be very low without clouds, providing

an implicit metric for a priori cloud existence.

Here we present the first optical to NUV eclipse ob-

servations of WASP-43b. These observations leverage

a mode on HST that has not previously been used in

the study of exoplanet eclipse observations. We se-
lected HST for this study because of its photometric

(RMSreduced=172 ppm) and pointing (∆X ∼ ∆Y <0.05

pixels) stability, as well as the capacity for our achieved

eclipse depth precision (δeclipse depth ∼34 ppm).

In the following sections (§2), we present the opera-

tions of HST ’s scanning mode observations. In §3 we

discuss our newly developed Arctor pipeline for trace

photometry (i.e. scanning mode arcs or asteroid streaks;

see Appendix A as well). We present our results in §4,

including comparisons to other known, high precision,

reflected light, eclipse depth measurements. §5 discusses

our modeling campaign to consider how our upper limit

provides contest to cloud particle formation models. In

§6, we continue with a discussion about how to use fur-

ther reflected light observations of hot Jupiters to con-

strain cloud formation physics (Oreshenko et al. 2016).

And, finally, in §7, we present our conclusions.
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2. OBSERVATIONS

We photometrically observed the hot Jupiter system

WASP-43 during an eclipse event of the planet, which

encompassed four HST orbits (see Figure 1). This in-

cluded an initial orbit to mitigate HST ’s post-slew posi-

tional settling. HST observed WASP-43b on 2019-07-03

from 00:14:59 UT until 05:40:02 UT, with our data being

processed by the HST Data Processing Software System

version HSTDP 2019.3. Below we describe the choices,

constraints, and capabilities of HST WFC3/UVIS for

observing exoplanets with scanning-mode, visible light

photometry.

Our program was one of the first transiting exo-

planet programs to use HST WFC3/UVIS in photomet-

ric scanning mode. Wakeford et al. (2020) and Lewis

et al. (2020) recently published spectral-temporal ob-

servations of the transiting exoplanet HAT-P-41b using

the HST WFC3/UVIS. They achieved a 29-33ppm pre-

cision over the G280 grism spectrum from 200 to 800 nm.

Furthermore, Kenworthy et al (submitted to A&A; PI:

Wang; HST14621 & HST15119) observed Beta Pic with

HST WFC3/UVIS scanning mode observations to de-

tect the predicted transit of the hill sphere for Beta Pic

b, and achieved a 57ppm precision photometry from a

narrow UV filter. Here, we carefully describe our obser-

vational program and data analysis procedures to guide

further programs and provide greater understanding of

our considerations (see Appendix A for more details).

Because WASP-43, the host star, is moderately bright

(Vmag = 12.4) in our chosen filter (F350LP filter; 346nm

- 822nm), we observed it using HST WFC3/UVIS spa-

tial scan mode with a scan rate of 0.2278 arcsec s−1; the

maximum scanning rate is 1 arcsec s−1, limited by flight

software. HST placed the scan trace perpendicular to

the read direction and located 179 pixel rows above the

readout edge of the detector (see Figure 2). Each ex-

posure lasted for exactly 82 seconds and spanned 18.68

arcsecs, or 467 pixels. The expected length of the trace

required the use of a custom 400x951 WFC3 sub-array

aperture (see Figure 2) to maximize the SNR, and ability

to estimate the background, while minimizing readout

time.

This configuration provided 18-20 frames per orbit (10

forward scan and 10 reverse scan) – culminating in 75

frames for the entire observation, including the initial

orbit which established the precision of our pointing over

the eclipse duration. This configuration resulted in a

maximum pixel value of 48000 e-, with an estimated

(median) background noise of 15 e- per image.

We used the F350LP filter to maximize throughput

and spectral coverage, without saturating the detector.

Comparing the photon noise predictions from the official

  

Scan Direction

Figure 2. HST WFC3/UVIS scanning mode observation
example with apertures for photometry and background
measurements. All pixels within the white rectangle are
summed to measure the flux. The background region consists
of the annulus region within the red and magenta rectangles.
The values given represent the ’best’ photometry+model pair
from our AICc & BIC analysis, with a 766 pixel Aperture
Width x 45 Aperture Height for our photometry. The fig-
ure shows larger photometry aperture (white) than the ’best’
solution pair.

HST WFC3/UVIS ETC – with multiple filter/scanning

rate/integration time combinations – our configuration

provided the minimum predicted uncertainty per image

and maximum number of frames per eclipse. These ob-

servations resulted in a photometric uncertainty on the

integrated flux per image of 124 ppm (SNR∼8065); and

a global scatter over the raw light curve (i.e. RMS) of

206 ppm.

2.1. Data Reduction

We developed a novel Python package that is opti-

mized for extracting photometric, HST WFC3/UVIS,

scanning-mode, time-series observations; this is the first

UVIS photometric scanning package to be released open-

source as a reusable package. We named it Arctor be-

cause it is optimized to extract photometry from arcs on
images; i.e. traces. Our software may also be relevant to

surveys observing Near Earth Objects that streak across

their detectors. The package is publicly available and

BSD3 licensed on our GitHub page1.

Arctor performs standard astronomical, photometric

extraction; but it is adapted for scanning mode obser-

vations, which spread the light across the detector to

maximize the instrument’s duty cycle. The special con-

siderations for scanning mode include: using rectangular

apertures for flux; median and column-wise background

estimation; as well as several other detailed considera-

tions discussed in Appendix A.

After downloading the entire data set from MAST

(mast.stsci.edu), we also extracted the necessary

1 github.com/exowanderer/arctor
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Figure 3. Corner plot with Eclipse Kernel Density Estimates (KDE). The corner plot is a sequential 2D correlation and
marginalization description of the MCMC chains. The KDE inclusion (upper right) shows a smoothed representation of the
histogram over the MCMC posterior for the Eclipse Depth alone. All five non-eclipse depth measurements are properly bounded
as Gaussian posteriors (see diagonals). The asymmetric behaviour of the eclipse depth posterior is representative of our non-
detection. Using quintile analysis, we derived that 3-σ (99.7%) of the chains were sampled within 67 ppm, which sets our upper
limit used throughout this paper.

planetary parameters from exo.mast.stsci.edu 2

(Mullally et al. 2019). For our analysis, we only needed

to examine the 75 flat field corrected (FLT) fits files.

Arctor examined the the positional coordinates

(“POSTARGs”) to identify which observations are as-

sociated with forward and reverse scanning directions.

We used the time stamps to identify and map temporal

correlations with the correlated-noise and astrophysical

signals.

Our primary operations were to extract the photome-

try and scanning trace properties; i.e. y-positions (cross-

scan spatial pixel position), x-positions (read-direction

spatial pixel position), trace angles (relative to mid-

trace), and trace lengths, as well as the frame indices

corresponding to the forward and reverse scanned ob-

servations. Moreover, we also computed the sky back-

ground with both static and scanning-focused methods;

we then computed the cosmic ray mask along the tem-

2 exoMAST-API: github.com/exowanderer/exomast api

poral axis (i.e. statistical outlier rejection in time, per

pixel).

2.2. Data Analysis

After extracting the photometric time-series, we used

four, independent model selection methods (i.e. AICc,

BIC) to diagnose whether any of the features listed

above were correlated with the flux (see Figure 3). We

used Arctor to fit both MAP (Maximum A Posteri-

ori) solutions and MCMC (Markov Chain Monte Carlo).

We explored the posterior probability distribution using

a Hamiltonian Monte Carlo (HMC)3,4 (Salvatier et al.

2016; Foreman-Mackey 2019). By including our pho-

tometric uncertainties (∼124 pmm), we generated our

eclipse depth (and other parameters’) uncertainties from

the BCRs derived by our MCMC posteriors (see Fig-

ure 3).

3 PyMC3: https://github.com/pymc-devs/pymc3
4 Exoplanet: https://github.com/dfm/exoplanet
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The HMC package (exoplanet) that we used includes

a variant of both BATMAN and STARRY to model tran-

siting exoplanet observations (Kreidberg 2015; Luger

et al. 2019; Foreman-Mackey 2019). This provided

a fully analytic transit light curve, including ingress,

egress, and limb-darkening (Mandel & Agol 2002). Be-

cause the exoplanet package was built for transit mod-

eling, we required that the eclipse depth must be pos-

itive. To establish proper Bayesian posterior bounds,

we tested multiple priors: uniform, log-normal, log-

uniform; all of which resulted in a non-detection with

similar uncertainties over the eclipse depth. Moreover,

we sampled 16 HMC chains for the 25 light curves that

sustained the 25 lowest AIC/BIC from the MAP anal-

ysis, discussed above. Each of our light curves included

the eclipse light curve model (Mandel & Agol 2002) and

a combination of linear systematic trends with respect

to time, x-position, y-position, trace length, and trace

angle. We did not explore non-linear systematic trends;

but we tested the validity of our final result by includ-

ing Gaussian Processes (Gibson et al. 2012a,b; Foreman-

Mackey 2019) and computing the AIC/BIC with it as

well (see below). The convergence of each set of 16

chains was confirmed through both inspection of the au-

tocorrelation figure and Gelman-Rubin Test, provided

by the exoplanet package.

After deriving our best model, we further diagnosed

the existence of residual auto-correlated noise sources

(i.e. power-law noise). We diagnosed several techniques:

Carter & Winn (2009) wavelets, residual binning tech-

nique (Pont et al. 2006; Cubillos et al. 2017), and Gaus-

sian Processes (Foreman-Mackey et al. 2017). Our

MCMC analysis with Gaussian Processes did not re-

cover the existence of significant auto-correlated noise;

see appendix-subsection B.2 for further details.

Assuming that no eclipse occurred during our obser-

vations, and not accounting for any systematic noise

sources – i.e. if only Gaussian noise existed – then we

estimated that the minimum eclipse depth that our

data could have detected at 3-σ would be 102 ppm

(i.e. σ = 206√
75
×
√

2 ∼ 34 ppm and thus 3σ ∼ 102 ppm).

Our final 3σ upper limit, after modeling the correlated

noise sources, achieved 3σ ∼ 67 ppm – a >34% reduc-

tion in global noise sources, which reveals the effect of in-

flated uncertainties from non-modeled correlated noise.

We provide a detailed description of Arctor, our

novel pipeline for photometry scanning mode observa-

tions in Appendix A. Furthermore, in Appendix B,

we show the results from our 12800 MAP fits to derive

the corrected Akaike Information Criterion (AICc) and

Bayesian Information Criterion (BIC) values to select

to most viable set of features and hyper-parameters for

optimizing the information extraction from our observa-

tions. [AICc and BIC are defined in Appendix B]. We

used our 12800 MAP fits to probe the span of all possi-

ble combinations of our hyperparameters: linear trends

(time, x-position, y-position, trace-length, trace-angle);

aperture width and aperture height for our rectangular

apertures.

3. RESULTS

The overarching result from our observations is that

the dayside of WASP-43b is very dark. Integrated

over the entire optical band (346nm - 822nm), we

derived an upper limit to the reflected light eclipse

depth of less than 67 ppm, corresponding to a geo-

metric albedo of Ag . 0.06 (3σ upper limit); see Fig-

ure 3, 4, and 5.

Our individual frames sustained an average 124 ppm

photometric uncertainty, which was <1% different

from the predicted photon+read noise using the

HST WFC3/UVIS ETC. This resulted in our best

AICc parameter set generating a light curve with

the Standard Deviation of the Normalized Residuals

(SDNR) = 172 ppm; and a model uncertainty on the

eclipse depth of 34 ppm.

Figure 4 shows the best fit eclipse depth (9 ± 34 ppm),

along with other predictive eclipse depths for relevant

cloud models (see below). Our lack of detection of an

optical eclipse depth implies a lack of reflective clouds

on the dayside, within the layers probed by eclipse ob-

servations (P . 1 bar).

Our derived upper limit of 67 ppm corresponds to a

geometric albedo, Ag . 0.06. Kepler (and subsequently

K-2) detected the optical eclipse of more than a dozen

hot Jupiters (Esteves et al. 2015). Figure 5 displays their

geometric albedos, as a function of equilibrium temper-

atures (Teq), which includes several detected reflected

light eclipses in a similar wavelength range (∼600 nm)

to our HST WFC3/UVIS F350LP observations. Com-

pared to this set of Kepler reflected light results, our

non-detection would imply the atmosphere is less likely

to sustain clouds (in the observational regime) than

planets with similar Teq; i.e. within ∼100K of WASP-

43b (Esteves et al. 2015; Niraula et al. 2018).

Figure 5 places our reflected light geometric albedo

upper limit within the context of many known, high-

precision measurements with 1000 K < Teq < 2000 K

– all from space-based facilities. Our observation is not

the highest precision geometric albedo constraint, but

it is equivalent to observations with multiple epochs;

i.e. TrES-2 b and WASP-104b – both observed with K2.

In contrast, it is the most precise geometric albedo upper

limit, and at the second lowest Teq.
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Figure 4. HST WFC3/UVIS normalized flux light curve with forward scan values in violet and reverse scan values in orange.
The errorbar points are corrected from fitted systematic behaviour involving linear trends with respect to X-Centers, Y-Centers,
and Trace Lengths. The pale violet and orange background points represent the raw-flux values from our rectangular photometric
extraction. The models shown here represent the null hypothesis of ’no eclipse’ (straight black dashed line), our best AICc &
BIC derived model (in red), our predicted eclipse model with fsed = 0.1 (grey dashed line), and our predicted eclipse model
with fsed > 0.1 (grey dotted line). The fsed = 0.1 model is not consistent with our observational results, while the fsed > 0.1 is
consistent with our 3-σ upper limit.

The distribution of geometric albedos over equilibrium

temperatures shown in Figure 5, reveals an apparent lin-

ear trend, such that hotter planets have a larger geomet-

ric albedo. On the other hand, given the limited data,

large uncertainties, and possible thermal contamination

for the hottest planets, this trend is not conclusive.

Comparing to the thermal infrared phase curve re-
sults (see Figure 6), WASP-43b does appear to have

an anomalously large thermal day-to-night contrast

(Stevenson et al. 2017), implying a lack of significant at-

mospheric circulation; combined with the apparent lack

of observable clouds on the dayside of the planet, this

could imply that the thermal phase curve observations

are the result of different pressure levels being observed

at the day side, as compared to the limbs and night side

of the planet (i.e. maintaining τ ∼ 1) (Stevenson et al.

2014; Kataria et al. 2015; Stevenson et al. 2017).

4. MODELING

The eclipse depth indicates that the reflected light

and/or thermal emission from the planet is very low over

this NUV/Optical band pass. The predicted dayside

temperature of the planet ranges between 1400 K and

1600 K at observable wavelengths (Kataria et al. 2015;

Stevenson et al. 2017). Thus, in order to produce a suit-

ably low eclipse depth, we can predict a maximum allow-

able albedo in the optical photometric band. Figure 6

shows a toy model schematic of potential possibilities.

The model combines the reflected light signal expected

from a planet with a monochromatic Bond albedo (the

fraction of the total light reflected compared to incident

stellar light) of 0.02, 0.05, 0.1, or 0.2 with the thermal

emission expected from a blackbody of 1400 K, 1500 K,

1600 K, or 1700 K. Given the eclipse depth upper limit

of 67 ppm, the planet must be very dark and we can

expect the planet to have a Bond albedo of 0.06 or less

on its dayside hemisphere.

Previous studies of WASP-43b predict Bond albedos

of 0.36+0.11
−0.12 (Schwartz & Cowan 2015), and 0.3±0.1

(Keating & Cowan 2017) using day and night tempera-

ture differences, or geometric albedo conversions, which

are ultimately an assumption about the bolometric flux

from around the planet; such as the technique used by

Stevenson et al. (2017) to measure 0.19+0.08
−0.09. Each tech-

nique is limited by our ability to assume the correct

spectral energy distribution (SED) of the planet, as well

as the stellar SED. General Circulation Models (GCMs)
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Figure 5. Apparent geometric albedos comparisons from similar observations of reflected light eclipses from hot Jupiters. All
upper limits are reported here as 3-σ upper limits. The black dots represent results from the Kepler mission (Esteves et al.
2015; Shporer & Hu 2015; Angerhausen et al. 2015; Bell et al. 2017). The Kepler points were observed at 600nm, which sustains
substantial contamination from atomic absorption contamination and (likely) thermal emission. The HD 189733b reflected light
observations were observed with HST -STIS, which sustained ∼ 2× our uncertainties (Evans et al. 2013; Bell et al. 2017). Our
WASP-43b HST WFC3/UVIS observations sustained the most precise upper limit attained in this wavelength and (equilibrium)
temperature range.

can provide a framework to explore the planet holisti-

cally.

We explored the possible atmospheric scenarios us-

ing pressure-temperature files and the associated verti-

cal mixing profiles (Kzz) generated in the GCMs from

Kataria et al. (2014), which assume a cloudless atmo-

sphere in chemical equilibrium. To compare our re-

sults with published WASP-43b atmospheric models

(i.e. Kataria et al. 2015), we used the same planetary

and stellar parameters of Hellier et al. (2011); which

can be found in Table 1. The temperature-pressure pro-

files are shown in Figure 7, over-plotted on condensation

curves for several cloud species. Starting from the deep

interior, as the planet’s upper layers decrease in temper-

ature, a particular cloud species may condense with a

cloud base at the intersection of the condensation curve

and the temperature-pressure profile.

We used the cloud code developed by Ackerman &

Marley (2001) to compute cloud profiles derived from

temperature-pressure profiles from Kataria et al. (2014).

We allow Na2S, MnS, Cr, and MgSiO3 to condense. We

Table 1. Planetary and stel-
lar parameters assumed in
atmospheric modeling.

Parameter Value

P 0.81347 days

a 0.01526 AU

i 82.33◦

Mp 2.05 MJ

Rp 1.036 RJ

g 47.342 m s−2

M∗ 0.717 M�

R∗ 0.667 R�

Teff 4300.0 K

also test five sedimentation efficiencies, fsed, which con-

trols the particle size and vertical extent of the cloud.

A smaller fsed yields clouds which are vertically exten-

sive while larger fsed values yield vertically thin clouds.



8 Fraine et al.

0.5 1.0 1.5 2.0
10

1

10
2

10
3

C
on

tra
st

 (p
pm

)

3.0 4.0 5.0

AB=0.05, Teq=1600K
Filter Transmission
Stevenson+(2014) & (2017)
This work

0.0

0.2

0.4

0.6

0.8

1.0

Fi
lte

r T
ra

ns
m

is
si

on

AB = 0.02
AB = 0.05

AB = 0.1
AB = 0.2

Teq = 1400K
Teq = 1500K

Teq = 1600K
Teq = 1700K

Wavelength ( m)

Figure 6. Toy model example of what Bond albedos and equilibrium temperatures are allowed by the HST observations
presented here and the HST WFC3 data of Stevenson et al. (2014) and the Spitzer data of Stevenson et al. (2017). In horizontal
line, we show AB = 0.02, 0.05, 0.1, 0.2 along with several blackbodies in shades of purple to orange of Teq = 1400, 1500, 1600,
and 1700K. The example combination of AB = 0.05, Teq = 1600 K allowed by the data is shown in gray, implying that the
planet is very dark on the dayside.

750 1000 1250 1500 1750 2000
Temperature (K)

10
4

10
3

10
2

10
1

10
0

10
1

10
2

10
3

Pr
es

su
re

 (b
ar

)

global
day
night
limb
east
west
deep adiabat

Na2S MnS Cr MgSiO3 Fe Mg2SiO4

Figure 7. The temperature-pressure profiles from Kataria
et al. (2014) along with the condensation curves of several
cloud species (Morley et al. 2012). If the convective region
deep in the atmosphere is hotter, Cr and the Mg species will
likely only condense in the deep interior. Thus we expect
for Na2S and MnS to be the only species available at the
pressure probed by our observations

We then used PICASO (Batalha et al. 2019) to generate

the geometric albedo spectrum of each case (36 cases);

i.e. when the full phase dayside appears at secondary

eclipse. Note that the geometric albedo spectrum is de-

fined to be at full phase. The night-side average spec-

trum would never be observed in such a geometry, but is

illustrative to show the variations in cloud structure in-

ferred around the planet. We used the opacity database

supplied with the initial public release and a PHOENIX

model representation of WASP-43 (Batalha 2019; STScI

Development Team 2013).

The geometric albedos for the cloudless cases are

shown in the left panel of Figure 8 and can be under-

stood by examining the photon attenuation diagram in

the right panel. The lines correspond to the pressure

level at which the two-way optical depth in the atmo-

sphere reaches τ=0.5, caused by the gas absorption and

cloud or Rayleigh scattering. Without clouds, albedo

differences are driven by the gas chemistry with the

largest features being caused by Na and K, as well as

water at longer wavelengths. The hotter dayside (dot-

ted lines) shows additional gas opacity lines (such as

near 0.5 µm), which are caused by TiO and VO; this
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is reflected in a much darker albedo spectrum in those

wavelength regions, but is a weak effect.

Once clouds are added, the location of the cloud varies

across the planet and how high the cloud particles are

lofted begins to affect the albedo spectrum. In Figure 9,

we show the results of the cloudy cases where Na2S,

MnS, Cr, and MgSiO3 are allowed to condense at depth.

From top to bottom are the different sedimentation ef-

ficiency cases for: global-average, dayside, nightside,

limb-average, and east or west limb (the temperature-

pressure profiles are shown in the right panel). In nearly

all profile scenarios, the fsed=3.0 cloud scenario is very

similar to the cloudless case presented in Figure 8. The

shape is then modulated by continuing to loft the clouds

higher and higher into the atmosphere such that the

cloud begins to dominate over Rayleigh scattering and

gas absorption, leading to a darker albedo spectrum at

short wavelengths, but also increases the reflectivity at

long wavelengths.

In agreement with the previous conclusions of Kataria

et al. (2015), we predict that the nightside should readily

produce clouds (the upper most is Na2S). These clouds

should be high enough in the atmosphere that, at var-

ious sedimentation efficiencies, they make a significant

impact on the albedo spectrum; the effect is to darken

the spectrum at shorter wavelengths and brighten it at

longer wavelengths. For smaller particles, Na2S gets

darker beyond 1 µm, but for larger particles it predom-

inantly remains at the same brightness. The pressure

at which the cloud(s) exist will determine the observed

brightness temperature and albedo. Therefore, the ob-

served brightness temperature can constrain their sed-

imentation efficiency and, related, particle sizes. The

most significant effect is that a MgSiO3 cloud layer

would serve to dramatically brighten the albedo spec-

trum.

On the dayside, spectroscopy may be capable of de-

termining the presence of TiO and VO in the gas phase

by determining the albedo near 0.5 µm. The model is

unable to condense a cloud at observable pressures on

the dayside, unless MgSiO3 is included; and even then,

only for the smallest fsed. In the smallest sedimenta-

tion efficiency case some small particles are mixed up,

through the atmospheric temperature inversion in the

dayside profiles, thereby delivering condensible gas to

higher regions of the atmosphere where it can once again

condense. Note that WASP-43b has an exceptionally

high gravity (g ∼ 51 m· s−2) compared with other hot

Jupiters like Kepler-7b (g ∼ 4 m· s−2).

As a result, in the absence of particles representing a

small fsed, the albedo spectrum would be dark, which is

consistent with the upper limit derived from the data;

this would imply that it is entirely dominated by gas ab-

sorption. More aggressive vertical mixing schemes are

able to deliver more MgSiO3 particles to observable pres-

sure, but the particles grow in size, which are less reflec-
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tive. Whether or not such a second cloud layer would

form in a realistic atmosphere, as opposed to the ide-

alized case studied here, would take more sophisticated

modeling.

The models and data continue to suggest that WASP-

43b has inhomogeneous cloud coverage, where the day-

side has essentially no observable clouds, while the limbs

and night sides are able to condense all four cloud

species. Typically the upper most cloud is MnS, except

on the nightside where the models predict Na2S to be

the upper most cloud. In contrast, if the bright MgSiO3

particles were comparatively smaller they become more

difficult to sequester with depth. The subsequent cloud

layer would extend to the top of the atmosphere and be-

come the dominant source of cloud opacity at all plane-

tary longitudes.

From each model, we filter-integrate the albedo spec-

tra and compute the expected flux contrast. PICASO is

also able to compute the thermal emission shortward of

1 µm and the expected thermal contamination is neg-

ligible. These contrasts are shown in Figure 10. The

dayside is consistent with a null detection of a secondary

eclipse. The data rule out the presence of highly lofted

MgSiO3 clouds. If it did condense in the dayside atmo-

sphere, only the most lofted scenario (forming a second

cloud deck near 10 mbar) would have been detectable.

Our models suggest that the pressures being probed by

nightside and dayside observations are drastically differ-

ent because the clouds are more significantly lofted on

the nightside, relative to the dayside.

5. DISCUSSION

Our modeling results (described in §4) revealed that to

sustain this non-detected reflected light eclipse, the day-

side atmosphere must significantly lack particles lofted

into the observable part of the atmosphere. The models

suggest that only the most lofted cloud case scenario,

fsed=0.1, could escape a cold-trap at the deepest lay-

ers of the atmosphere to condense into a second up-

per cloud layer, which could lead to a detectable optical

eclipse depth. All other of our modeled sedimentation

efficiencies led to particles being trapped at deeper pres-

sures; they were thus unable to be mixed upwards and

re-condensed. The fact that we did not detect an opti-

cal eclipse confirms that we can rule out a high altitude,

bright, uniform cloud layer.

At planetary longitudes away from the sub-stellar

point, the upper atmosphere of the planet is predicted

to be cool enough to condense other species, notably,

Cr, which is also potentially sequestered deep in the at-

mosphere; MnS; and, on the nightside, perhaps even

Na2S. If the cloud behaviour can be parameterized with

fsed<0.5, then these species may lead to an observ-

able phase curve signature – especially at optical wave-

lengths. fsed values less than 1 have been increasingly

necessary to describe the observations of hot Jupiters

such as Kepler-7b (Demory et al. 2013; Webber et al.

2015). If MgSiO3 is not sequestered at depth, or simply

not lofted high enough into the upper atmosphere, then

the planet would be brighter at other observed phase an-

gles where the temperatures are cooler, allowing larger

particles to more easily lofted to form clouds at observ-

able pressure ranges (see again Figure 10). If silicate

clouds are trapped in the deep convective layers of the

atmosphere, then our observations would be unlikely to

observe them at lower pressures (Powell et al. 2018). On

the other hand, Cr has a deeper cloud base in the day-

side profile; this could thus require more vigorous ver-

tical mixing, with even smaller particles, to reach the

upper altitudes where our observations might be able to

detect their reflected light.

Determining the parameters for clouds in the atmo-

sphere of WASP-43b may constrain whether this planet

follows in the footsteps of its brown dwarf cousins or,

instead, low gravity hot Jupiters. The presence of a par-

tially cloudy (i.e. patchy) daysides for planets spanning

a wide range of equilibrium temperature led Parmen-

tier et al. (2016) to conclude that the cloud composi-

tion must vary with the equilibrium temperature of the

planet. This would imply a transition in cloud compo-

sition similar to the L/T transition in brown dwarf at-

mospheres. With an equilibrium temperature of 1450K,

WASP-43b is close to this proposed boundary for such a

planetary L/T transition, but with a higher gravity than

many of its peers. The precise equilibrium temperature

at which the trapping mechanism can become effective

depends on the species in question and the deep ther-

mal structure of the planet, which is unconstrained by

existing observations (Thorngren et al. 2019).

Because of its observational and atmospheric viability

for spectroscopic detections, WASP-43b has become a

benchmark planet for current and future hot Jupiter ob-

servations. Upcoming observations by JWST for both

ERS (PI: Batalha) and GTO (PI: Birkmann) include

∼48 hours of JWST observations to map the thermal

structure and chemical composition of this exoplanet

with exquisite detail (Bean et al. 2018; Venot et al.

2020). We expect that no other exoplanet has or will

be observed with this much precision and wavelength

coverage for many years to come. And yet, all of these

observations probed, or will probe, the atmosphere at

> 1µm; in contrast, optical light (< 1µm) is the pri-

mary component of the atmospheric energy budget that
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Figure 10. The filter-integrated geometric albedos of all model cases excluding MgSiO3 condensates (solid bars) and including
(hatched bars). Our measured constraint on the observational 3-σ limit (in contrast) is represented by the horizontal red line.
Our upper limits imply that the fsed=0.1 dayside model is not consistent with our data; we infer from this that either small
lofty particles are not being propagated into the upper atmosphere (i.e. the observable regime; P . 1 bar), or that cloud
forming particles are sequestered in the deep reaches of the planetary atmosphere. Connecting this to the condensation curves
in Figure 7, we can infer that MgSiO3 – which thermochemical equilibrium would predict to form clouds at P . 1 bar – may
have formed clouds within the deep adiabat, thus significantly reducing the available mass to form clouds near our observational
regime.

is a direct probe of cloud distributions, particle size, and

composition.

Our lack of understanding about cloud properties – ef-

fective height composition, patchiness at the limb, par-

ticle size – is currently a significant limitation to mea-

sure precise molecular abundances in hot Jupiter atmo-

spheres Ormel & Min (2019). With WASP-43b, Kataria

et al. (2015) hypothesized that inhomogeneous clouds

could explain the lack of nightside flux from WASP-43b,

as observed in both HST WFC3/IR and Spitzer phase

curves (Stevenson et al. 2014, 2017). The presence of

such inhomogeneous clouds would increase the longitu-

dinal brightness contrast of its atmosphere – cloudy at

the limb, clear near the sub-stellar point. The extent,

composition, and distribution of aerosols in exoplanet

atmospheres is one of the most significant standing ques-

tions in exoplanet characterization research. Not ac-

counting for inhomogenous clouds could lead to biases

in atmospheric abundance retrievals and even more spu-

rious molecular detections when the exoplanetary spec-

trum is interpreted with independent one-dimensional

models at multiple phases, which is usually the case

(Feng et al. 2016). Our WASP-43b optical eclipse mea-

surement is conclusive that clouds are not uniform, nor

bright; but to distinguish between several other impli-

cations of our result, we would need a full phase curve

of WASP-43b in at NUV or Optical wavelengths.

6. CONCLUSIONS

We observed WASP-43b during secondary eclipse with

four HST orbits using the HST WFC3/UVIS channel

in scanning mode. Because this is one of the first tran-

siting exoplanet programs to use HST WFC3/UVIS in

photometric scanning mode, we described our observa-

tional program and data analysis procedure in detail (see

Appendix A). We created a new, multi-functional code

for Arc-photometry, called Arctor5, which can be used

for high-precision photometry of all HST WFC3/UVIS

scanning mode observations; and may also be useful

for Near Earth Object streak observations. Using the

F350LP filter, we did not detect an eclipse of WASP-43b

during our observations. As a result, we robustly con-

strained an upper limit on the eclipse depth of 67 ppm

with 3σ confidence. We determined this upper limit

by integrating under the marginalized uncertainty dis-

tributions, as seen in Figure 3, up to 99.7% posterior

probability.

This upper limit on the eclipse depth is consistent with

a very low dayside geometric albedo (< 0.06) for WASP-

43b. Using a combination of three-dimensional gen-

eral circulation and cloud condensation models, we esti-

mated the range of planet-to-star contrasts expected un-

der various thermal and cloud sedimentation efficiency

5 https://gihub.com/exowanderer/Arctor
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regimes. We find that our measured upper limit on the

visible wavelength eclipse depth of WASP-43b is incon-

sistent with significant cloud coverage on the dayside

of the WASP-43b. This finding indicates that if clouds

are forming in other regions of the planet’s atmosphere,

such as on the nightside or at higher pressures, they

are not being efficiently transported into the portions of

WASP-43b’s dayside atmosphere probed by the obser-

vations presented here.

WASP-43b is one of the best studied exoplanets to

date, with multi-wavelength transmission, emission, and

now reflected light observations spanning the visible to

infrared. Its relatively high average gravity and short

orbital period make it, thus far, a unique laboratory

for testing how these planetary properties shape at-

mospheric physics. Further observations are needed

to better understand the three-dimensional thermo-

chemical structure of this intriguing planet. There are

currently planned phase-curve observations of WASP-

43b by JWST with GTO 1224 (PI: Birkmann) and

ERS 1366 (PI: Batalha) (Bean et al. 2018; Venot et al.

2020). These future observations will probe the infrared

emission of WASP-43b as a function of orbital phase

from 2.5 to 12 µm. They are expected to provide an

exquisite look into WASP-43b’s atmosphere, but may

not provide a complete picture of processes like cloud

formation. Our results and models show that further

observations of WASP-43b at optical wavelengths, with

narrower bandpasses or spectroscopy, at multiple orbital

phases are needed to better understand the processes

shaping WASP-43b’s low dayside geometric albedo.
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APPENDIX

A. ARCTOR HST WFC3/UVIS SCANNING MODE PHOTOMETRY PIPELINE CONFIGURATION

Here we describe our novel pipeline, Arctor, which is optimized to extract exoplanet transit & eclipse light curves

from HST WFC3/UVIS photometric light curves, in scanning mode. It may also be useful for Near Earth Object flux

estimates for streak observations. Arctor performs similar tasks to standard aperture photometry, except that it is

optimized for scanned images, which leave a trace on the detector, instead of a PSF. Arctor is novel because it the

first photometric scanning mode pipeline to be released for open-source development and use; it implements several

key algorithms that are not necessary for non-scanning mode observations; and implements new Bayesian inference

techniques that have not been included in other transiting exoplanet pipelines.

After downloading the entire data set from mast.stsci.edu, we also extracted the necessary planetary parameters

from exo.mast.stsci.edu7 (Mullally et al. 2019). We examined the 75 provided FLT files (FLT represents that the

6 exo.mast.stsci.edu
7 github.com/exowanderer/exomast api
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files have been calibrated and flat-fielded using HST ’s CALWF3 pipeline). Arctor examines the header files from the

FLT files to extract

• The EXPEND and EXPSTART to estimate the observational time as timek = 1
2 (EXPSTARTk + EXPENDk).

• POSTARG1 and POSTARG2, which represent the spatial location of the initial pointing (before scanning) for both

the forward and reverse scans.

Pairs of (POSTARG1, POSTARG2) took exactly two unique pairs of values, which Arctor stores to identify the corre-

sponding indices for forward and reverse scan directions. For our WASP-43b eclipse observation, we concluded

that forward scan trace images began with POSTARGS:[-53.459629, -36.240479]; and reverse scan trace images began

with POSTARGS:[-73.743279, -37.577122]. These values are unique to each individual observations; but are static values

throughout each visit.

Cosmic Ray Rejection
We performed cosmic ray rejection with sigma-outlier estimation over the temporal axis; i.e. cycling through each

pixel, computing the median and standard deviation along the time axis. Any values above 5-σ from the median were

flagged as cosmic rays. We then set those pixels to the temporal median. Although there is an integrated separation of

∼344 ppm between the forward and reverse scans in the time series, the median flux variation over time was ∼10%

per column, which is several orders of magnitude greater than the ppm separation between forward and reverse

scans. As such, Arctor performed the cosmic ray rejection over the pixel-by-pixel light curves without considering

scan direction.

Trace Position and Angle
To derive the y-center position of each trace in our images, Arctor fit a 1D Gaussian to all 951 columns in

each of the 75 frames, using the Astropy package8; Astropy is a standard astronomical functions library (Astropy

Collaboration et al. 2018; Virtanen et al. 2020). We then fit a straight line to the collection of 1D Gaussian mean

values for each frame (over the trace columns only), using linear least-squares regression. Only the mean values for 1D

Gaussian fits over the illuminated part of the trace were used in determining the center position and angle (see below).

Arctor stored the intercept from this straight line fit as the Y-Center position for each trace; and the slope as

the rotation angle of the trace. We later used the rotation angle in the photometry and sky background procedures

(below) for the theta rotation of the rectangular aperture inside the Photutils package (Bradley et al. 2019).

Figure 11 shows the necessity and accuracy of measuring the trace rotation angle for narrow apertures. Although our

best AICc & BIC aperture used a much larger height and width than shown here, the effect of modeling the angle of

the trace improved the photometric stability of our light curves by ∼ 0.5%; i.e. ∼10 ppm SDNR over the lightcurve.

The y-positions in the first orbit are offset by ∼0.1 pixels, or 10× the inter-orbit scatter of the y-positions – compared

to the three remaining orbits (see Figure 12). We later derived a meaningful correlation between the y-positions and

the flux measured that our AICc & BIC analysis determined was necessary to select the ’best’ model+light curve

pair, implying that including the first orbit in our observations provided improved the SDNR over the full eclipse

observation.

Arctor derived the x-center positions by integrating each image in a very narrow subframe that included the

trace: a 10 x 951 pixels window. By integrating down the column within each subframe, the code derived a 1D

representation of the trace (integrated flux vs pixel). After which, we created a cubic spline to oversample the trace

by a factor of 100. Arctor then measured where the integrated trace reached >50% of its own maximum value on the

left and right edges. It stored the x-center positions as the midpoint between the left and right edges of the 1D trace.

We later determined that this feature vector was critical in reducing correlated noise sources between the forward and

reverse scanned images.

Investigating Correlations Between Positions and Flux
After performing a simple integration to estimate the flux (i.e. Sum(frame - Median(frame))) over time, we discovered

a difference in the flux read from reverse scanned images compared the forward scanned images. The separation in

8 astropy.org
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With Rotated Aperture

Without Rotated Aperture
Figure 11. The effect of measuring the trace rotation angle. The necessity and accuracy of measuring the trace rotation angle
for narrow apertures is apparent. Although our best AICc & BIC aperture used a much larger height and width than shown
here, the effect of modeling the angle of the trace improved the photometric stability of our light curves by ∼ 1% (i.e. 5-10 ppm
SDNR).

0.15 0.10 0.05 0.00 0.05
Time Since Mean Time [days]

179.30

179.35

179.40

179.45

Y-
Ce

nt
er

 [p
ix

el
s]

Y-Positions vs Time of the Trace
Forward Scans
Reverse Scans

179.30 179.35 179.40 179.45
Y-Center [pixels]

600

400

200

0

200

400

600

Fl
ux

 [p
pm

]

Flux vs Y-Center Positions
Forward Scans
Reverse Scans

Figure 12. [Left] The Y-center position of our WASP-43 HST WFC3/UVIS observations over 4 HST orbits. The first orbit
sustained Y-center positions significantly different from the three following orbits. [Right] Our AICc/BIC model selection process
diagnosed a meaningful, linear correlation between the flux and the Y-center positions.

median flux measurements between reverse - forward scans is ∼344 ppm. This could be attributable to differential

flat fielding errors encountered by the trace encompassing slightly different pixels during forward and reverse scans

(i.e < 0.5 pixel difference). Figure 13 shows the position of all 75 HST WFC3/UVIS images taken during our

observations. There is a clear separation of ∼ 1
2 pixel in x-center position between the forward and reverse scanned

images. There is also an apparent shift in the y-center positions during the first orbit.

The difference in flux could also be related to the lack of shutter, which would cause extra flux to be read by the

detector in one of the scan directions. Specifically, because WFC3 does not have a shutter, there is a slight variation

in the exposure time that depends on whether the scan direction is upstream or downstream relative to the detector

readout direction. Examining the trace length vs scan direction (see Figure 17 below), we noted that reverse scanned

images sustained longer traces by ∼ 0.2 pixels, as compared to the forward scaned images. We accounted for each of
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Figure 13. The X- and Y-center positions of the trace during all 75 images taken with HST WFC3/UVIS for our WASP-43b
eclipse observations. There is a clear separation of ∼ 1

2
pixel in x-center position between the forward and reverse scanned

images; there is also an small, but significant shift in the y-center positions during the first orbit, as discussed above.

these factors in our MAP and MCMC analyses, using linear models for all five possible parameters (see Section A.1

below).

Median Sky Background
Our purpose here is to measure the integrated background flux inside an rectangular annulus, centered on the trace,

and rotated to match the trace. We later compare these results with the column-wise sky background estimates (see

below).

After measuring the x/y-centers and rotation of the trace, we used a rectangular aperture to include the flux from

the scan, while minimizing the background flux included. The inner aperture was 542 pixels wide by 225 pixels high;

the outer aperture was 617 pixels wide by 375 pixels high. We chose these values to be far outside of the stellar flux

(which extends 25 pixels in all directions from the trace) and to avoid edge effects that may occur within ∼10 pixels

of the edge of the detector. Figure 2 shows the exact aperture sizes and relative locations used in measuring both the

background sky values and the photometric light curve flux values.
By integrating over the two apertures, then subtracting the medium aperture integration from the larger aper-

ture integration, Arctor generated a mean sky background estimate. From the Photutils package, there exists a

rectanguler annulus function (Bradley et al. 2019); but it makes assumptions about the ratio between the inner

and outer height relative to the inner and outer width that we found did not include enough valuable background real

estate. The result was an average background level of 15.2 e- per pixel.

Column-wise Sky Background
Because our observations use HST scanning mode, there remains the possibility that the background can change as

a function of column number (in the scan direction), as a function of either flat-field errors or scattered light that is

also being scanned along the image. As such, Arctor computed both the median and column-wise sky background

estimate.

For the column-wise sky background estimation, we used a column-wise aperture for its mask over each image. We

selected the column-wise aperture to include all pixels that are 150 rows above & below the trace, but not including

the 10 pixels at the edge, as recommended by the HST scanning mode suggested reduction pipeline. It stored the 951

median values, taken down the masked columns, as the column-wise sky background vectors, per frame. We did not

rotate the column-wise integration to match the trace angle, in favor of a “straight down the columns” median. The
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column-wise background estimates averaged closer to 19.5 e- per pixel. The values included structure ranging from 10

e- at the left edge, 26 e- in the region above/below the trace, and 12 e- on right edge.

After computing our intiial 800 photometry estimates with both the median sky background and the column-wise

(1600 photometric estimates combined), we found that both background estimates found equivalent time series light

curves raw RMS. As such, we chose to move forward with the column-wise sky background estimates because they

seemed to follow the physical trend of the light on the detector (i.e. larger in the middle; smaller on the edges).

Estimating the Light Curves: Photometry
To integrate the flux received from the host star WASP-43 before, during, and after the eclipse, Arctor used the

rectangular aperture function to sum over all rows and columns within aper-width and aper-height pixels around

the trace (see Figure 2). The apertures were centered on the trace center and rotated to match the rotation of the

trace (see Figure 11).

Coarse Grain Photometry
We spanned our coarse grain values for aper-width and aper-height between 1-100 and 1-300, respectively – each

encompassing 20 samples; thus the coarse grain aper-width and aper-height spacing was set to 5, and 15 pixels,

respectively. This created 400 light curves that we used to determine the best set of values to center our fine-grain

photometry (see below). Via the standard deviation of raw flux, we computed the scatter along the integrated time

series as our metric to select the center and range of our (below) fine-grain aper-width and aper-height values.

While grid searching over both fine grain and coarse grain photometry, we included a range of aperture widths and

heights, from 1 pixel up to 400 pixels outside the trace.

Fine Grain Photometry
The coarse-grain span of photometric light curves revealed that aper-width and aper-height values of 21 × 51,

respectively, resulted in the minimum scatter (std-dev) of 206 ppm. As a result, we recomputed 400 new light curves

with aper-width and aper-height values spanning from 11-31 and 41-61, respectively – encompassing 20 samples in

each parameter; thus the fine grain aper-width and aper-height spacing was set to 1 pixels. These integrations also

found the ’best’ light curve scatter of 206 ppm; but with aper-width and aper-height values of 13 × 45. This is the

light curve that we show in Figures 1 and 4.

Maximum A Posteriori (MAP)
Using the exoplanet9 package, we fit 32 models to each of the 400 light curves, culminating in 12800 model fits. The

32 models were 25 toggles for every possible combination of whether to simultaneously fit a linear trend to any of our

5 systematic features: Fwd/Rev Indices; X-Centers (Figure 14); Y-Centers (Figure 15); Trace Angles (Figure 16);

and Trace Lengths (Figure 17). We analyzed our exracted dataset of AICc/BIC results per MAP fit to select the
best model, which minimized both AICc and BIC. Note that a linear trend was fit to the time feature in all cases;

this temporal variation can be attributed to long term variation in the sensitivity or flat field error; or the stellar

variability, if significant enough.

In Appendix B we show the result of all 12800 models, compared across SDNR, χ2, AICc, and BIC. In the AICc & BIC

case, the global picture and ‘best’ model selected were identical; i.e. a ‘13x45’ sized rectangular aperture. Moreover,

linear fits to x-center, y-center, and trace-length resulted in the minimum AICc and BIC light curve, with SDNR =

72 ppm; see Figure 4. The cohesion between complementary information criteria strongly implies that our model

selection process is valid and sound.

Markov Chain Monte Carlo Posterior Estimation
To extract the greatest information content, we used a collection of 16 Hamiltonian Monte Carlo (HMC) estimates

using linear and non-linear models. We sampled 3000 tune steps and 3000 draw steps for all 16 chains and each of

the 25 light curves examined with this HMC; increasing the tune/draw counts did not change the results. We used

a log-normal prior for the Mean Offset, Eclipse Depth and a wide Normal prior for the four slope parameters that fit

9 https://github.com/dfm/exoplanet
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as well: slopes over the Time, X-Center, Y-Center, Trace-Length features. We also tested a log-uniform and uniform

prior over the Eclipse Depth. After sampling 16 chains per each of the 25 light curves, we used the autocorrelation

time scale and Gelman-Rubin Test, as provided by the exoplanet package Foreman-Mackey (2019). This package

includes an analytic transit model (BATMAN; Kreidberg 2015) and a spherical harmonic phase curve model (STARRY ;

Luger et al. 2019).

Figure 3 shows the corner plot (i.e. 2D MCMC correlation plots) from our best AICc & BIC selected model + light

curve pair. Our best model fit for the Mean (i.e. global flux offset), Edepth (i.e. the depth of the Eclipse), Slope

(in time), Slope Xcenter, Slope Ycenter, Slope Trace Length; the slopes were generated from the simultaneous

linear fits to the corresponding features, with a single, unified ‘intercept’ represented by the Mean. The results clearly

show that the slopes in each of the three feature spaces were significantly detected and contributed to the quality of

the final SDNR; but that the eclipse depth was not detected, with a 3σ upper limit of 67 ppm.

Although we do not show this here, we also fit to the eclipse depth with a uniform and log-uniform prior. The

log-uniform prior also derived a non-detection, with a peak around log 10(eclipse depth) ∼ −20; i.e. an eclipse depth

∼ 10−20. Unfortunately, the log-uniform prior appeared to be more strongly influenced by the exact bounds of the

prior; i.e. the MAP would vary from log 10(eclipse depth) of -100 to -10, depending on the selected prior boundaries.

In contrast, the uniform prior for the eclipse depth provided consistent results across all of our trials and selections

for the prior boundaries.

A.1. HST WFC3/UVIS Scanning Mode Correlated Noise

In order to diagnose any plausible connections between the measured flux and non-astrophysical noise sources, we

examined a suite of linear trends between the flux measurements and Time Values, X-Center Positions, Y-Center

Positions, Trace Angles, Trace Lengths; as seen in Figures 14, 15, 16, 17, respectively. These figures show initial

estimates for 2D linear correlations between normalized, median subtracted, time feature + other feature onto the

flux measurements, for each of the four features. That is, we fit a plane to the features, including time in all four fits,

while alternating the other four features listed above.

We also examined the effect of fitting two distinct means for flux values corresponding to the FWD & REV Indices;

i.e. a meanrev fit to the orange points in Figure 1 and a meanfwd fit to the violet points in Figure 1. When considering

separated mean flux values, we fit for the one set of eclipse parameters and slope values over each systematic feature.

These fits were included the 25 combinations, mentioned above, in our AICc & BIC model selection process.

The most significant linear trend that we detected from only a time + feature vs flux, resulted from bilinear fitting

with X-Center Position and Time Value features, compared to normalized flux estimates. Note that Planar2D is a

plane model (i.e. bi-linear: Flux = a × Time + b × Other), for use with fitting routines.

Figures 14, 15, 16, 17 only show our initial estimates from our fits. Our final AICc & BIC and parameter estimates

were generated using the combination of Maximum A Posteriori (MAP) and Bayesian Credible Regions (BCR) analysis;

both sourced from the exoplanet package (XO)(Foreman-Mackey 2019).

Using the XO package, we were able to test 12800 model + aperture configurations; i.e. 32 models with 400 rectangu-

lar aperture estimates of the light curve for various aperture widths and heights. We provide a descriptive visualization

of these 12800 model results over our information criteria based model selection techniques in Appendix B. The re-

sult of this analysis revealed that the ‘best fit model’ resulted in a minimum AICc = 148 and BIC = 146, with

∆AICc = ∆BIC = 2, which is considered a significant decrease (Schwarz 1978; Schöniger et al. 2014).
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Figure 14. 2D linear correlation between Time + X-Center positions and Normalized Flux for our (AICc) ‘best’ light curve.
The slope values are relative to the standard deviation of the flux and pixel coordinates (over the full observation). As before,
we coded the forward scan values in violet and reverse scan values in orange.
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Figure 15. 2D linear correlation between Time + Y-Center positions and Normalized Flux for our (AICc) ‘best’ light curve.
The slope values are relative to the standard deviation of the flux and pixel coordinates (over the full observation). As before,
we coded the forward scan values in violet and reverse scan values in orange.
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Figure 16. 2D linear correlation between Time + Trace Angles and Normalized Flux for our (AICc) ‘best’ light curve. The
slope values are relative to the standard deviation of the flux and pixel coordinates (over the full observation). As before, we
coded the forward scan values in violet and reverse scan values in orange.
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Figure 17. 2D linear correlation between Time + Trace Lengths and Normalized Flux for our (AICc) ‘best’ light curve. The
slope values are relative to the standard deviation of the flux and pixel coordinates (over the full observation). As before, we
coded the forward scan values in violet and reverse scan values in orange.
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B. COMPARATIVE MAXIMUM A POSTERIORI + AICC ANALYSIS OVER LINEAR CORRELATIONS

B.1. Linear Models

To select between our 12800 model+light curve pairs (i.e. parameters + hyper-parameters), we computed the AICc

and BIC for each of our options. We then chose the option with the minimum AICc and BIC. This model resulted

from the same model option, which was not guaranteed a priori. Here we describe our process and the underlying

considerations when using AICc and BIC for model selection.

The AICc is the corrected Akaike Information Criterion; and the BIC is the Bayesian Information Criterion. Both

information criteria are sufficient metrics for model selection when comparing analytic, quasi-linear models. Both IC

penalizes the log-likelihood function (logL) by the number of parameters (k), relative to the number of samples (n);

i.e.

BIC = −2 logL+ k log n

AICc = −2 logL+ k +
2k (k + 1)

n− k − 1

Each equation is an approximation to the Bayesian evidence under very specific linear and/or Gaussian conditions

(Schöniger et al. 2014). The AICc is corrected for usage with a finite number of data points, i.e. “small” data sets. These

criteria provide a more robust estimate for the ”goodness of fit” than the SDNR (standard deviation of normalized

residuals) or χ2 (”chi-squared”); the latter being a simplified representation of the log-likelihood (logL above) under

the assumption that the posterior approximates a Gaussian normal distribution.

We used the AICc and BIC to select which of the 32 models (i.e. parameters) and 400 light curves (i.e. hyper-

parameters) provided the best representation of the data. The best model + light curve pair achieved the smallest

AICc or BIC by at least a ∆BIC/AICc of 2 (Schwarz 1978; Schöniger et al. 2014).

Each of our models included up to five linear parameters + the eclipse depth; i.e.

Number of

Model Features Parameters

Time + Eclipse + Offset 3

Time + Eclipse + Offset + XCenters 4

Time + Eclipse + Offset + YCenters 4

Time + Eclipse + Offset + TraceAngles 4

Time + Eclipse + Offset + TraceLengths 4

Time + Eclipse + Offset + XCenters + YCenters 5

Time + Eclipse + Offset + XCenters + TraceAngles 5

Time + Eclipse + Offset + XCenters + TraceLengths 5

Time + Eclipse + Offset + YCenters + TraceAngles 5

Time + Eclipse + Offset + YCenters + TraceLengths 5

Time + Eclipse + Offset + TraceAngles + TraceLengths 5

Time + Eclipse + Offset + XCenters + YCenters + TraceAngles 6

Time + Eclipse + Offset + XCenters + YCenters + TraceLengths 6

Time + Eclipse + Offset + XCenters + TraceAngles + TraceLengths 6

Time + Eclipse + Offset + YCenters + TraceAngles + TraceLengths 6

Time + Eclipse + Offset + XCenters + YCenters + TraceAngles + TraceLengths 7

Table 2. The set of 16 linear models tested for our analysis. We used all 32 possible combinations of these features; and only
in with linear model; see equation below. Time + Eclipse + Offset was our most simple model. Moreover, each of these models
was also fit with or without separating the dataset into forward and reverse scanned – independent, but linked – sub-sets. This
resulted in 16 models without separating into forward and reverse scans + 16 models with separating into forward and reverse
scans.

Flux = a · Time + b ·XCenter + c ·YCenter + d · TranceLength + e · TranceAngle + EclipseModel + Offset
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The best AICc and BIC result was achieved using a linear fit to four features: Time, X-Center positions, Y-Center

positions, and Trace Lengths. The follow ing figures show the distribution of AIC, BIC, SDNR, and χ2 over each of

our 12800 models. The important factors to see are that the minimum SDNR (Figure 19) and χ2 (Figure 20) are

always achieved by the model with the most parameters (i.e. upper left panel) to achieve the least RMS scatter; while

the AICc (Figure 21) and BIC (Figure 22) select the model with a balance between the number of parameters and the

complexity of the model; i.e. with an AICc=148 and a BIC=146. [Note that those AICc and BIC cannot be compared

directly to each other.]

B.2. Auto-Correlated Noise

After selecting the model configuration that minimized the AICc and BIC, we further investigated the possible

presence of auto-correlated noise, i.e. “power-law noise” with PSD(ω) ∼ ω−β (Pont et al. 2006; Cubillos et al. 2017).

We attempted several power-law noise procedures (see below), and included them in the Arctor package; but only the

Gaussian Process (GP) analysis produced reproducible MCMC results (Foreman-Mackey et al. 2017; Foreman-Mackey

2019).

Carter & Winn (2009) derived a wavelet analysis technique for transiting exoplanet observations with the Spitzer

Space Telescope that introduced the terminology σr to represent the amplitude of residual, power-law noise; and σw to

represent the underlying white noise in the residuals. That algorithm specifically mitigates ‘pink noise‘ (i.e. PSD(ω) ∼
ω−1); and requires evenly spaced data, with high cadence, and many samples. Carter & Winn (2009); Cubillos

et al. (2017) discusses several other techniques to mitigate various ‘power-law noise’ effects; they also focused on high

cadence, transit observations with the Spitzer Space Telescope. Because of HST’s large duty cycle and gaps for Earth’s

eclipse, our data does not satisfy the underlying assumptions that would allow these techniques to be effective. As

such, we chose to implement a Gaussian Process (GP) regression technique that is designed to identify non-periodic,

auto-correlated noise signatures in residual data (Gibson et al. 2012a,b; Foreman-Mackey et al. 2017). More directly,

we used the implementation of celerite that was built into exoplanet10 (Foreman-Mackey et al. 2017).

Using a simple harmonic oscillator kernel with the celerite package11, we modeled the auto-correlated noise with

a covariance matrix kernel shape:

k(τ) = Soωo exp
−ωoτ√

2 cos

(
ωoτ√

2
− π

4

)
which obeys the power-law relationship

S(ω) =

√
2

π

Soω
4
o

ω4 + ω4
o

∼ ω−4 for large ω

We represent σr = Soω
4
o as the the amplitude of the power-law noise. We also use an error scaling term, σw, along

the diagonal of the covariance matrix: σ2
data + σ2

w
12. Furthermore, we sampled the GP kernel hyper-parameters from

wide log-normal priors: log (σr) ∼ N (0, 15) and log (σw) ∼ N (0, 15), which created log-normal distributions from (0,

∞) centered at unity.

We simultaneously fit the Time, X-Centers, Y-Centers, Trace-Lengths, and Offset linear models with the GP kernel

hyper-parameters to constrain the Bayesian credible region over the new, non-linearly extended model. We provide

a correlation plot for comparison in Figure 18, which shows that the posterior over the power-law amplitude is

significantly skewed and consistent with zero (the Null hypothesis).

σw = 122± 23 ppm σr = 63+752
−62 ppm

Moreover, if we consider the three hyper-parameters of our kernel to be congruent with the 3-7 parameters of our

parametric models (see Table 2), then we also conclude that introducing the GP significantly increases the AICc and

BIC by ∆AICc ∼ ∆BIC > 10. Altogether, we reject the hypothesis that auto-correlated noise exists in our residuals.

We further re-examined 6400 of our best non-GP included models by adding the same GP covariance matrix above.

We computed the MAP (not MCMC) for each of them, and also found that the use of GPs is not warranted, within

the uncertainties, for our residuals.

10 https://github.com/exoplanet-dev/exoplanet
11 https://github.com/dfm/celerite
12 https://github.com/exoplanet-dev/exoplanet/issues/76
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Figure 18. Correlation (‘corner’) plot for our re-analysis using Gaussian Processes (GPs). From personal communications
with the exoplanet development teamb, we used their built-in GP methods (i.e. celerite) to create a GP that would probe
the auto-correlation time scales and amplitudes for non-linear correlated noise in our residuals. We simultaneously sampled the
linear slopes for Time, X-Center, Y-Center, Trace-Lengths (same as our best model above); along with the GP kernel hyper-
parameters: σr, σw, ωo. The result is two-fold: (1) the posterior for σr is significantly skewed, with a median of 63+751

−62 ppm
and (2) AICc/BIC increased by ∆AICc ∼ ∆BIC > 10. Both results reject the hypothesis that power-law noise is measurable
within our residuals.

ahttps://github.com/exoplanet-dev/exoplanet/issues/76
bhttps://github.com/exoplanet-dev/exoplanet/issues/76
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Figure 19. 12800 MAP results compared to SDNR. The SDNR will almost always choose the model with the most number of
parameters. This can be seen by the minimum SDNR achieved in the upper left panel: SDNR=171. We use AICc and BIC to
avoid falling into models that do not extrapolate well.
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Figure 20. 12800 MAP results compared to χ2. Much like SDNR, χ2 will almost always choose the model with the most
number of parameters. This can be seen by the minimum χ2 achieved in the upper left panel: χ2=137. We use AICc and BIC
to avoid falling into models that do not extrapolate well.
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Figure 21. 12800 MAP results compared to AICc. Unlike like SDNR or χ2, the AICc will only choose the model with the most
number of parameters only if it also minimizes the complexity of the dataset. This can be seen by the minimum AIC achieved
in the (row,col) = (3, 3) [starting from upper left]; AIC=148.
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Figure 22. 12800 MAP results compared to BIC. Unlike like SDNR or χ2, the BIC will only choose the model with the most
number of parameters only if it also minimizes the complexity of the dataset – the same as AICc. This can be seen by the
minimum BIC achieved in the (row,col) = (3, 3) [starting from upper left]; BIC=146.
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