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ABSTRACT: Test beam measurements have been carried out with a 3D sensor on a Timepix3 ASIC
and the time measurements are presented. The measurements are compared to those of a thin planar
sensor on Timepix3. It is shown that for a perpendicularly incident beam the time resolution of
both detectors is dominated by the Timepix3 front-end. The 3D detector is dominated by the time-
to-digital conversion whereas the analog front-end jitter also gives a significant contribution for the
thin planar detector. The 3D detector reaches an overall time resolution of 567 + 6 ps compared to
683 + 8 ps for the thin planar detector. For a grazing angle beam, however, the thin planar detector
achieves a better time resolution because it has a lower pixel capacitance, and therefore suffers
less from jitter in the analog front-end for the low charge signals that mainly occur in this type
of measurement. Finally, it is also shown that the 3D and thin planar detector can achieve time
resolutions for large clusters of about 100 ps and 250 ps, respectively, by combining many single hit
measurements.
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1 Introduction

Future experiments at the High Luminosity LHC [1] will see a further increase in the number of
concurrent events per bunch crossing leading to pile-up. A possible solution that will enable them
to cope with the increased pile-up is 4D tracking [2, 3] in which precise temporal information of the
tracks helps the reconstruction algorithm to distinguish spatially overlapping vertices. Therefore,
it is foreseen that precise time measurements will become crucial for vertex and tracking detectors
used in particle physics experiments.

New sensor technologies are being explored to achieve the time resolution required for 4D track-
ing as conventional “thick” planar silicon pixel sensors provide inadequate resolution. One strategy
to improve the time resolution of a sensor is to decrease the drift distance of charge carriers. This
can be done, for example, by making thinner sensors [4]. In doing so, however, the amount of signal
charge is also reduced, which leads to an increase in jitter due to a decrease in signal-to-noise ratio.
On the contrary, 3D silicon sensor technology [5] also reduces the charge carrier drift distance, but
does not suffer from a reduction of the signal charge. However, the readout electrodes of these
sensors typically have a larger capacitance, which also decreases the signal-to-noise ratio, but this
time due to an increase in the noise instead.

In this paper timing measurements obtained with a 3D-silicon sensor bump bonded to a
Timepix3 ASIC [6] are presented, and compared to measurements obtained with a thin planar
sensor also bonded to Timepix3. After a description of the sensors and the measurement setup,
the time measurement mechanism of Timepix3 is discussed in detail. Then the results for particles
crossing the sensors perpendicularly are discussed. After this, the results for particles at a grazing
angle of incidence are presented, and finally the possibility of improving the time resolution by
combining multiple hits on a track is explored.



2 Experimental setup

2.1 Description of sensors

The 3D sensor technology differs from the planar technology by the geometry of the electrodes.
This can be seen in the schematic diagrams of the sensors used in this study, which are shown in
figure 1. In a planar sensor, the pixel electrodes are made by implanting dopants at the bulk surface
whereas in a 3D sensor the electrodes penetrate into the bulk. For both sensors, the backside is a
single electrode where the bias potential is applied, and the frontside electrodes are connected to
individual readout channels on the ASIC. When depleted, charge carriers in a planar sensor drift
perpendicularly to the sensor surface under influence of the electric field. In a 3D sensor the charge
carriers drift mostly parallel to the sensor surface towards (or away from) the electrodes that are
connected to the readout channels. The 3D and thin planar sensors used in this study collect holes
and electrons, respectively, at the readout electrodes, which are connected to the ASIC. The n*
electrode of the 3D sensor is referred to as the field electrode.

The double-sided 3D sensor that is used in this study has been fabricated at IMB-CNM [7].
The electrode regions were etched into the bulk material using an inductively coupled plasma. The
high aspect ratio of the electrodes was achieved by a process of alternating etch and passivation
cycles. The electrodes were then formed by filling the etched holes with doped polysilicon. This
process was repeated for both the front- and backside of the sensor to make the p* and n* doped
electrodes, respectively. Double sided processing of the wafer has multiple advantages over single
sided processing: (i) producing electrodes with different types of doping is more difficult on a
single surface, (ii) it makes it simpler to apply the bias potential, and (iii) the electrodes don’t
penetrate through the whole sensor which means that there is still some active sensor material above
the electrodes, which improves the efficiency [8]. The double sided processing does, however,
require an alignment step which increases the cost. The thin planar sensor used in this study was
fabricated at Advacam [9] and is an active-edge sensor [10] originally produced for the CLIC vertex
detector [11]. Both sensors are bonded to a Timepix3 ASIC that is read out by a SPIDR readout
system [12, 13].
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Figure 1. Schematic diagrams of a double sided 3D (left) and a thin planar sensor (right). Dimensions and
layout from measurements presented in this paper and [7, 8, 14]. The local reference frame of the devices
under test is also shown. The beam points along the negative z-direction for a perpendicular incidence.



2.2 Measurement setup

The measurements for this study were performed at the H8 beam line of the CERN Super Proton
Synchrotron (SPS) using the LHCb VELO Timepix3 Telescope [15, 16], which provides the track
reconstruction by measuring the position of each particle on eight detector planes (figure 2).
Subsequently the track position is interpolated with a resolution of about 1.6 um to a device under
test (DUT), which is located at the centre of the telescope. The DUT is mounted on two translation
stages to align it with respect to the telescope planes, and a rotation stage to allow for angle studies.
The particle beam consists of mixed hadrons (p, 7, K) of about 180 GeV/c. The hadrons are
delivered in spills that are repeated every 20-30s and contain a few million particles that are
distributed over a duration of typically 4.5s. Two independent reference time measurements are
provided for each particle by two fast scintillators with an active area of 1.5 x 1.5 cm?. They are
located up- and downstream of the telescope, and are equipped with constant fraction discriminators
(CFD). Their signals are registered by the on-board time-to-digital converter (TDC) of the SPIDR
readout system [12, 13]. The up- and downstream scintillators have time resolutions of respectively
381 + 8psand 182 + 4 ps [16].
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scintillator scintillator
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Figure 2. Diagram of the LHCb VELO Timepix3 Telescope [16]. The distance between the scintillators is
about 1 m, the distance between the outer telescope planes is about 48 cm, and the distance between adjacent
planes is about 2.5 cm.

2.3 Timepix3 calibration

For both DUTs the Timepix3 ASICs were operated in the ToA & ToT acquisition mode in which
both the time of arrival (ToA) and time over threshold (ToT) are measured for each hit. Figure 3
illustrates how these measurements are performed in Timepix3. When the preamplifier output
crosses a threshold value, a local voltage controlled oscillator (VCO) is started which has a frequency
of 640 MHz. The pixel logic determines the so-called fine time of arrival (fToA) by counting the
number of clock cycles from the VCO until a rising edge of the 40 MHz system-clock arrives.
Meanwhile, the pixel logic also registers the number of 40 MHz clock cycles, which is called the
coarse time of arrival (cToA). From the fToA and the cToA, the overall time of arrival of each hit
can be determined with a granularity of about 1.56 ns. For the same hit, the time over threshold is
determined with a granularity of 25 ns by counting the 40 MHz clock while the preamplifier output
is above the threshold value.
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Figure 3. Diagram of the ToA and Tol measurements in Timepix3 for two hits with a different signal
amplitude [16].

When a minimum ionising particle (MIP) crosses the sensor, the generated electron-hole pairs
induce a transient current signal on the pixel implants, which is subsequently integrated by the charge
sensitive preamplifier in the analog front-end of the corresponding pixel [17]. The preamplifier
output signal is proportional to the integrated current, and thus to the number of electron-hole pairs
that were generated in the sensor. The integrated current is then discharged at a constant rate by the
Krummenacher feedback of the preamplifier [18], and the output signal will therefore decay linearly.
As a result, the ToT is roughly proportional to the amount of charge in the signal. To convert the
ToT measurement to charge, a test-pulse calibration is performed. A controlled amount of charge
can be injected into the analog front-end of each pixel using the built-in test-pulse circuitry. This
is done for charge values up to about 18ke™ in steps of approximately 250e™. The relationship
between charge and the mean ToT response is then determined for each pixel by fitting the surrogate

function [19]
P2

0-p3’

and the inverse relationship gives the conversion from ToT value to signal charge.
The VCO divides the 25 ns period of the 40 MHz clock into 16 TDC time bins of approximately

1.56 ns each. However, there are significant deviations in the widths of these bins as a consequence

ToTl = po+p10 - 2.1

of (i) variations in the VCO frequency due to process variation in the fabrication of Timepix3, and
(ii) variations in the signal propagation delay between a pixel and its corresponding VCO (which is
shared by eight pixels) due to differences in the capacitive loading of the traces that connect them.
The latter affects the width of the first time bin, which has an fToA value of zero. The time bins for
fToA values 1 to 14 have a size that is mainly determined by the VCO frequency. The size of the
last time bin, with fToA = 15, is determined by how much time in the 25 ns period remains after
subtracting the total width of the other time bins.

To correct timing errors introduced by the TDC time bin variations, their sizes are measured
using externally timed digital test pulses, which bypass the analog front-end of the pixel, and directly
go to the digital part instead. The external test pulses are generated by a pulse generator that is
triggered on an edge of the 40 MHz clock for synchronisation. The trigger delay is then varied in
steps of 10 ps to scan the whole 25 ns period. For each value of the trigger delay, 1000 test pulses
are sent to the pixels, and the resulting fToA values are recorded. Figure 4 shows a part of such a
delay scan for a single pixel of the 3D detector. For this pixel, a test pulse that is generated with a
trigger delay of zero arrives in the fToA = 2 time bin— a trigger delay of zero is not necessarily
aligned with a 40 MHz clock edge due to delays in the electronics and cabling. As the trigger delay



is increased, the fToA decreases because the time to the first subsequent 40 MHz edge decreases.
After an fToA value of zero, the test pulse arrives in the fToA = 15 bin of the next 25 ns period.
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Figure 4. Test pulse delay scan of a single pixel of the 3D detector. The plot shows the number of hits with
even and odd fToA values as a function of the delay configuration of the pulse generator.

For each fToA value n, the time bin size is determined by fitting the number of hits in its
corresponding time bin with

N total

Nn(d) = )

erf(d_l)—erf(d_l—_w)] : 2.2)
V2o, V2o,

where Ny is the total number of test pulses per delay value, d is the trigger delay, oj is the jitter in
the measured arrival time of the test pulses with respect to the 40 MHz clock, and finally, / and w
are the lower edge and size of the time bin, respectively. Figure 5 shows the distribution of the time
bin size for both DUTs. It can be seen that the first and last time bins deviate the most from their
design value of 1.56ns. The results also show that some pixels only have 15 non-zero time bins:
0.49 % and 24.8 % for the 3D and thin planar detector, respectively. The difference between the two
detectors is explained by the fact that they use different versions of Timepix3. The 3D detector uses
the first iteration of Timepix3 whereas the thin planar detector uses the second iteration in which
a power distribution issue was addressed. The results for the 3D detector are in agreement with
test pulse delay scans performed on other first-iteration Timepix3 chips [20]. For each hit, the time
difference between the rising edge of the 40 MHz clock and the centre location of the time bin for
the corresponding fToA value is subtracted from the cToA to correct for the unequal sizes of the
TDC time bins.

As was mentioned above, each VCO is shared by a group of eight pixels called a superpixel.
This can lead to the scenario in which the oscillator is already running when a hit arrives in a
pixel. The arrival time of the earlier hit that started the oscillator, lies somewhere in a 1.56ns
range (assuming an ideal VCO). The exact arrival time in this range is (of course) unknown, and
the location of the time bin of the second hit is therefore also unknown because it depends on
when the oscillator was started. As a consequence, the time bins will have a difference in time



L LA AL BB R B L L | LA A B R B R R LA AL S |
1.5F 4 25 ]
_ I — 3D, fToA =0 ] r — 3D,0 < fToA < 15 ]

] L 3D, fToA = 15 E L Thin planar, 0 < fToA < 15
g : — Thin planar, fToA = 0 ] — 20 :- -:
o L — Thin planar, fToA = 15 | oy 3 1
& 1-0 I 1n planar, 0. ] F’Q-q 15 - -
o st -
= X N ]
X T 10 b
g 0.5 ] 2 C ]
g0 § st ]
0.0 [ | SRR PN U NI R R R R e PRI S T T T A | 0 : Lo e P IR R T TR N T [T NPT B
0.0 0.5 1.0 1.5 2.0 2.5 3.0 1.55 1.60 1.65 1.70 1.75 1.80

Time bin size [ns] Time bin size [ns]

Figure 5. Distribution of the TDC time bin size for the 3D and thin planar detector. The left plot shows
the first and last bins which vary the most in size, and the right plot shows the time bins that lie in between.
There is a spike at zero in the left plots due to bins with a size of zero.

resolution: for the first hit, the time binning contribution o to the overall time resolution is
1.56ns/V12 because the first time measurement is described by a rectangular distribution. The
time measurement of the second hit, however, has a (symmetric) triangular distribution with a base
of 2 X 1.56 ns due to the unknown arrival time of the first hit, and therefore it has a time binning
resolution of 2 X 1.56 ns/ V24, which is a factor V2 worse than that of the first hit. Since the second
hit is typically also associated with more timewalk, and therefore also more timing jitter (due to a
lower signal to noise ratio in the analog front-end), only the time measurements of the first hits in
each superpixel are used in this study.

For each pixel, the time of arrival within the 25 ns period is determined as the centre location of
the TDC time bin with respect to the 40 MHz clock. However, this time calibration only corrects for
timing errors within a single clock phase. A pixel can still have an overall time offset due to (i) phase
differences among pixels in the 40 MHz clock due to the clock distribution, and (ii) variations in
the speed of the analog front-end due to the power distribution over the pixel matrix. These offsets
cannot be measured with test pulses because they themselves suffer from (unknown) differences
in arrival time over the pixels due to their routing delays in the chip. Test beam data is used
to determine these overall time offsets as the mean time-residual with respect to the downstream
scintillator for each pixel. These values are then used as corrections and subtracted from all time
measurements in those pixels. Figure 6 shows the pixel time offsets for both DUTs. The pixel
time offsets of the 3D and thin planar detectors approximately follow Gaussian distributions with
standard deviations of 0.64 ns and 0.56 ns, respectively. The difference in their global behaviour
over the pixel matrix is attributed to the fact that they use different versions of Timepix3.

3 Measurements and results

3.1 Perpendicular incidence

In this section the timing performance of the DUTs is assessed with a perpendicularly incident beam
with particles crossing the sensor in the negative z-direction (see figure 1 for reference). To achieve
a perpendicular incidence, the mean cluster size was measured for various angular positions of the
rotation stage ranging from —8° to 8°, and the angular position corresponding to a minimum in the
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Figure 6. Pixel time offsets of the 3D (left) and thin planar detector (right) after correcting the timing errors
from VCO variations.

mean cluster size, and thus true perpendicular incidence, was determined by fitting a second degree
polynomial.

The time resolution of a sensor typically improves with an increase in charge carrier velocity;
therefore, the focus in this section is mainly on measurements performed at the highest reverse bias
potential that allowed operation of the detector without breakdown — a state in which the leakage
current increases exponentially. The 3D and thin planar detectors were operated at 60 V and 90 V,
respectively. The threshold values for detecting a hit were set at 800e™ and 700 e, respectively.
First, the timing behaviour within a pixel cell for both DUTs is discussed. This is then shown to
strongly depend on the typical signal size, which is substantially different for both sensors. Then the
efficacy of two different types of timewalk corrections that can be applied to the time measurements
is discussed. Finally the hit time resolution of both DUTs will be presented.

The track information provided by the telescope is used to the determine the track intercept
with the DUT for each track. Events are then collected based on the intrapixel coordinates of the
track intercept into (overlapping) circular bins of 1 um? that are placed on a 0.2 um square grid.
This spacing is significantly smaller than the 1.6 um resolution of the track intercept, and is chosen
so to study the transition between the electrode regions and the region between them. For each
bin the relative delay is determined as the mean difference between the hit time measurements
on the Timepix3 ASIC and their corresponding reference time, which are defined as the weighted
means of the up- and downstream scintillator measurements. It should be noted here that the
overall time offset between the hits and the scintillators has been subtracted, and that a relative
delay of zero therefore corresponds to this overall offset. The result is shown in figure 7 for both
DUTs. The electrodes in the 3D sensor are clearly visible as regions that have a large positive delay.
Furthermore, the readout electrode appears to be slightly off-centre, and the time delay seems to
increase more gradually on its bottom left side. For the thin planar sensor it can be seen that it is
mainly slower near the pixel corners. This will be explained in terms of signal charge below.

Figure 8 shows the cluster charge distributions obtained in these measurements for both DUTs
together with fits of a Landau distribution convolved with a Gaussian distribution. The left plot
shows the charge distribution for particles going through different regions of the 3D sensor. Events
from particles going through an electrode have less charge because only energy that is deposited in
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Figure 7. Relative delay within a pixel cell of the 3D detector (left) and the thin planar detector (right). The
shaded regions indicate where the relative delay is longer than 4 ns.

the bulk silicon is converted into electron-hole pairs that drift so that they induce a signal. The cluster
charge resulting from a particle going between the electrodes has a most probable value (MPV) of
about 22 ke™, which is in agreement with a MIP crossing 300 um of silicon. The cluster charge in the
thin planar sensor has an MPV of about 3.3 ke™ for particles going through the central area of a pixel
(defined as the region where the track intercept is at least 2 um away from the nearest pixel edge).
This value is as can be expected for a MIP crossing 50 um of silicon. It can also be seen that the MPV
of the cluster charge from particles crossing the sensor close to the boundary between two pixels is
lower. This is expected because charge is being shared by two (or more) pixels, and sometimes not
all pixels collect enough charge to reach the threshold level for registering a hit, causing this charge
to escape detection and resulting in a lower cluster charge measurement. Furthermore, it seems that
the thin planar detector has hits that are below threshold, but this is probably a problem with the
charge calibration (section 2.3) for small charges due to the ToT distribution being partially cut off,
which leads to a mean ToT value that is not representative for measurements of charges close to the
threshold value, which in turn affects the fit of the surrogate function.
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Figure 8. Distributions of the collected charge per cluster for the 3D detector (left) and the thin planar
detector (right) normalised to the peak values of their corresponding fits.

Figure 9 shows the time residuals for the 3D detector after applying various corrections. In the
left plot the time measurements are only corrected for the systematic timing offsets in the pixel matrix



as described above in section 2.3. It can be seen that there is a tail in the time residual distribution
that is dominated by hits from particles going through one of the electrodes. The middle plot shows
the same time residuals after they are also corrected for timewalk by first collecting hits into bins
based on their charge measurement, and subsequently subtracting the mean of the time residuals in
each bin. This correction significantly narrows the readout and field electrode distributions because
these measurements suffer more from timewalk due to the lower signal charge as was shown in
figure 8. It can also be seen that the two residual distributions of the electrode events are not
aligned after the timewalk correction. Somewhat surprisingly, the readout electrode region appears
to be slower. As will be shown below, there is a slow region above the readout electrodes that can
explain why these events are late. The right plot shows the result of a method that also corrects
time variations that are not due to signal size variations. This method works by also binning hits on
the track intercept within the pixel (in addition to binning on charge) leading to a lookup table of
corrections in terms of the x-intercept, y-intercept, and charge. This effectively corrects for spatial
regions that are slower (or faster) than others. In the remainder of this paper these two types of
corrections will be referred to as partial- and full timewalk corrections, respectively. The term
“timewalk” is usually restricted to only describe those variations in time-to-threshold (the time it
takes a signal to reach threshold value) that are due to variations in signal size, but for conciseness
this definition is expanded to include also other systematic effects that affect the time-to-threshold,
such as variations in signal induction affecting the signal shape (which also includes drift time
effects). Although applying a full timewalk correction can be important in some cases [16], its
impact on the time resolution is relatively small for these DUTs as will be shown shortly.
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Figure 9. Time residuals in three different regions of the 3D detector without timewalk correction (left),
with a timewalk correction based on charge only (centre), and with a correction based on both charge as well
as track intercept (right). This shows that the tail in the time residual distribution can be mostly corrected

with only a charge-based timewalk correction.

Figure 10 shows the time residuals for the thin planar detector. The left plot, which contains the
time residuals without timewalk correction, shows that the distribution is wider than that of the 3D



detector. This is due to more severe timewalk effects because the signals in the thin planar sensor
are typically much smaller (see figure 8). Also, the effect is more pronounced for particles that
cross the sensor close to the edge of a pixel due to charge sharing. The middle plot shows that the
partial timewalk correction, which is based on charge only, narrows the distribution considerably.
The distribution from events near the pixel edge is still slightly off-centre, which is most likely due
to a slower signal induction as a consequence of the electric field shape as well as a nonuniform
weighting field. This is caused by the relatively small size of the pixel implant, which has a diameter
of 30 um compared to the pixel pitch of 55 um. Applying a full timewalk correction corrects for the
remaining time offsets.
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Figure 10. Time residuals in two different regions of the thin planar detector without timewalk correction
(left), with a timewalk correction based on charge only (centre), and with a correction based on both charge
as well as track intercept (right). The timewalk corrections improve the residuals significantly because the
sensor has low charge signals.

The resolution of the hit time measurement is determined using the two residuals with respect to
the up- and downstream scintillators. Since the scintillators perform independent measurements, the
covariance between the two residuals corresponds to the time resolution of the hit time measurement:

o2 =cov(t —tg, t — 1) 3.1

where ¢ is the hit time, and 7, and #4 are the up- and downstream scintillator measurements [16].
The covariance is determined by performing a maximum likelihood fit of a bivariate Gaussian
distribution to the residuals.

Figure 11 shows the hit time resolution of both DUTs as a function of signal charge. It also
shows the combined contribution to the overall time resolution of the analog and digital parts of
the front-end in Timepix3. This contribution represents the limit of what time resolution can be
achieved with Timepix3 and depends on the pixel capacitance of the sensor. The measurement of
the front-end contribution is briefly explained in the following paragraph before discussing the test

beam results shown in the figure.
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The Timepix3 analog front-end time resolution was measured using the same method as the
test pulse delay scan that was used to determine the sizes of the time bins in section 2.3, but instead
of sending the test pulses directly to the digital front-end, they were sent to the analog front-end.
The delay scan was repeated for test pulse amplitudes corresponding to injected charges Q ranging
from 2ke™ up to 17ke™ in steps of 1 ke™. The maximum amount of injected charge is limited by
the internal DACs that provide the test pulse voltage. The parameter o in equation (2.2) is now
identified as the jitter contribution of the analog front-end:

Oy

o 2
T= aviai (3-2)

where o and dV/dt are the noise and slew rate of the preamplifier output signal at the threshold
value. The combined time resolution of the front-end is obtained by adding the contribution of the
digital front-end to the fit result as

o 2 1 n W2
2 \ i
= Ty 33
Tte (dV/dt) n Z‘ 12 3-3)

where the sum is over the time bin sizes w; that were measured before. The second term thus
describes the mean variance of rectangular distributions having widths w;, and taking its square
root gives 461 ps and 473 ps for the 3D and thin planar detectors, respectively. The thin planar
detector has a higher value due to its bigger time bins (see also figure 5). The charge dependence
of the front-end time resolution is modelled as

2
0'fe(Q)2 = (ﬁ) + C2 , (3.4)

where a, b, and c are fit parameters. The fits are shown for the front-ends of both DUTs. It can be
seen that the thin planar detector has a lower analog front-end contribution to the time resolution
because the sensor has a lower pixel capacitance than the 3D sensor.

Figure 11 shows that the hit time resolutions of both DUTs have a strong charge dependence.
The time resolution of the 3D detector after partial and full timewalk correction is dominated by
the analog front-end for signals that are larger than 10ke™ and 11.5ke™, respectively. For the thin
planar detector the time resolution is dominated by the analog front-end for signals larger than
2ke™. After partial and full timewalk corrections, the 3D detector achieves an overall resolution
of 620 + 7 ps and 609 + 7 ps, respectively. This is only marginally better than the standard 300 pm
planar sensors of the telescope which achieve a resolution of 650 + 9ps [16]. When a minimum
charge cut of 15ke™ is applied, effectively rejecting events in the electrode regions, these figures
improve to 573 + 6 ps and 567 + 6 ps, respectively. However, this cut also reduces the efficiency to
75.2 £ 1.5%. For the thin planar detector a minimum charge cut of 1ke™ is used. It achieves an
overall time resolution of 683 + 8 ps after full timewalk correction. This time resolution is different
than the time resolution of 0.86 ns found in [21] for the same sensor type and ASIC. The difference
can be attributed to several factors: (i) in addition to pixel corrections, fToA corrections were
applied as described in section 2.3; (ii) the measurements in this study were performed at a higher
bias potential; and (iii) in this study the timewalk correction has been determined using test beam
data instead of test pulse measurements.
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Figure 11. The time resolution as a function of hit charge for both DUTs. The contribution of the Timepix3
front-end obtained from test pulses is also shown.

3.2 Grazing incidence

For the measurements discussed in this section, the DUTSs are rotated around their local y-axes such
that the beam points mostly in the x-direction with a small positive z-component (see figure 12).
This results in long clusters covering 192.0 + 1.1 and 145.7 + 2.4 columns for the 3D and thin planar
sensor, respectively. This allows for the investigation of the timing behaviour at various depths in
the sensor as particles traverse a z-range of less then 2 um in each pixel. A more detailed explanation
of this method can be found in [22]. First the charge collection as well as the relative delay within
a pixel cell of both DUTs is discussed, after which the single hit time resolution is assessed. The

final part of this section investigates the possibility of combining the hit time measurements of each
cluster to obtain a more precise time measurement.

MIP

o

1= B &>

Figure 12. Diagrams showing the beam direction in a pixel cell of the 3D detector (left) and the thin planar
detector (right) for measurements performed with a grazing-incidence beam.
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Hits are collected into spatial bins based on the y-, and z-intercepts of the reconstructed track
with the yz-plane at the x-centre of the corresponding pixel. They are collected into rectangular
bins of 0.5 x 2.5um? for the 3D detector, and square bins of 0.5 X 0.5 um? for the thin planar
detector. For each spatial bin, a convolution of a Landau and a Gaussian distribution is fitted
to the charge distribution by performing a x> minimisation. Figure 13 shows the MPV of the
charge distribution as a function of y- and z-intercept. Compared to the measurements that were
performed at perpendicular incidence, the collected charge in a single hit of the 3D detector is now
much smaller because each pixel now only collects the charge from a particle traversing the width of
the pixel instead of the full sensor thickness. As before, particles crossing the electrode regions of
the 3D sensor have smaller signals. It can also be seen that the readout electrodes are under a slight
angle, which explains the behaviour of the relative delay near the readout electrode in figure 7. The
signal size of the thin planar sensor is mostly uniform over the pixel except near the edges where
charge is lost due to charge sharing.
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Figure 13. Lateral intrapixel MPV of the collected charge for single hits of the 3D detector (left) and the thin
planar detector (right) measured with a grazing incidence beam at bias potentials of 60 and 90 V, respectively.
The length of the pillar structures can be seen clearly from the abrupt changes in the charge distribution at
about z = 230 um and 60 um for the readout- and field pillars, respectively.

The relative delay in each spatial bin is determined as before in section 3.1. Figure 14 shows the
relative delay for the 3D detector after a partial timewalk correction was applied. It also shows a bias
potential scan of the relative delay as a function of sensor depth z for events that fall into a 0.2 ym
window centred at y = 15 um. Most notable is the region above z ~ 250 um where the relative delay
keeps increasing with z until hits start falling outside of the 250 ns time window of the clustering
algorithm in the telescope reconstruction software. This is most likely an indication that the sensor
is not depleted in this region, and that the charge is therefore being collected only by diffusion,
resulting in long charge collection times. It might be expected that these long collection times allow
for charge carrier recombination, but figure 15 shows that there is no significant decrease in the
collected charge in the nondepleted region. The carrier lifetime in lowly doped silicon (less than
~ 10" cm™3) is dominated by the Shockley-Read-Hall mechanism [23, 24] in which electron-hole
pairs recombine through deep-level impurities [25]. This mechanism depends on the number of
impurities and crystal defects in the bulk silicon. The actual carrier lifetime is therefore difficult to
predict, but can be in the order of milliseconds for good quality silicon [26].

13-



300¢ 2.0 15+ .
250 5o
E 200F £ ol ]
ol oz
g 150 <
2 ‘ 05 2
= 100 F s 57 .
n
L ~
sof 0.0
of 0.5 Of Mot
0 50 100 150 200 250 300
y-intercept [um] z-intercept [um]

Figure 14. Relative delay in the 3D detector measured at a bias potential of 60V (left) and the relative
delay at y = 15 um as a function of sensor depth z for various bias potentials (right). In both plots a partial
timewalk correction is applied. The shaded region indicates where the relative delay is longer than 2 ns.
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Figure 15. Hit charge MPV of the 3D detector as a function of depth for various bias potentials at y = 15 um.

The relative delay for the thin planar detector after a partial timewalk correction is shown in
figure 16 together with a bias potential scan of the relative delay as a function of sensor depth z at
y = 27.5 um. There is an increase in the relative delay near the y-edges of the pixel due to a slower
signal induction. It can also be seen that the relative delay has a minimum near the z-centre of the
sensor. This minimum is located at z ~ 20 um for a bias potential of 90 V. The fact that the sensor
is faster in this region cannot be caused by variations in signal size since the MPV of the charge
distribution is uniform along z at y = 27.5 um as can be seen in figure 13. Instead, it is probably
due to a difference in charge carrier velocity. For particles crossing the pixel close to the implant,
the induced signal is mostly due to holes moving away from the pixel implant. Electrons, which
have a higher drift velocity, will contribute to the signal when the particle crosses the pixel further
away from the implant (towards the z-centre), resulting in a faster signal. As the particle crossing
point moves even closer to the backside of the sensor, the relative delay increases again because the
weighting field is lower near the back electrode (since the pixel does not have an ideal parallel plate
geometry), and hence the charge has to drift for some time before significant induction appears as
can be seen from the weighting potential shown in figure 17.

The hit time resolution is shown in figure 18 for both DUTs. It can be seen that the 3D detector
has the best time resolution in the region 60 um < z < 230 um. A full timewalk correction improves
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Figure 16. Relative delay in the thin planar detector measured at a bias potential of 90V (left) and the
relative delay at y = 27.5 um as a function of sensor depth z for various bias potentials (right). In both plots
a partial timewalk correction is applied.

Figure 17. Equipotentials of the analytic weighting potential (as derived in [27]) at y = 27.5 um for a 30 um
square pixel implant.

the time resolution outside of this region because it corrects for the differences in time delay that are
not only due to signal size variation. For the region 60 um < z < 230 um, only the time resolution
after a full timewalk correction is shown as the improvement over a partial timewalk correction is
not clearly visible in this plot. At the most probable signal charge, the thin planar detector has a
better time resolution than the 3D detector because the latter suffers more from jitter in the analog
front-end due to a higher pixel capacitance.

3.3 Multi-hit time resolution

A more precise time measurement might be obtained by combining the single hit time measurements.
One way to do this is by calculating a weighted mean of the single hit measurements using the
charge dependent time resolution (figure 18) in determining the weights as o 2. The result is shown
for both DUTs in figure 19. For the 3D sensor only hits in the region 60 pm < z < 230 um are used
in the weighted mean. The dependence of the cluster time resolution on the number of hits # is
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Figure 18. The time resolution as a function of hit charge for both DUTs. The contribution of the Timepix3
front-end obtained from test pulses is also shown.

modelled as

1—
0'02l (n) = ( p P +p) ofit 3.5)

where p can be thought of as the mean correlation between the hits. This expression is exact for
performing n measurements of equal time resolution op; that are all correlated to each other by the
same amount p. For a weighted mean as performed here, it becomes an approximation.
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Figure 19. The cluster time resolution for both DUTs as a function of the number of hits used to calculate
the cluster time.

The thin planar detector achieves a time resolution of about 100 ps for about 50 to 60 hits,
and the 3D detector achieves a resolution of about 250 ps for about 40 hits. It can be seen that the
measurements on both DUTs are not completely uncorrelated since they do not scale as 1/+/n. In
principle, correlation between hits is expected since all measurements are performed with a single
clock. However, variation in the TDC bin size and time offsets between pixels effectively misalign
the TDC bins and act as a type of dither resulting in much less correlation than what would be
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expected for perfectly aligned TDC bins. Correlations due to clock jitter, on the other hand, are
not reduced by this misalignment. The 3D detector suffers more from correlations between the hits
than the thin planar detector. This could be because the thin planar detector has more variation in
the size of its time bins (figure 5). Detailed investigation of these remaining correlations is outside
the scope of this paper, but could be interesting for applications that use ASICs from the Timepix
family as a readout for microchannel plates [28].

4 Conclusion

It has been shown that the 3D and thin planar sensors exhibit significant variations in the relative time
delay as a function of intrapixel position for particles crossing the detector at both perpendicular and
grazing angles of incidence. These variations were corrected by a conventional timewalk correction
based on the amount of charge collected in each hit. Using the track information to correct for
time variations that are due to spatial dependence of the signal induction offers only about a 1 %
improvement in the overall time resolution in measurements performed at perpendicular incidence.
However, the overall time resolution is dominated by the Timepix3 front-end. For the most probable
signal charge in a single hit, the time resolution of the 3D detector is dominated by the TDC in the
digital front-end. For the thin planar detector, jitter in the analog front-end also has a significant
contribution in addition to the TDC. Using the track information to correct for time variations might
be useful in a future 4D tracker that uses a faster front-end with a more precise TDC.

At perpendicular incidence the 3D detector suffers least from timewalk because the 3D sensor
generates signals that are about a factor six bigger than that of the thin planar sensor due to the
difference in thickness. Small signals in the analog front-end of Timepix3 do not only result in
an increased time delay, but the timing jitter also increases significantly because the preamplifier
output signal crosses the threshold value of the discriminator with a lower slew rate. In spite of this,
the thin planar detector has a better time resolution for signals of less than about 16 ke™ because the
3D detector has a worse time resolution for particles crossing the electrode regions and it has more
analog front-end jitter due to a higher pixel capacitance. Still, at their typical signal size, the 3D
detector achieves a better overall time resolution of 567 + 6 ps compared to 683 + 8 ps for the thin
planar detector.

Using a grazing angle beam showed that there is a slow region near the backside of the 3D
sensor which is probably due to this region not being depleted. The best time resolution for
the grazing angle measurements was achieved by the thin planar detector because its lower pixel
capacitance gives it an advantage over the 3D detector for small signals. Furthermore, for the thin
planar sensor it has been shown that, in terms of relative delay, there is an optimum region in the
middle of a pixel cell due to the difference in charge carrier velocity. It would be interesting to
compare the thin planar n-in-p sensor that was used in this study to a p-in-n sensor because it can
be expected that a p-in-n sensor will have faster signals for charge generated in the region close to
the pixel implant since electrons would dominate in the signal induction instead of holes.

The possibility of achieving a better time resolution by combining several hits of the same
cluster was briefly explored. Although this can indeed give a better time resolution, there is a
difference between the DUTs in the amount of correlation in the hit time measurements. To achieve
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a good time resolution it is vital to have minimum correlations, and a more careful analysis is

therefore required to understand the cause of this difference.
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