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Abstract: We revisit the spectrum of linear axisymmetric gravitational perturbations of
the (near-)extreme Kerr black hole. Our aim is to characterise those perturbations that
are responsible for the deviations away from extremality, and to contrast them with the
linearized perturbations treated in the Newman-Penrose formalism. For the near horizon
region of the (near-)extreme Kerr solution, i.e. the (near-)NHEK background, we provide a
complete characterisation of axisymmetric modes. This involves an infinite tower of prop-
agating modes together with the much subtler low-lying mode sectors that contain the de-
formations driving the black hole away from extremality. Our analysis includes their effects
on the line element, their contributions to Iyer-Wald charges around the NHEK geometry,
and how to reconstitute them as gravitational perturbations on Kerr. We present in detail
how regularity conditions along the angular variables modify the dynamical properties of
the low-lying sector, and in particular their role in the new developments of nearly-AdS2
holography.
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1 Introduction

Gravitational perturbations of a black hole illustrate the invaluable interplay between the-
ory and experiment (or numerical simulation) in general relativity. For example, any
progress in the analytic calculations controlling the physics of extremal mass ratio inspirals
(EMRI) can be of experimental relevance since it can give rise to more accurate waveforms
used in the data analysis algorithms searching for gravitational wave signals.1

This synergy between theory, experiment, and numerical simulations, has been further
crossed in recent years when the primary black hole in the binary system is near-extremal.
The enhancement of symmetry from R× u(1) to sl(2,R)× u(1) in the near horizon region
and the use of asymptotic matching techniques allows the computation of some observables
either exactly, or with high analytic accuracy; see [10–18] and references therein. What
this body of work stresses is that the gravitational radiation from near-extremal primaries
has rather unique features and can be used as a smoking gun for identifying these objects
in the sky.2

A further, and more recent, development in the theory side has been the identification
of the relevant degrees of freedom describing the low energy physics driving a black hole
away from extremality. Based on ideas from nearly-AdS2 holography [23, 24], these degrees
of freedom arise from breaking the reparametrization symmetries of the AdS2 throat that
appear in the near horizon region of the extremal black hole. This mechanism includes
a spontaneous plus an explicit symmetry breaking pattern, leading to the construction of
an effective field theory description for the resulting pseudo-Goldstone modes. This low
energy sector determines important aspects of the gravitational backreaction, and several
properties that are key to our microscopic (quantum) understanding of black hole physics.

However, whereas gravitational perturbations of Kerr black holes are typically formu-
lated using the Teukolsky formalism [25–27], the description of nearly-AdS2 holography
physics is typically done in the context of Jackiw-Teitelboim (JT) gravity [28, 29], or sim-
ilar two-dimensional gravitational theories. The former is a gauge invariant description
based on the Newman-Penrose formalism whose relation to measurable quantities in grav-
itational wave physics is known. The latter is based on some specific choice of gauge and
is typically tied to the near horizon geometry, from which its universality comes from. It
is natural to ask how the features of JT gravity appear in the Teukolsky formulation and
how they are glued to the asymptotically flat physics that we observe. We will refer to

1More precisely, EMRIs are one of the most exciting sources of gravitational radiation for the space-
based detector LISA [2]. However, they are also very challenging to model and to extract data [3–5]. This
is because EMRIs will be observable for a large number of cycles before plunge, involving eccentric and
inclined orbits up to a few cycles before the latter. This introduces a huge amount of complexity to encode
and extract such information in models, but at the same time makes them suitable to test GR [6–8]. See [9]
for a broader perspective on the relevance of LISA for theoretical physics.

2These features also leave a trace in the dynamics of the transition from inspiral to plunge in a circular
equatorial orbit. In [19, 20], new potential terms responsible for different scaling behaviours were identified in
the near-extremal regime, extending the original analysis by Ori and Thorne [21]. In fact, if near-extremal
Kerr black holes exist and are observed, they are predicted to have much higher parameter estimation
sensitivity, using gravitational wave probes, than regular rotating Kerr black holes and the origin for such
increase can, once more, be traced to the existence of a throat in the near horizon geometry [22].
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Figure 1. The near-extremal Kerr geometry, highlighting its NHEK portion. Gravitational pertur-
bations of the near region, described by the NHEK geometry, are glued to perturbations in the far
region, which includes the asymptotically flat region of the black hole. The red circle represents the
asymptotic boundary of the AdS2 throat, which lies in the matching region for the perturbations.

the gravitational perturbations that encode these features as the JT sector, and fields that
obey the same dynamics as the scalar field in JT gravity will be called JT modes.

Following these motivations and observations, the purpose of this work is twofold.
First, we generalize the original results in [30] and relate axisymmetric gravitational per-
turbations around the near horizon geometry of the extremal Kerr black hole (NHEK) to
the gauge invariant Weyl scalars appearing in the Teukolsky formulation. This involves an
infinite tower of (near-)AdS2 modes together with the much subtler low-lying mode sectors
that contain marginal extremal deformations and a JT sector responsible for driving the
system away from extremality. Second, we discuss how to glue the previous near horizon
relations to the full asymptotically flat (near-)extremal Kerr geometry. Figure 1 depicts
the various regions in the geometry that are used in this gluing procedure. For the low-
lying modes this is an intricate task as we will discuss in detail: for smooth perturbations,
diffeomorphisms enter in this process which become physical states on NHEK, and there
are also cases when the singular nature of some of these modes adds novel features to the
matching procedure.

Before presenting our general strategy and main results, and in an attempt to make this
work minimally self-contained while taking into account the expertise of different readers,
we have included several appendices at the end of this manuscript providing brief reviews
on different topics. Appendix A discusses some relevant aspects of the standard Teukolsky
formalism of gauge invariant gravitational perturbations, applied to both the Kerr black
hole and the NHEK geometry, and the content of Wald’s theorem regarding gravitational
perturbations on Kerr [1]. Appendix B reviews some of the ideas in nearly-AdS2 holography.

1.1 Summary of our strategy and results

The (near-)extremal Kerr black hole is a particular example of (near)-extremal black holes
where the ideas of nearly-AdS2 holography, reviewed in appendix B, should apply. However,

– 3 –
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the explicit breaking of the spherical symmetry makes the identification of the JT sector
subtle, and as we will show, adds new intricacies to the low energy description. Prior
work that incorporates aspects of rotation in nearly-AdS2 holography includes [31–36] and
see [37–42] for extensive work on the three-dimensional BTZ black hole. Here we follow,
and generalize, the approach presented in [30].

To start our summary, we first focus on our results regarding the gravitational per-
turbations on NHEK. We describe axisymmetric gravitational perturbations of NHEK as
follows

ds2 = J
(
1 + cos2θ + εχ(x, θ)

) [
gabdxadxb + dθ2

]
+4J sin2θ

1 + cos2θ + εχ(x, θ) (dφ+Aadxa + εAadxa)2 +O(ε2) . (1.1)

Here J = M2 is the maximal amount of angular momentum allowed by requiring the
absence of naked singularities. Note that we are setting G4 = 1. At linear order in ε, these
perturbations are determined by a single scalar χ(x, θ) satisfying

�2χ+ sin3 θ

cos θ ∂θ
(

cos2 θ

sin3 θ
∂θ

(
χ

cos θ

))
= 0 , (1.2)

where �2 = ∇a∇a is the Laplacian on AdS2 with coordinates denoted by x. After separa-
tion of variables,

χ(x, θ) = sin2θ
∑
`

S`(θ)χ`(x) , (1.3)

the `-modes on the sphere correspond to associated Legendre polynomials with ` ∈ Z and
` ≥ 2, while the function χ`(x) satisfies the wave equation

�2χ` = `(`+ 1)χ` , (1.4)

on AdS2. These perturbations describe a tower of AdS2 modes with conformal dimension
∆ = `+ 1 ≥ 3.

Since this description is not gauge invariant, its relation to the gauge invariant quan-
tities appearing at linear order in the Teukolsky formalism is not apparent. By computing
the appropriate Weyl scalars, Ψ0 and Ψ4, we show that modes with ` ≥ 2 have a one-
to-one correspondence with outgoing and incoming modes in the Teukolsky formalism.
Hence, these are physical and in accordance to prior work on gravitational perturbations
in NHEK [43–45]. We will refer to them as propagating modes.

There are no associated Legendre polynomials with ` = 0, 1. However, these modes are
allowed by the AdS2 Breitenlohner-Freedman bound [46]. We will refer to these as low-lying
modes. Our analysis shows that they give rise to non-normalizable modes on the sphere.
The corresponding metric perturbations have conical singularities at either the north or the
south poles.3 Furthermore, both Ψ0 and Ψ4 diverge at the location of such singularities.
We point out that requiring the absence of such divergences, i.e. Ψ0 = Ψ4 = 0, which is

3This observation was recently made in a similar context to ours in an appendix in [47].
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a much milder condition that setting χ` to zero, gives rise to two constraints.4 This is
interesting for three reasons:

• For Ψ0 = Ψ4 = 0, the resulting perturbation due to χ is not a diffeomorphism
plus a change of mass and/or angular momentum. This does not contradict Wald’s
theorem [1] since these modes produce conical singularities on the geometry.

• For ` = 1, combining these two constraints together with the AdS2 wave equation,
coming from the linearized Einstein’s equations, can be shown to be equivalent to
the JT equations of motion

∇a∇bΦJT − gab�2ΦJT + gabΦJT = 0 . (1.5)

This equation is the key feature of nearly-AdS2 holography. As described in ap-
pendix B, from the dynamics of (1.5) one can infer the low energy sector that arises
due to the symmetry breaking pattern.

• For ` = 0, the same constraint gives rise to a constant zero mode.

Thus, including the low-lying modes in the AdS2 tower gives rise to an extra irrelevant
perturbation with ∆ = 2 (` = 1) and a marginal perturbation with ∆ = 1 (` = 0). When
requiring Ψ0 = Ψ4 = 0, the former satisfies the JT equations of motion while the latter is
a constant zero mode. However, both perturbations remain singular since the perturbed
metric has conical singularities at either the north or south poles.

To have a complete characterization of the JT sector, we balance the conical singularity
of the ` = 1 low-lying mode using the following mechanism. First, we show that the Killing
vectors ζ of AdS2 backgrounds of the form

ds2 = Λ(θ)(gAdS2 + dθ2) + Γ(θ)(dφ+Aadxa)2 , (1.6)

which include NHEK as a particular case, are in one-to-one correspondence with a scalar
field Φ(x) solving the JT equations of motion (1.5) and a constant zero mode c(φ). More
explicitly,

ζ = εba∇bΦζ∂a + (Φζ + εabAa∇bΦζ)∂φ , with Φζ ≡ c(φ) + ΦJT . (1.7)

It is important to note that these Killing vectors are determined by the same differential
equations that govern the AdS2 low-lying modes with vanishing Weyl scalars. Hence,
Killing vectors of NHEK naturally encode a second copy of the previously identified ` = 1
and ` = 0 AdS2 modes. However, these are non-dynamical. To make them dynamical, we
observe that a non-single valued diffeomorphism

ξµ(x, θ, φ) = ε

2φ ζ
µ(x, θ) , (1.8)

4Since these Weyl scalars are computed on near-NHEK, it is natural to interpret these conditions as
the absence of ingoing and outgoing energy flux at the horizon [25–27, 48]. At this early stage, it would
be natural to ask why we require both Ψ0 = Ψ4 = 0 rather than simply demanding them to be finite. As
discussed in further detail in section 3.2, this is because the low-lying modes (3.27)–(3.28) are singular at
either of these poles independently of the time and radial dependence of the wave function, due to the mode
decomposition (3.26) and as it can be explicitly seen in (3.20).
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with ζµ(x, θ) a Killing vector on NHEK, acting on gNHEK, gives rise to an axisymmetric
perturbation, i.e. satisfying ∂φ(LξgNHEK) = 0. Even though the latter is locally pure gauge,
it is a physical singular perturbation. Singular, because it gives rise to a conical defect,
as one may have expected from being generated by a non-single valued diffeomorphism.
Physical, because it gives rise to non-trivial Iyer-Wald charges, as we explicitly compute in
section 4.2.

The resulting perturbation, generated by the action of (1.8) on (1.1), takes the form

ds2 = J
(
1 + cos2θ + εχ(x, θ)

) [
(gab + εhab) dxadxb + dθ2

]
(1.9)

+4J sin2θ (1 + εΦ(x))
1 + cos2θ + εχ(x, θ) (dφ+Aadxa + εAadxa)2 +O(ε2) ,

with the dynamical constraints satisfied by hab and Aa given in section 3.2.1. We show
that the physics of the JT sector is driven by the NHEK perturbation with ΦJT = χ.
This is the choice balancing the conical singularities associated with each ` = 1 mode.
We confirm the physical interpretation of this near horizon perturbation as a change of
mass (plus a local diffeomorphism), in agreement with Wald’s theorem, by gluing this near
horizon perturbation with a full Kerr perturbation in section 5.2. A similar mechanism to
balance conical singularities applies to the ` = 0 mode, albeit singularities in this sector
have interesting physical interpretations discussed in section 3.2.2.

Our analysis of axisymmetric low-lying modes in NHEK identifies all the possibili-
ties allowed by Wald’s theorem. In the same gauge as in (1.1), these perturbations are
characterised by

χ(x, θ) = ΦJT(x) + 1
2(1 + cos2 θ) c(φ) , (1.10)

where we stressed the nature of the JT mode and we included the zero mode c(φ). In
section 4.2, we compute the Iyer-Wald charges carried by these near horizon perturbations.
There are three sl(2) charges

δQζ− = −εJc+ , δQζ0 = ε

2J c
0 , δQζ+ = −ε J c− , (1.11)

corresponding to the three independent solutions ΦJT = ciΦζi for the JT modes, one per
generator of sl(2), and the u(1) charge

δQ∂φ = − ε2J c(φ) . (1.12)

The first two columns in table 1 summarise our results on axisymmetric perturbations
of the NHEK spacetime. Besides the set of smooth propagating modes (` ≥ 2), there are
smooth low-lying modes, i.e. ` = 1, 0 modes with vanishing Weyl scalars and whose conical
defects were compensated by a non-single valued diffeomorphism (1.8) giving rise to the
JT modes (` = 1) and a marginal deformation of the NHEK spacetime (` = 0). Among the
singular modes, we distinguish in the third column of the table among two cases: when the
Weyl scalar is non-zero, and the singularity corresponds to a pole of the curvature invariant;
and when the Weyl scalar is locally zero, but there is still a delta function singularity due
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Modes ∆ Weyl scalars Properties on Kerr

propagating ` ≥ 2 `+ 1 non-zero Well-behaved axisymmetric
perturbations

smooth ` = 1 2 zero M (or J) deformation with fixed J (or
M), plus diffeomorphisms

smooth ` = 0 1 zero M and J deformation with fixed
J = M2, plus diffeomorphisms.

singular ` = 0, 1 1,2 non-zero Non-separable Hertz potential

singular ` = 0 1 zero Taub-NUT and/or C-metric deformation

singular ` = 1 2 zero (NHEK)
non-zero (Kerr)?

Separable Hertz potential

?Depending on the specific configuration with vanishing Weyl scalars on NHEK, the resulting Weyl
scalar on Kerr can be either zero or non-zero.

Table 1. Summary of the different classes of perturbations considered in our work. Here ` is a
nonnegative integer that controls the angular θ dependence. ∆ = `+ 1 is the conformal dimension
of the perturbations as viewed in NHEK. The third column describes the value of the Weyl scalars
Ψ̃0 and Ψ̃4 on Kerr. The last column briefly describes properties of the perturbations on Kerr.

to a conical defect on the 2-sphere. In the fourth column we give a brief characterisation
of these modes on the entire Kerr background.

Having identified the dynamical mechanism that is characteristic of nearly-AdS2 holog-
raphy in NHEK, we undertake the second main goal in this work in section 5: how to de-
scribe these near horizon perturbations as full Kerr perturbations. The matching procedure
of the perturbations is as follows. The starting point is the decoupling limit that relates
the Kerr and NHEK backgrounds, a singular coordinate transformation on near-extreme
Kerr of the form

r̃ =
√
J + λ

(
r + τ2

4r

)
, t̃ = 2J t

λ
, φ̃ = φ+

√
J
t

λ
, λ→ 0 . (1.13)

Starting from a perturbation on Kerr, we implement this limit. Our requirement is that the
metric perturbations, and associated Iyer-Wald charges, do not diverge as we take λ→ 0.
This allows us to match our analysis of perturbations on NHEK with those on Kerr. Our
discussion here follows the same organization as above: we distinguish the propagating and
low-lying modes. A summary of our results in this direction is presented in the last column
in table 1.

Our reconstruction strategy for propagating modes is standard. Since the Hertz po-
tential determines the metric perturbation in the ingoing radiation gauge (IRG), we use
asymptotic matching techniques for near-extremal Kerr [27, 45] to solve the master equa-

– 7 –
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tion (5.3) satisfied by the Hertz potential. Specifically, we follow a three-step algorithm:
we first glue the Kerr Hertz potential Ψ̃H0 to the NHEK Hertz potential ΨH0 , reconstruct
the NHEK perturbation in IRG using the latter, and finally use a small diffeomorphism to
bring the perturbation to the gauge (1.1). Our main technical result is the relation between
our scalar perturbation χ(x, θ) and ΨH0 :

χ(x, θ) = − sin2 θ lalb∇a∇bΨH0(x, θ) . (1.14)

Furthermore, decomposing ΨH0(x, θ) = ∑
`≥2 U`(x)S`(θ), we also obtain the inverse relation

U`(x) = − 4
(`− 1)`(`+ 1)(`+ 2)n

anb∇a∇bχ`(x) . (1.15)

Here la and na are tetrads for AdS2, given in appendix A.5. These explicit maps relate,
for ` ≥ 2, our specific gauge with the more common radiation gauge used in gravitational
wave physics.

In the reconstruction of low-lying mode perturbations, we consider two different cases:
smooth and singular perturbations. Smooth perturbations have vanishing Weyl scalars
and their would-be conical singularity is compensated by the transformation (1.8). Thus,
their description in the full Kerr geometry is constrained by Wald’s theorem, and we give
a detailed analysis in section 5.2. Singular perturbations can have both vanishing or non-
vanishing Weyl scalars. We treat these using similar techniques as the ones outlined for
the propagating modes, and it is the focus of section 6.

According to Wald’s theorem, the reconstruction of smooth low-lying perturbations
in Kerr, with metric g̃, must be a linear combination of mass (δM g̃), angular momentum
(δJ g̃) perturbations and a diffeomorphism (Lξ̃ g̃), i.e.,

δg̃ = δM g̃ + δJ g̃ + εLξ̃ g̃ , (1.16)

with δM ∼ ε and δJ ∼ ε. We show that all finite perturbations of this type as λ → 0,
correspond to smooth low-lying perturbations characterised by (1.10). We also quantify
their near horizon charges using (1.11)–(1.12). These results give extra support to the
physical interpretation of these near horizon perturbations. We refer the readers to the
discussion in section 5.2 for details. The key features we would like to highlight are:

1. In the absence of any explicit perturbation of Kerr, we can obtain a perturbation
of NHEK as the first correction to the near horizon decoupling limit (1.13). This
corresponds to the choice ε ∼ λ with

εχ(x, θ) = εχ1(x) = εΦJT(x) = 2√
J
λ

(
r + τ2

4r

)
. (1.17)

The action of SL(2,R) can generate the full multiplet as in (1.11).

2. There is also a sector characterised by diffeomorphisms on Kerr with δM g̃ = δJ g̃ = 0.
Restricting ourselves to single-valued diffeomorphisms with support on the sphere,

– 8 –
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we show the diffeomorphisms ξ̃ that are well defined in the decoupling limit have a
near horizon expansion

ξ[λ] = ε λ−1(ξ(−1) + λξ(0) + · · · ) , (1.18)

with
ξ(−1) = aiζi + aφζ(φ) . (1.19)

Here ξ[λ] is the pullback of ξ̃ from Kerr to NHEK under the decoupling limit; ζi and
ζ(φ) are Killing vectors of NHEK. We identify this perturbation with a near horizon
perturbation (1.9) with χ = ΦJT. The Killing vector part carries sl(2)× u(1) charges
with c0 = 0 and c± 6= 0, i.e., these transformations carry neither energy nor angular
momentum.

It is very important to remark that although the procedure starts from a dif-
feomorphism on the Kerr geometry, as one takes the decoupling limit, the resulting
perturbation is not a diffeomorphism on NHEK. Also, in our discussion, ξ(0) is con-
structed such that the resulting perturbation matches with (1.9): this is a choice of
boundary conditions on NHEK. And for this choice, ξ(0) does not contribute to the
Iyer-Wald charges.

3. Mass and angular momentum perturbations are described as follows. The first ob-
servation is that δMg[λ] ∼ δM λ−2. If δM ∼ λ2ε, the perturbation is finite and
corresponds to a nearby near-NHEK with Hawking temperature

τ ′H = τH

(
1 +
√
J
λ−2δM

2π2τ2
H

)
. (1.20)

However the resulting perturbation carries no sl(2) charges. When δM ∼ λε, we can
combine this transformation with (1.18) to again obtain a NHEK perturbation with
χ = ΦJT in (1.9). The result is

ε χ(x, θ) = εΦ(x) = 4λ−1δM

τ2

(
r + τ2

4r

)
. (1.21)

The difference with (1.17) is that we don’t need to identify ε with λ, and hence the
Iyer-Wald charges (1.11) are finite even when λ = 0.

For an angular momentum perturbation, δJg[λ], the discussion and outcome is
similar as that of the mass perturbation.

4. One interesting class of marginal perturbations corresponds to δJ = 2
√
J δM , i.e. de-

formations of the mass and angular momentum while keeping the black hole extremal.
In this case,

(δM + δJ) g[λ] = δM(λ−1h(−1) + h(0) + · · · ) . (1.22)

The most interesting scaling is when δM ∼ λ0ε, which can be combined with a
diffeomorphism to give one of our modes

χ(x, θ) = Φ(x) =
c(φ)
2 , δM =

c(φ)
4
√
J . (1.23)
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Finally, we consider the reconstruction in Kerr of the singular low-lying modes, i.e.,
modes with ` = 0, 1 for which we impose no regularity conditions on the sphere. The
details are in section 6. A very interesting feature in this case is that the Hertz potential
ΨH0 on NHEK does not allow for a separation of variables ansatz, but has to be written
as a sum of two terms. More explicitly, we have for ` = 1

ΨH0 = S1(θ)U1(x)− 4S inhom
1 (θ)nanb∇a∇bχ1(x) . (1.24)

Here S inhom
1 (θ) is given by (6.6), and we have

la∇aU1(x) = na∇aχ1(x) . (1.25)

A similar construction also holds for ` = 0. Our analysis includes a discussion on how to
apply a matching procedure to Ψ̃H0 , and the challenges that a non-separable solution pose.
Another striking feature concerns the special case when Ψ0 = Ψ4 = 0 on NHEK: we show
that the corresponding Weyl scalars on Kerr are in general non-trivial, and only become
zero in the decoupling limit.

This paper is organized as follows. In section 2, after reviewing some aspects of NHEK
and near-NHEK, including how it is obtained as a near horizon limit of (near-)extremal
Kerr, we describe in section 2.1 an explicit one-to-one correspondence between Killing vec-
tors of NHEK-like geometries and a scalar field solving the JT equations of motion (plus
a constant zero mode). In section 3, we start our study of axisymmetric perturbations in
NHEK. Propagating modes are discussed in section 3.1, while low-lying modes are presented
in section 3.2. The balancing mechanism giving rise to the smooth JT mode is discussed in
section 3.2.1, while the discussion of marginal deformations of NHEK corresponding to the
ones allowed by Wald’s theorem is given in section 3.2.2, though the technical derivations
are left to appendix C. Iyer-Wald charges of our NHEK perturbations are computed in
section 4. In section 5, we explain our techniques to match/glue our NHEK perturbations
with Kerr perturbations using Wald’s theorem and the reconstruction of gauge invariant
perturbations based on the Hertz potential. Finally, we discuss in section 6 some prop-
erties of singular low-lying perturbations. Our appendices include various complementary
material related to the main sections.

2 (Near-)extreme Kerr

The Kerr black hole metric in Boyer-Lindquist coordinates is

ds2 = − Σ ∆
(r̃2 + a2)2 −∆ a2 sin2 θ

dt̃2 + Σ
(

dr̃2

∆ + dθ2
)

+ sin2 θ

Σ ((r̃2 + a2)2 −∆ a2 sin2 θ)
(

dφ̃− 2aMr̃

(r̃2 + a2)2 −∆ a2 sin2 θ
dt̃
)2
, (2.1)

with
∆ = (r̃ − r−)(r̃ − r+) , Σ = r̃2 + a2 cos2 θ . (2.2)
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The outer (r+) and inner (r−) horizons are r± = M±
√
M2 − a2. We set Newton’s constant

G4 = 1, so that M is the mass and J = aM is the angular momentum of the black hole.
Tilde coordinates (t̃, r̃, φ̃) refer to the asymptotically flat black hole to distinguish them
from (t, r, φ) in the near horizon geometry below; θ is unchanged.

We are interested in extreme Kerr corresponding to J = M2, i.e. a = M , when both
horizons coalesce (r+ = r−). These black holes develop an AdS2 throat in the region close
to the horizon that can be decoupled from the asymptotically flat description in (2.1) by
taking the limit λ→ 0 in the change of coordinates

r̃ = r+ + λr t̃ = 2r2
+
t

λ
, φ̃ = φ+ r+

t

λ
, (2.3)

while keeping all other parameters fixed. This near horizon limit leads to the line element

ds2 = gNHEK
µν dxµdxν

= J(1 + cos2θ)
[
−r2dt2 + dr2

r2 + dθ2
]

+ J
4 sin2θ

1 + cos2θ
[dφ+ r dt]2 . (2.4)

This is the Near Horizon geometry of Extreme Kerr (NHEK) [49, 50].
The isometries for the full Kerr geometry (2.1), given by R × u(1), are enhanced to

sl(2,R)× u(1) in NHEK (2.4). The four Killing vectors generating the latter are

ζ− = ∂t , ζ0 = t∂t − r∂r , ζ+ =
( 1
r2 + t2

)
∂t − 2rt∂r −

2
r
∂φ , (2.5)

and
ζ(φ) = ∂φ . (2.6)

The decoupling limit (2.3) introduces some arbitrariness on how we relate the AdS2 time
t with the asymptotically flat time t̃. This freedom gives rise to a set of diffeomorphisms
preserving the asymptotic structure of the NHEK metric. More explicitly, we take [51, 52]

t −→ f(t) + 2f ′′(t)f ′(t)2

4r2f ′(t)2 − f ′′(t)2 ,

r −→ 4r2f ′(t)2 − f ′′(t)2

4r f ′(t)3 ,

φ −→ φ+ log
(2rf ′(t)− f ′′(t)

2rf ′(t) + f ′′(t)

)
. (2.7)

The arbitrariness is reflected on the arbitrary function f(t) that redefines the time in the
near horizon region. Acting on (2.4), this diffeomorphism gives

ds2 = J(1 + cos2θ)
[
−r2

(
1 + {f(t), t}

2r2

)2
dt2 + dr2

r2 + dθ2
]

(2.8)

+ 4J sin2θ

1 + cos2θ

[
dφ+ r

(
1− {f(t), t}

2r2

)
dt
]2
,
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where
{f(t), t} =

(
f ′′

f ′

)′
− 1

2

(
f ′′

f ′

)2
. (2.9)

We can see here that leading terms as r → ∞ in (2.8) approach (2.4), i.e. the diffeo-
morphism (2.7) only affects subleading components of the line elements in an expansion
in r. It is important to note that these are not the same boundary conditions used in
Kerr/CFT [50]: the set of allowed diffeomorphisms there does not overlap with those here
(with the exemption of the u(1) Killing vector).

In the analysis of the subsequent sections, a particular choice of f(t) selects a back-
ground for which we will quantify the gravitational perturbations. For example, f(t) = t

returns us to (2.4). Another choice which we will use frequently is f(t) = eτt, with τ

constant. It follows that {f(t), t} = − τ2

2 , leading to the background

ds2 = J(1 + cos2θ)

−r2
(

1− τ2

4r2

)2

dt2 + dr2

r2 + dθ2

 (2.10)

+ 4J sin2θ

1 + cos2θ

[
dφ+ r

(
1 + τ2

4r2

)
dt
]2

.

This corresponds to the so-called near-NHEK geometry [44]. It can be also obtained from
a near-extremal Kerr black hole (2.1), where the decoupling limit (2.3) allows for a small
increase of the mass while keeping the angular momentum of the black hole fixed to J .
More concretely, we introduce a small deviation away from extremality of the form

r± =
√
J ± λτ + τ2λ2

4
√
J

+O(λ3) , (2.11)

with τ finite and positive, and the decoupling limit λ→ 0 becomes

r̃ =
√
J + λ

(
r + τ2

4r

)
, t̃ = 2J t

λ
, φ̃ = φ+

√
J
t

λ
, (2.12)

where the choice of coordinate r is a choice of gauge to keep the radial metric component
independent of τ . These steps lead to the near-NHEK geometry (2.10).

2.1 Isometry-scalar duality

In this subsection we revisit the isometries of (near-)NHEK using a more covariant formal-
ism. We will extend the original discussion in [53] for AdS2 to backgrounds of the form

ds2 = Λ(θ)(gabdxadxb + dθ2) + Γ(θ)(dφ+Aadxa)2 . (2.13)

Λ(θ) and Γ(θ) are two functions of θ.5 Here xa are coordinates in 2D, and the metric
gab corresponds to a locally AdS2 spacetime. Tensors and other covariant objects below
are defined relative to this spacetime, e.g., covariant derivatives (∇a) or the Laplacian

5The subsequent discussion does not depend on the explicit form of Λ(θ) and Γ(θ). For NHEK and
near-NHEK, they can be read from (2.4) and (2.10), respectively.
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(�2 = ∇a∇a). Aa is a gauge field supported on this 2D spacetime, and the field strength
associated to it is

dA = −1
2εabdx

a ∧ dxb , (2.14)

with εab the Levi-Civita tensor. Our expressions will turn out to the covariant with respect
to the AdS2 metric, and hence hold as well for the nearly-AdS2 geometries such as the
one in (2.8). Still, it will be convenient to write some expressions explicitly; a choice of
background we will commonly use for the AdS2 metric and gauge field are

gabdxadxb = −r2dt2 + dr2

r2 , Aadxa = r dt , (2.15)

with Levi-Civita tensor εtr = 1.
In the following we will build a one-to-one map between the isometries of (2.13) and

a scalar field satisfying some suitable equations of motion. We will show this scalar field
corresponds to the JT field in parallel with [53], with an additional term due to the ax-
isymmetry of the background (2.13).

Let ζ be a Killing vector field of (2.13). It follows from ∇θζθ = 0 that ζθ = 0. We
can then split the Killing vector ζ into a 2D vector field ζa∂a and the φ-component ζφ
according to

ζ = ζa(xa, φ)∂a + ζφ(xa, φ)∂φ . (2.16)

The variation of the line element under the diffeomorphism generated by (2.16) equals

δζ(ds2) = 2Λ(θ)(∇(aζb)dxadxb + gab∂φζ
bdxadφ)

+2Γ(θ)((∂φζφ +Aa∂φζ
a)dφ+ (∂aζφ + LζAa)dxa)(dφ+Aadxa) , (2.17)

where all indices are raised and lowered by gab. Since Λ(θ) and Γ(θ) are two indepen-
dent functions, and ζ, gab, Aa are independent of θ, the Killing equations guaranteeing the
vanishing of δζ(ds2) reduce to

∂φζ
a = ∂φζ

φ = 0 , (2.18)
∇(aζb) = 0 , (2.19)

∂aζ
φ + LζAa = 0 . (2.20)

The first implies that ζ only depends on 2D coordinates, i.e. ζa = ζa(xa), ζφ = ζφ(xa),
whereas (2.19) implies the 2D vector ζa∂a satisfies a 2D Killing equation. Contracting (2.19)
with gab, we get ζa∂a is divergence free, i.e. ∇ · ζ = 0, enabling us to write it as the curl of
an scalar Φζ

ζa = εba∇bΦζ . (2.21)

Integrating (2.20) determines the full Killing vector ζ to be

ζ = εba∇bΦζ∂a + (Φζ + εabAa∇bΦζ)∂φ , (2.22)

where we used (2.14), (2.19)–(2.21) and absorbed the integral constant into Φζ . Notice
that given a Killing vector ζ, the scalar Φζ can be reconstructed by

Φζ = ζφ +Aaζ
a . (2.23)
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Finally, substituting (2.21) into the 2D Killing equations (2.19), we get

∇(aζb) = εa
c
(
∇c∇bΦζ −

1
2gcb�2Φζ

)
= 0 . (2.24)

This is equivalent to a set of differential equations

Tab[Φζ ] ≡ ∇a∇bΦζ −
1
2gab�2Φζ = 0 . (2.25)

Thus, the existence of Killing vectors ζ solving (2.18)–(2.20) is equivalent to (2.25) evalu-
ated on the background (2.13).

We now show that the solutions to (2.25) are equivalent to the JT modes (1.5) plus
the addition of a zero mode. First, we note that (2.25) is the traceless portion of (1.5),
and hence any solution to the JT equation will comply with Tab[Φζ ] = 0. However (2.25)
has one additional solution. To see this, evaluate the divergence of T ab[Φζ ]: this gives

∇aT ab[Φζ ] = 1
2∇

b(�2 − 2)Φζ = 0 . (2.26)

Its general solution is a linear combination of a constant mode, which we will denote as
c(φ), and the solution to

(�2 − 2)Φζ = 0 . (2.27)

It is then clear that (2.27) together with the Killing equation (2.25) is equivalent to the
JT equations (1.5). Hence, the general solution of (2.25) consists of JT modes and a zero
mode which we cast as

Φζ ≡ c(φ) + ΦJT . (2.28)

To sum up, given a Killing vector ζ, we can construct an scalar field Φζ via (2.23) satisfying
the equations of motion (2.25). Conversely, given a scalar Φζ satisfying (2.25), the vector
field (2.22) is an isometry. This establishes the sought equivalence between the isometries
of the background (2.13) and a linear combination of JT modes and a zero mode c(φ) as
reflected in (2.28).

We close this general discussion by connecting the above conclusion with the explicit
Killing vectors in (2.5) for the NHEK geometry (2.4). Since ζΦ is a Killing vector, it is a
linear combination of the sl(2,R)× u(1) generators

ζΦ = c−ζ− + c0ζ0 + c+ζ+ + c(φ)∂φ , (2.29)

with c±,0 constants. The corresponding scalars, dual to the u(1) and the sl(2,R) isometries,
are the zero mode c(φ) and the JT modes ΦJT, respectively

Φζ = c(φ) + ΦJT , ΦJT = ciΦζi , i = −, 0, + . (2.30)

where the components of the JT field for (2.15) read

ciΦζi = c− r + c0 r t+ c+
(
r t2 − 1

r

)
. (2.31)

See appendix D for a construction of the Killing vectors and ΦJT for near-NHEK.
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Given the one-to-one map between ζi and Φζi , the set Φζi forms a representation of
sl(2,R). Let us define the bilinear

ηij ≡ η(Φζi ,Φζj ) = −2
(
∇aΦζi∇

aΦζj − ΦζiΦζj

)
. (2.32)

This is invariant under the adjoint action, i.e. η([ζi, ζj ], ζk) + η(ζj , [ζi, ζk]) = 0. Since the
sl(2) algebra is simple, the invariant bilinear form is unique up to a constant factor. By
explicit computation, one can verify that ηij is just the Killing form of the sl(2) algebra,
whose nonzero entries are given by

η−+ ≡ η(Φζ− ,Φζ+) = η(Φζ+ ,Φζ−) ≡ η+− = −4 , η00 ≡ η(Φζ0 ,Φζ0) = 2 . (2.33)

This bilinear form can be used to write the coefficients ci in (2.30) in terms of Φζi and ΦJT

using the inverse matrix ηij to ηij

ci = ηijη(Φζj ,ΦJT) . (2.34)

More explicitly,

c− = −1
4η(Φζ+ ,ΦJT) , c0 = 1

2η(Φζ0 ,ΦJT) , c+ = −1
4η(Φζ− ,ΦJT) . (2.35)

It is also useful to record the identity

Φ[ζi,ζj ] = εba∇bΦζi∇aΦζj = ζai ∇aΦζj , (2.36)

for any ζi, ζj ∈ sl(2), which simply follows from the algebra.

3 Gravitational perturbations on NHEK

In this section we will characterise axisymmetric (φ-independent) gravitational perturba-
tions around the NHEK background (2.4), generalizing the results in [30]. In particular, we
will relate our description of these perturbations to the more familiar Teukolsky formalism
for gravitational perturbations [25, 54]: this will allow us to distinguish among excitations
that correspond to normalizable propagating degrees of freedom and modes that affect the
global properties of the black hole.

Let us cast the gravitational fluctuations around the generalized NHEK background as

ds2 = J
(
1 + cos2θ + εχ(x, θ)

) [
gabdxadxb + dθ2

]
+4J sin2θ

1 + cos2θ + εχ(x, θ) (dφ+Aadxa + εA)2 +O(ε2) . (3.1)

The background, corresponding to ε = 0, is described in (2.13). The axisymmetric defor-
mations from NHEK we have introduced here involve an scalar field χ(x, θ) and a one-form
A supported in the xa = (t, r) subspace6

A = Aa(x, θ)dxa . (3.2)
6Here and in subsequent expressions we are using the shorthand notation f(x) := f(xa) = f(t, r).

– 15 –



J
H
E
P
0
7
(
2
0
2
1
)
2
1
8

Consider the metric (3.1) at linear order in ε. To study the dynamics of the perturbations,
we impose that (3.1) satisfies the linearized vacuum Einstein equations, i.e.

Rµν = R(0)
µν + εR(1)

µν +O(ε2) != 0 . (3.3)

Setting R(1)
µν = 0, gives

∂θ
(
∇bAb

)
= 0 ,

sin2 θ ∂θ
(
εabAb

)
+ cot θ∇aχ = 0 ,

εab∇aAb −
cos2 θ

sin3 θ
∂θ

(
χ

cos θ

)
= 0 , (3.4)

and

�2χ+ sin3 θ

cos θ ∂θ
(

cos2 θ

sin3 θ
∂θ

(
χ

cos θ

))
= 0 , (3.5)

where �2 is the Laplacian on AdS2. Note that once χ is specified, it is straightforward to
solve for Aa from (3.4). For this reason, from now on we will treat χ as the independent
variable for the metric perturbation, whose equation of motion is given by (3.5).

It is not common to cast gravitational perturbations for the Kerr black hole, or its
near horizon NHEK geometry, as explicitly as in (3.1). The drawbacks of starting from
such an ansatz are at least two-fold: we have not identified gauge redundancies in our
parametrization, and it is unclear if we have a complete basis for the perturbations.7 In
the following, we explain how to systematically overcome both of them.

The perturbations of the Kerr metric are commonly characterised by the Weyl scalars
in the Teukolsky formalism, since these are gauge invariant quantities at linear order. In
appendix A we review the general strategy of this approach, and provide the relevant
definitions. In particular we will focus on

Ψ0 = Cµναβ l
µmν lαmβ ,

Ψ4 = Cµναβ n
µ m̄ν nα m̄β , (3.6)

where Cµναβ is the Weyl tensor and the vectors lµ, nµ and mµ are introduced in (A.9)
and identified in (A.27) for NHEK. Ψ0 and Ψ4 are the Weyl scalars that characterise in a
diffeomorphism invariant way a massless spin s = ±2 perturbation. To relate the Teukolsky
formalism with our ansatz, we evaluate (3.6) using our perturbations (3.1). To linear order
in ε, this gives

Ψ0 =− ε

2 sin2 θ
lalb∇a∇bχ+O(ε2) ,

Ψ4 =− ε

2J2 sin2 θ (1− i cos θ)4n
anb∇a∇bχ+O(ε2) , (3.7)

7To emphasize, the advantages of using (3.1) are that it was simple to solve the linearized Einstein
equations, and we can easily quantify their effect in the spacetime as we will see in subsequent analysis.
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where n and l are the AdS2 counterparts of (A.27), defined in (A.41). Note that in
deriving (3.7) we have not used the equations of motion for χ, (3.5), but we did use (3.4).

The direct relation between χ(x, θ) and Ψ0,4 captured by (3.7) establishes the physical
content of our scalar perturbations χ(x, θ). In the next subsection we will make this
connection more explicit by analyzing the solution to (3.5) and placing it in the context of
the solutions to the Teukolsky equation (A.37).

3.1 Propagating modes

In this subsection we describe the physical content encoded in the scalar perturbation
χ(x, θ) in (3.1). Its equation of motion (3.5) allows to use separation of variables

χ(x, θ) = sin2θ S(θ)χ(x) . (3.8)

It follows S(θ) satisfies

S′′ + cot θ S′ +
(
K − 4

sin2 θ

)
S = 0 . (3.9)

This is the same linear operator appearing in the separation of variables of the Teukolsky’s
master equation in NHEK (see (A.39)). Furthermore, χ(x) satisfies

�2χ(x) = Kχ(x) . (3.10)

At this stage K is a real eigenvalue relating the angular equation (3.9) to the Laplacian
on AdS2 in (3.10). Using the terminology of the AdS/CFT correspondence, the AdS2
conformal dimension equals

∆± = 1
2 ±

√
1
4 +K . (3.11)

We observe that for 4K > −1, the field χ(x) is above the Breitenlohner-Freedman stability
bound in AdS2 [55].

The allowed values of K can be assessed from properties of the solutions to (3.9).
Changing its independent variable to x = cos θ, the latter becomes

∂x
(
(1− x2)∂xS

)
+
(
K − 4

1− x2

)
S = 0 . (3.12)

We recognise this as a particular case of the spin-weighted spheroidal harmonics [25]

∂x
(
(1− x2)∂xS

)
+
(
λ+ s+ c2x2 − 2csx− (m+ sx)2

1− x2

)
S = 0 , (3.13)

corresponding to the specific values

m = c = 0, λ = K − s(s+ 1), s = ±2 . (3.14)

To identify the space of normalizable solutions, with respect to the inner product inherited
from the Sturm-Liouville theory, notice that (3.12), or (3.9), is mathematically equivalent
to the standard spherical harmonics equation. Hence, the general solution to (3.12) is

S(θ) = c1 P
(2)
` (cos θ) + c2Q

(2)
` (cos θ) , ` = 1

2(−1 +
√

1 + 4K) , (3.15)
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where P (m)
` and Q(m)

` are the associated Legendre functions. Requiring the solutions to be
smooth and normalizable functions of x = cos θ restricts ` to be

` ∈ Z, ` ≥ 2 , (3.16)

and discards the Q-branch of solutions in (3.15). To sum up, regularity of the solutions
to (3.5) in the angular θ-direction gives rise to the mode expansion

χ(x, θ) = sin2θ
∑
`≥2

S`(θ)χ`(x) . (3.17)

The spin-weighted spherical harmonic S`(θ) equals an associated Legendre polynomial

S`(θ) = P
(2)
` (cos θ) , ` = 2, 3, . . . , (3.18)

and χ`(x) satisfies the AdS2 wave equation

�2χ` = `(`+ 1)χ` , (3.19)

where we used that the separation constant is K = `(` + 1) in (3.10). In the AdS2
terminology, these regular modes are interpreted as fields of conformal dimension ∆ =
`+ 1 ≥ 3. Hence, they correspond to irrelevant operators in the context of AdS/CFT.

Requiring smoothness and normalizability is common in the discussion of gravitational
perturbations when determining a basis of angular eigenfunctions. To relate this discus-
sion further to the traditional literature, we return to the Weyl scalars in the Teukolsky
formalism: for each single mode ` in (3.17) inserted in (3.7), we find

Ψ0 =− ε

2S`(θ) l
alb∇a∇bχ`(x) +O(ε2) ,

Ψ4 =− ε

2J2
S`(θ)

(1− i cos θ)4n
anb∇a∇bχ`(x) +O(ε2) . (3.20)

It is evident that the same special function S`(θ) controls both χ(x, θ) and Ψ0,4. In par-
ticular, they satisfy the same ODE (A.39). Furthermore, it is also straightforward to
verify that

lalb∇a∇bχ`(x) , nanb∇a∇bχ`(x) , (3.21)

correspond to Us(x) in (A.38) with s = ±2 respectively, and the radial equation (A.40)
is compatible with the wave equation (3.19). All these features identify χ(x, θ) in terms
of Teukolsky modes and show that our NHEK ansatz captures all the gravitational modes
in the m = 0 sector.8 These axisymmetric normalizable propagating modes appear as a
particular case of the characterisation of general spin-2 perturbations in NHEK spacetime
presented in [43–45]. As we will further discuss in section 5, this is correct for ` ≥ 2
because (3.21) is non-zero for these propagating modes. The discussion is subtler for the
` = 0, 1 sectors, as we shall start discussing in section 3.2.

8Here m is the Fourier mode for the azimuthal direction as defined in (A.31).
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The two derivative combinations in (3.21) have a natural interpretation which is man-
ifest when working in Eddington-Finkelstein coordinates, either (u, r) or (v, r),

u = t+ 1
r
, v = t− 1

r
. (3.22)

These are smooth coordinates across the horizons allowing to write the AdS2 Poincaré
metric (2.15) as

ds2 = −r2dv2 + 2dvdr = −r2du2 − 2dudr . (3.23)

The Weyl scalars (3.20) in these coordinates simplify to

Ψ0 = − ε2S`(θ) ∂
2
rχ`(u, r) +O(ε2) : outgoing mode ,

Ψ4 = − εr
4

8J2
S`(θ)

(1− i cos θ)4 ∂
2
rχ`(v, r) +O(ε2) : ingoing mode . (3.24)

This matches the physical interpretation of Ψ0 and Ψ4 as describing outgoing and ingoing
flux for the AdS2 scalar perturbations, as customary in the Teukolsky formalism [25].

3.2 Low-lying modes: ` = 0 and ` = 1

Based on the regularity conditions around (3.18) satisfied by the functions S`(θ), it would
seem natural to end the discussion of the spectrum of axisymmetric perturbations there.
However, it is worth exploring whether there is any physics in the solutions that are not
regular on the sphere. We will see that these modes tamper with the global properties of
the geometry. Furthermore, they do it in an interesting way that will allow us to identify
the JT mode responsible for making the extremal Kerr black hole non-extremal, as we will
discuss in subsequent sections.

Let us relax the smoothness and normalizable restrictions on S`(θ) in (3.15), by al-
lowing meromorphic solutions on the sphere while respecting the Breitenlohner-Freedman
bound in (3.10). This permits two more values of K:

K = 0 : ∆ = 1 , ` = 0 ,
K = 2 : ∆ = 2 , ` = 1 . (3.25)

We have the decomposition

χ(x, θ) = sin2 θ
∑
`=0,1

S`(θ)χ`(x) , (3.26)

where S`(θ) should solve (3.9). For ` = 0 and ` = 1, there is no associated Legendre
polynomials of the first kind but we find in each case the two linearly independent solutions9

` = 0 : S0(θ) = 1
sin2θ

(
s+

0 (1 + cos2θ) + s−0 cos θ
)
, (3.27)

` = 1 : S1(θ) = 1
sin2 θ

(
s+

1 + s−1 cos θ
(
cos2 θ − 3

))
, (3.28)

9Indeed we have P (2)
` (cos θ) = 0 for ` = 0, 1. Note that one of the two solutions with ` = 0, 1 is an

associated Legendre function of the second kind: Q(2)
0 (cos θ) = 2 cos θ/sin2θ and Q(2)

1 (cos θ) = 2/sin2θ.
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with s±0 and s±1 constants, differing in their parity properties under θ → π− θ. Both S0(θ)
an S1(θ) are singular at the north and/or the south pole. A suitable choice of s±` can cancel
one of the two singularities, but never both. As a consequence, they are non-normalizable
with the inner product inherited from the Sturm-Liouville theory associated with the linear
operator in (3.9). Alternatively, the gauge invariant Weyl scalars (3.20) diverge at either
the north and south pole or both in the NHEK region.

` = 1: the JT mode. Instead of disregarding the ` = 1 sector by setting χ1(x) = 0, we
can impose a softer condition on χ1(x) by requiring the Weyl scalars (3.20) to vanish:10

Ψ0 = Ψ4 = 0 . (3.29)

This leads to two constraints

lalb∇a∇bχ1 = 0 ,
nanb∇a∇bχ1 = 0 , (3.30)

on top of the equation of motion (3.19) which reads

�2χ1 = 2χ1 . (3.31)

A simple computation shows these three conditions are equivalent to

∇a∇bχ1 − gab�2χ1 + gab χ1 = 0 , (3.32)

which we recognize as the equation of motion (1.5) for the dilaton field in Jackiw-Teitelboim
gravity [28, 29]. Hence χ1 behaves like a JT mode.

At this stage there is an important remark about the properties of χ1. Based on Wald’s
theorem for the Kerr geometry [1], it is tempting to conclude that imposing (3.29) leads
to a trivial perturbation, i.e. a diffeomorphism possibly combined with a change of mass
and/or angular momentum.11 However, this is the wrong conclusion since one can explic-
itly verify that it’s impossible to cast the line element (3.1), under the restriction (3.30),
as a diffeomorphism. Hence, χ1 carries additional information besides its potential inter-
pretation as a change of the constant parameters in NHEK. We will return to this point in
section 6 as we discuss the matching conditions of perturbations that have vanishing Weyl
scalar contributions and its interplay with Wald’s theorem.

` = 0: marginal deformations. The ` = 0 mode corresponds to a marginal operator
with conformal dimension ∆ = 1. Hence, this should correspond to perturbations preserv-
ing extremality. As above, despite the singularities of S0(θ), we will not set χ0(x) = 0 but,
consider the milder condition Ψ0 = Ψ4 = 0. This leads to

lalb∇a∇bχ0 = 0 ,
nanb∇a∇bχ0 = 0 , (3.33)

10This requirement can be interpreted as demanding finiteness of the ingoing and outgoing energy fluxes
associated with the perturbation, as measured by integrating Ψ0 and Ψ4 on the sphere [25–27, 48].

11Wald’s theorem also implies that for Kerr perturbations, imposing Ψ0 = 0 is equivalent to imposing
Ψ4 = 0. Our analysis shows that this conclusion is incorrect on NHEK since the first and second lines
of (3.30) are independent.
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which together with �2χ0 = 0 is equivalent to the equation

∇a∇bχ0 = 0 . (3.34)

Its unique solution is
χ0 = const. . (3.35)

Conical singularities. The pathologies associated to the poles in (3.28) leave an imprint
on the geometry, even after imposing (3.32). Indeed, the metric of the sphere at fixed 2D
coordinates xa in (3.1) is given by

ds2
∣∣∣
x

= J
(
1 + cos2θ + εχ(x, θ)

)
dθ2 + 4J sin2θ

1 + cos2θ

(
1− εχ(x, θ)

1 + cos2θ

)
dφ2

+O(ε2) . (3.36)

The troublesome points are the poles θ = 0, π where the one-form dφ is ill-defined. Near
these points, the term linear in ε takes the form

ds2
∣∣∣
x
∼

θ→0,π
2J
(
dθ2 + sin2θ dφ2

)
+ εJ χ(x, θ)

(
dθ2 − sin2θ dφ2

)
+O(sin4θ) +O(ε2) . (3.37)

This makes manifest the presence of conical singularities at both poles.12 Note that such
conical singularities appear at any fixed 2D coordinates xa, and are therefore string-like
singularities extended along the radial direction in four dimensions. Equivalently, the
metric now satisfies the Einstein equation with delta function sources proportional to δ(θ)
and δ(θ − π). We will show next that when the conditions (3.32) and (3.34) are satisfied,
and for the even modes s+

0 and s+
1 , these conical singularities can be cancelled by an

appropriate diffeomorphism.

3.2.1 Balancing singularities: the other JT mode

It is interesting to identify a perturbation within the propagating sector leading to the
JT mode. However, it is disappointing the latter has a conical singularity. In this section
we will show that this singularity can be removed by acting with a non-single valued
diffeomorphism.

In order to potentially remove the conical singularity in (3.37) we will tamper with the
topology of the sphere as follows. Consider a non-single valued diffeomorphism of the form

ξµ(x, θ, φ) = ε

2φ ζ
µ(x, θ) . (3.38)

This transformation clearly changes the size of gφφ, among other effects. It is also not well
defined on the sphere for an arbitrary ζµ(x, θ). However, we will tolerate this provided the
resulting Lie derivative is single-valued on the sphere, so we impose

∂φ(Lξgµν) = 0 , (3.39)
12Note that for ` ≥ 2, the modes are described by associated Legendre Polynomial which vanish at

θ = 0, π. And hence, these perturbations are well supported on the sphere as expected.
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where g is the NHEK metric (2.4). For (3.38) we have

∂φ(Lξgµν) = ε

2Lζgµν ,

and hence we can comply with (3.39) provided that ζ is one of the NHEK Killing vectors.
As in (2.22), we will write it in the basis

ζ = εba∇bΦ∂a + (Φ + εabAa∇bΦ)∂φ , (3.40)

where
Φ(x) = c(φ) + ΦJT , ΦJT = ciΦζi(x) . (3.41)

Recall that c(φ) parametrizes the u(1) isometries, and ci the sl(2) symmetry of NHEK;
ΦJT obeys the JT equations (1.5). The transformation now has the desired properties: for
instance, applying (3.38) with (3.40) to the background (2.13), one finds that the fiber
changes as

dφ+Aadxa →
(

1 + ε

2Φ(x)
)

dφ+Aadxa , (3.42)

which has the effect of modifying the size of the sphere. Using the jargon of AdS/CFT,
this transformation can be interpreted as turning on an irrelevant deformation with ∆ = 2
due to ΦJT, and a marginal deformation, with ∆ = 1, due to c(φ).

Applying (3.38), with (3.40), to the perturbation (3.1) leads to the metric13

ds2 = J
(
1 + cos2θ + εχ(x, θ)

) [
(gab + εhab) dxadxb + dθ2

]
(3.43)

+4J sin2θ (1 + εΦ(x))
1 + cos2θ + εχ(x, θ) (dφ+Aadxa + εA)2 +O(ε2) .

The fields hab(x) and A are determined by Φ(x) and χ(x, θ). The contribution of χ(x, θ)
to these modes is given by (3.4) and hab = 0; the dependence on Φ(x) is given by

A = −1
2Φ(x)Aadxa −

(
1 + cos2 θ

)2
8 sin2 θ

εab∇bΦ dxa , (3.44)

and

hab = A(bεa)c∇cΦ . (3.45)

Next, we will show how Φ(x) can be used to cancel the conical singularity described
in (3.37). The metric of the sphere, obtained by considering a slice at fixed x in (3.43),
takes the form

ds2
∣∣∣
x

= J

(
(1 + cos2θ) dθ2 + 4 sin2θ

1 + cos2θ
dφ2

)
(3.46)

+ ε

[
χ(x, θ) dθ2 + 4 sin2θ

1 + cos2θ

(
Φ(x)− χ(x, θ)

1 + cos2θ

)
dφ2

]
+O(ε2) .

13To place the result in the same gauge as in [30], we add a correction term which doesn’t affect the
sphere, with the total diffeomorphism being

ξ = 1
2φ ζ + ξcorr , ξcorr ≡

1
2ε

ab(∇cAb)∂cΦ ∂a .
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Expanding the above metric near the poles θ = 0, π, we obtain the condition for the absence
of conical singularity

Φ(x) = χ(x, 0) ⇐⇒ regular at θ = 0 , (3.47)
Φ(x) = χ(x, π) ⇐⇒ regular at θ = π . (3.48)

This condition selects the parity even solutions in (3.27), i.e. we need to set s−0 = 0 = s−1 .
For the ` = 1 (∆ = 2) mode, we have to equate the JT component of Φ(x) in (3.41) to
χ1, i.e.

ΦJT(x) = χ1(x) , (3.49)

to obtain a regular perturbation. For ` = 0 (∆ = 1), demanding regularity gives

c(φ) = 1
2χ0 . (3.50)

Still for ` = 0 one could allow singular behaviours, which we will explain in the next
subsection.

Let us summarize our findings on the ` = 1 sector of NHEK perturbations. There
are two fields with conformal dimension ∆ = 2 whose origin and main features are the
following:

1. χ1(x) arises as part of the tower of AdS2 modes contained within the Weyl scalars
Ψ0,4. Due to the poles in the angular eigenfunction S1(θ) (3.28), the Weyl scalars
would typically diverge at both poles (3.20). Demanding the vanishing of the Weyl
scalars, the perturbation χ1(x) becomes equivalent to a JT mode solving the JT
equations (1.5). However, even after imposing the latter, this mode remains physical
and the perturbed geometry contains conical singularities.

2. ΦJT is generated by a non-single valued diffeomorphism modifying the size and shape
of the 2-sphere, while adding a further conical singularity. Preservation of the axial
symmetry again leads to the JT equations (1.5).

The combination of both modes, together with (3.49), gives rise to a smooth perturbation
driving the extreme Kerr black hole away from extremality. It is this combination that we
will colloquially refer to as the JT sector. We will confirm this interpretation by computing
the contribution of these modes to the Iyer-Wald charges in section 4. Furthermore, in
section 5, we will show these smooth modes can be glued to asymptotically flat modes
corresponding to a change in the mass of the extreme Kerr black hole, in agreement with
Wald’s theorem [1].

3.2.2 Marginal deformations of NHEK

The complete family of type D spacetimes in 4D Einstein gravity with Λ = 0 is contained in
the Plebański-Demiański family of solutions. In addition to the mass and angular momen-
tum of the Kerr geometry, the metric also has a NUT parameter n and an acceleration pa-
rameter α. The accelerating Kerr black hole is also known as the spinning C-metric [56, 57].
The upshot is that the ` = 0 mode described above captures deformations of the NHEK
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corresponding to changing these parameters while preserving extremality. We only present
the results here and refer to appendix C for the derivations.14

Change of extremal entropy. We consider the perturbation of the NHEK metric (2.4)
corresponding to a change of extremal mass

J → J + ε δJ +O(ε2) . (3.51)

After taking the decoupling limit, this leads to the perturbation (3.43) with

χ(x, θ) = δJ

J
(1 + cos2θ) , Φ(x) = 2δJ

J
. (3.52)

We recognize this as the even (s−0 = 0) ∆ = 1 mode together with the Φ = c(φ) mode
in (3.50), which cancels the canonical singularities at θ = 0 and θ = π. According to the
previous section, Φ = c(φ) is simply generated by a rescaling of the angle φ:

φ→
(

1 + ε

2c(φ)

)
φ . (3.53)

We will see this perturbation again in section 4.2 as a contribution of the marginal defor-
mation to angular momentum.

Towards the C-metric. The perturbation towards the spinning C-metric is obtained
by taking the NUT parameter n = 0 and the acceleration parameter

α = ε δα+O(ε2) . (3.54)

In the extremal case J = M2, the decoupling limit leads to the perturbation (3.43) with

χ(x, θ) = 4Jδα cos θ , Φ(x) = 0 . (3.55)

We recognize the odd (s+
0 = 0) ∆ = 1 mode. Since Φ(x) = 0, we have conical singular-

ities at both the south and north poles of the sphere. These singularities follow from the
corresponding singularities of the C-metric. We note that one of the two conical singu-
larities can be cancelled by rescaling the angle φ according to (3.53). A possible physical
interpretation of these singularities in terms of meromorphic superrotations was proposed
in [58].

Towards Kerr-NUT. The addition of NUT charge corresponds to the perturbation
with NUT parameter

n = ε δn+O(ε2) . (3.56)

and with acceleration parameter α = 0. In the extremal case M2 = a2 − n2 ≡ M2
0 , the

decoupling limit leads to the perturbation (3.43) with

χ(x, θ) = 2δn
M0

cos θ , Φ(x) = 2δn
M0

. (3.57)

14The parameters n and α in this subsection and appendix C to describe the NUT parameter and
acceleration should not be confused with the Newman-Penrose variables defined in appendix A. The context
of the discussion should make clear the distinction.
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We see here that the Φ(x) = c(φ) mode cancels the conical singularity at θ = 0 but not at
θ = π. This leads to a conical singularity at the south pole which is interpreted as coming
from the corresponding singularity in the Kerr-NUT geometry. The constant value of Φ(x)
can be changed by rescaling the angle φ according to (3.53). For example, this can be used
to move the conical singularity to the north pole by changing the sign of Φ(x).

4 Gravitational charges on NHEK

After decoding the spectrum of axisymmetric perturbations on NHEK, in this section we
quantify the Iyer-Wald Noether charges associated to them. The emphasis will be mostly
placed on the low-lying modes with ` = 1, 0 (∆ = 2, 1) which affect the global properties
of the NHEK background. As we will see, conservation and finiteness of the gravitational
charges of these modes is tied to the global regularity requirements discussed in the prior
section.

4.1 Review of the covariant formalism

We would like to collect a pair of facts of the covariant formalism for gravitational charges à
la Iyer-Wald [59] for the Einstein-Hilbert action in four dimensions: the existence of Noether
charges and their relevance to reproduce the first law of black hole thermodynamics. We
recommend [60] for a more extensive and pedagogical review. Our main goal is to highlight
that the presence of singularities and sources, such as the conical singularities carried by
some of the (near-)NHEK perturbations can still lead to finite quantities affecting the
conservation properties of the ought-to-be (near-)NHEK charges.

Let L[g] be the Lagrangian 4-form, its variation defines the 3-form pre-symplectic
potential Θ[δg, g],15

δL[g] = E[g]δg + dΘ[δg, g] , (4.1)

where E[g] are the Einstein’s equations, g is the on-shell background metric and δg is an
arbitrary variation near g. Given a pair δig (i = 1, 2) of such variations, the Lee-Wald
symplectic current is defined as

ω[δ1g, δ2g] = δ1Θ[δ2g, g]− δ2Θ[δ1g, g] . (4.2)

Notice this is a 2-form in phase space, i.e. with arguments δig, and a 3-form in spacetime.
When one of the perturbations is a diffeomorphism generated by a vector field ξ, i.e.
δ1g = δξg, the integral of the symplectic current over a co-dimension one spatial region Σ
equals the infinitesimal variation of the Hamiltonian

δHξ[g; Σ] =
∫

Σ
ω[δξg, δg] . (4.3)

15Note that Θ[δg, g] is ambiguous up to terms of the form, Θ → Θ + δµ + dY , which are important for
defining a classical phase space in the presence of boundaries [61, 62]. In the following will be ignoring
those contributions since they seem to not affect our final results; still it might be worth to investigate them
more closely.
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Furthermore, since ω[δξg, δg] is closed, up to the linearised equations of motion δEgµν , it
can locally be written as an exact form, i.e. there exists a 2-form kξ satisfying

ω[δξg, δg]− 2δEgµν ξµεν = dkξ[δg, g] , (4.4)

where εν is defined as the particular case of the volume form of a (d+ 1− k)-dimensional
surface in a (d+ 1)-dimensional spacetime

εµ1···µk = 1
k!(d+ 1− k)!

√
−g εµ1···µkµk+1···µd+1dxµk+1 ∧ · · · ∧ dxµd+1 . (4.5)

Using Stokes’ theorem, the Hamiltonian (4.3) can be written as a surface integral

δHξ[g; Σ]− 2
∫

Σ
δEgµνξ

µεν =
∫
∂Σ
kξ[δg, g] . (4.6)

Notice that whenever ξ is a Killing vector of the background g and δg satisfies the linearised
Einstein’s equations everywhere in the region Σ, the left hand side of (4.6) vanishes. This
allows to define the Noether charge for a spatial region bounded by a closed co-dimension
two surface C as

δQξ[g; C] ≡
∫
C
kξ[δg, g] . (4.7)

The latter is invariant if the surface C is deformed to another surface C′ which is homologous
to C. This conclusion does not hold if there are sources or singularities between both
surfaces C and C′. This fact will play an important role in our specific discussions for
linearised perturbations of near-NHEK.

Next, we review how this formalism captures the first law of black hole thermody-
namics. Consider an stationary background solution containing a bifurcate Killing horizon
H. For an appropriate choice of constant angular velocity ΩH , the generator of this null
surface is the Killing vector

ξ = ∂t + ΩH∂φ , (4.8)

with the defining properties that it vanishes on this surface, ξ|H = 0, and the Hawking
temperature (TH) is given by

∇[µξν]

∣∣∣
H

= 2πTHεµν , (4.9)

where εµν is the binormal vector on the bifurcation surface, i.e. the entries of (4.5) with
k = 2 at H. The infinitesimal entropy can be defined as the Noether charge associated
with the horizon generator [63]

δS = 1
TH

δQξ[g,H] . (4.10)

For the Einstein-Hilbert action the expression for kξ[δg, g] in (4.7) is

kξ[δg, g] = δ

( 1
16π∇

µξνεµν

)
− ξ ·Θ[δg, g] . (4.11)

Since the horizon generator vanishes at the bifurcation surface H, the second term of (4.11)
vanishes, and the first term is a total variation. This allows to integrate the infinitesimal
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entropy in (4.10) in the solution (tangent) space, recovering the well known result that the
entropy is given by the horizon area

S = Area[H]
4 . (4.12)

On the other hand, the surface charge could have also been evaluated at infinity,

δQξ[g; C∞] ≡ δM − ΩHδJ , (4.13)

where we used
δM = δQ∂t [g; C∞] , δJ = −δQ∂φ [g; C∞] . (4.14)

On the space of all Kerr black hole solutions parameterised by the mass and angular mo-
mentum, we can choose Σ to be the spatial region between the event horizon and asymptotic
infinity, where the variation δg satisfies the linearised Einstein’s equations with no matter
sources. Charge conservation gives rise to the first law of black hole thermodynamics

THδS = δQξ[g;H] = δQξ[g; C∞] = δM − ΩHδJ . (4.15)

As stressed earlier, this argument would fail if the perturbation δg encodes a singularity.
This is the case we will discuss in the next subsection for near-NHEK perturbations.

4.2 sl(2) charges and angular momentum

Let us compute the Iyer-Wald charge differences for the gravitational perturbations of
section 3 associated to the isometries of near-NHEK. As discussed in section 2.1, the latter
consist of three sl(2) generators ζ±,0 and an additional u(1) generator ∂φ. These preserve the
near-NHEK (background) metric g, whereas δg will be one of the axisymmetric near-NHEK
perturbations, including both the propagating and the low-lying modes. The analysis will
incorporate the singular modes in the low-lying sector, paying careful attention on how
the singular behaviour affects the Iyer-Wald charges; our aim is to show that one obtains
finite, and non-zero, conserved charges when the perturbations are balanced appropriately
to form a smooth configuration as done in section 3.2.

Consider the near-NHEK background metric (2.10). The explicit expression for kξ
in (4.11) is given by

kξ[δg, g] = 1
8πεµν

(
ξν∇µδg σ

σ − ξν∇σδgµσ + ξσ∇νδgµσ + δg σ
σ

2 ∇
νξµ − δgσν∇σξµ

)
. (4.16)

Since near-NHEK has a bifurcation horizon, the discussion leading to (4.6) and (4.7) ap-
plies, modulo the presence of singularities and/or sources. In particular, it is natural to
define the total gravitational charge of near-NHEK perturbations as the surface charge
evaluated on a closed co-dimensional two sphere C∞ at the asymptotic boundary δQξ[C∞],
while the charge of the black hole δQξ[H] can be evaluated at the event horizon. How-
ever, explicit calculations show these charges depend on the choice of surface whenever the
perturbations δg of near-NHEK have conical singularities at the poles located at θ = 0, π.
This is because at these locations, Einstein’s equations are not satisfied. Notice the left
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hand side of (4.6) would still vanish if we chose a source free region Σ′. For instance, we
can choose Σ′ to be the constant time slice t = t0 between the horizon and asymptotic
infinity, excluding the strings from the north and south poles. The boundary ∂Σ′ now
contains H, C∞, and the strings from the north and south poles. This means the following
relation must be satisfied

δQξ[C∞] = δQξ[H] + δQξ[N ] + δQξ[S] , (4.17)

where δQξ[N ] and δQξ[S] stand for the extra boundary contribution at each pole. An
equivalent interpretation of the above equation is to choose Σ as the constant time slice
t = t0 between the horizon and asymptotic infinity. The conical singularities at the poles
can be understood as adding a source localised along the spin axis. Using Einstein’s
equations in the presence of matter, the additional term on the left hand side of (4.6) is
the matter stress tensor.

We can write a more general charge conservation equation by considering 2-sphere
shells Cr at a constant radius r, rather than at infinity and/or at the event horizon. The
relation between the charge at radius r0 and r is given by

δQξ[Cr] ≡
∮
Cr

(kξ)θφ

= δQξ[Cr0 ] +
∫ r

r0
dr
∫ 2π

0
dφ
(
(kξ)rφ

∣∣∣
θ=π
− (kξ)rφ

∣∣∣
θ=0

)
. (4.18)

The latter can be derived by choosing Σ′ as a region bounded by the shells at r0, r and the
strings between both shells. What we learn is that if kξ is a regular 2-form, the last two
terms vanish. However, both the low-lying χ modes with ` = 0, 1 and the Φ perturbation,
produce conical singularities. Hence, kξ is no longer regular and we must keep the second
and third terms to comply with (4.4).16 In the following, we present the values of these
charges for the modes discussed in section 3.

sl(2) × u(1) charges for axisymmetric modes. Consider the metric variation δgµν
due to the terms linear in ε in (3.1). These are metric perturbations induced by the
axisymmetric modes χ. We will compute the charges (4.18) associated to the Killing
vector ζ, the sl(2)× u(1) generators in (2.22), evaluated on the surface at

x0 = (t = t0, r = r0) .

The result can be expressed in terms of the dual scalars Φζ in (2.30) as

δχQζ [Cr0 ] =
∮
Cr0

(kζ)θφ

= −ε J Φζ(x0)
( cos θ

(1 + cos2 θ)2χ(x0, θ)
) ∣∣∣∣∣

θ=π

θ=0

. (4.19)

16The non-vanishing of these extra terms, i.e. fluxes, suggests a different physical interpretation from
the more standard conical defects in 3d corresponding to masses of bulk particles. As was mentioned
below (3.37), these are string-like singularities and the non-vanishing of these fluxes is due to delta function
sources to the Einstein equation at the poles.
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For modes with ` ≥ 2, χ(x, θ) vanishes at the poles. Hence their contribution to the
charges (4.19) is zero. However, for the low-lying modes the contribution is non-trivial. For
` = 1 (∆ = 2) we select s+

1 = 1 and s−1 = 0 in (3.28), i.e. χ(x, θ) = χ1(x); the corresponding
sl(2) charges are

δχ1Qζ [Cr0 ] = ε

2J Φζ(x0)χ1(x0) . (4.20)

For the ` = 0 (∆ = 1) mode, we will set χ(x, θ) = (1 + cos2 θ)χ0(x) for simplicity. The
corresponding charges are

δχ0Qζ [Cr0 ] = ε J Φζ(x0)χ0(x0) . (4.21)

Both ` = 1 and ` = 0 charges depend on both t0 and r0 for generic solutions. The
dependence on t0 implies that these charges are not conserved and the dependence on r0
implies the existence of sources between the two sphere shells with different radius. This
is due to the fact that the χ(x, θ) perturbation will create a conical singularity unless
compensated by a Φ mode, as discussed in section 3.

sl(2) × u(1) charges for the global mode Φ. Let us compute the same charges
evaluated on the same surfaces due to metric variations induced by the global mode Φ, as
described by the metric perturbations in (3.43), where

Φ(x) = ΦJT + c(φ) = ciΦζi + c(φ) , (4.22)

and we set χ(x, θ) = 0. The resulting expression at Cr0 reads

δΦQζ [Cr0 ] = ε

4J
(
Φ�2Φζ + Φζ�2Φ− 2∇aΦζ∇aΦ− 4ΦζΦ

)∣∣∣
x=x0

. (4.23)

For the sl(2) charges, we can use the relation (2.27) to reduce both Φ and Φζi , leading to

δΦQζi [Cr0 ] = ε

4J
(
− 2∇aΦζi∇

aΦ− 2ΦζΦ
)∣∣∣

x=x0

= ε

4J
(
ηijc

j − 2ΦζiΦ
)∣∣∣

x=x0
. (4.24)

In the last equality we used the definition of the sl(2) Killing form ηij defined in (2.33).
For the u(1) charge we simply obtain

δΦQ∂φ [r0] = ε

4J (�2Φ(x0)− 4Φ(x0)) . (4.25)

As for the low-lying axisymmetric modes, the charges are again neither conserved nor
position independent due to the presence of conical singularities.

sl(2)×u(1) charges for smooth low-lying perturbations. As discussed in section 3,
regular perturbations require the low-lying modes of χ(x, θ) to be accompanied by a Φ mode
satisfying

χ(x, θ) = ΦJT(x) + 1
2(1 + cos2 θ) c(φ) . (4.26)
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Adding the charge formula (4.19) for the χ mode and (4.23) for the Φ mode, we find four
charges for the regular perturbation: the three sl(2) charges

δQζ− = −ε J c+ , δQζ0 = ε

2 J c
0 , δQζ+ = −ε J c− , (4.27)

and the u(1) charge
δQ∂φ = − ε2J c(φ) . (4.28)

All these charges are both conserved and independent of the radius due to the regularity of
these perturbations, in agreement with the general discussion based on the covariant formal-
ism. Note that in (4.27) we wrote ΦJT(x) = ciΦζi , with ci constant, and used (2.33). The
value obtained in (4.28) is in accordance to the change in δJ discussed around (3.51)–(3.53).

Thermodynamics for near-NHEK. Now, we aim to place the sl(2) × u(1) charges
in a thermodynamic context, for which the appropriate geometry is the near-NHEK solu-
tion (2.10). This background is by itself a black hole, with a horizon generator

ξ = ∂t + ΩH∂φ , ΩH = −τ , (4.29)

for which we can read the horizon and the effective temperature,

rh = τ

2 , τH = τ

2π . (4.30)

The three local sl(2) generators, up to automorphism, are given by (2.22), and the explicit
profile for the three dual scalars is

Φζ0 = 1
τ

(
r + τ2

4r

)
, Φζ± = 1

τ

(
r − τ2

4r

)
e±τt , (4.31)

which corresponds to the Killing vectors

ζ0 = 1
τ
∂t, ζ± =

(
4r2 + τ2

τ(4r2 − τ2)∂t ∓ r∂r −
4τr

4r2 − τ2∂φ

)
e±τt . (4.32)

The smooth perturbation for the low-lying modes, with ` = 1, 0, is described by (4.26)
where in particular

ΦJT = τ
(
c+Φζ+ + c0Φζ0 + c−Φζ−

)
, (4.33)

with Φζi as in (4.31) and ci are constants. The overall factor of τ is introduced for the
large r behavior of ΦJT to depend only on the constants ci.

The sl(2)×u(1) charges for near-NHEK are given by (4.27)–(4.28). And in particular,
the energy associated to ∂t and the angular momentum are

δE ≡ δQ∂t = ε

2J τ
2c0 ,

δJ ≡ −δQ∂φ = ε

2J c(φ) . (4.34)

Note that the increase of energy depends on τ2, i.e. a quadratic response on temperature
τH modulated by the JT field as expected from the 2D gravity arguments in [23, 24].
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As was argued before, the variation of the entropy due to the perturbation is given by
the Iyer-Wald charge associated with horizon generator

δS ≡ 1
τH
δQξ = δE − ΩHδJ

τH
= πε J (c0τ + c(φ)) . (4.35)

One can easily verify that this is just the variation of the area of the bifurcation surface H

δS = δArea(H)
4 = πε J Φ

∣∣∣
r=rh

, (4.36)

since Φζ± |r=rh = 0 and Φζ0 |r=rh = 1. Therefore, the variation of the entropy satisfies the
area law as it should be.

5 Matching near and far region perturbations

In this section, we match the near and far region perturbations in Kerr. Following the near
horizon perturbations presented in section 3, we will divide the discussion into propagating
modes for which the Weyl scalars are non-vanishing, and regular (smooth) low-lying modes.

Since this section focuses heavily on interpolating between Kerr and NHEK, let us
reinforce the notation used in section 2: variables with a tilde, such as, g̃µν or x̃µ, corre-
spond to quantities in the Kerr geometry (2.1); and variables without a tilde correspond to
quantities defined on near-NHEK (2.10).17 They are related by the decoupling limit (2.10)
with the deformation (2.11). Figure 1 depicts the relevant regions of the near-extremal
Kerr geometry.

5.1 Propagating modes

Our aim is to extend the propagating χ-modes with ` ≥ 2 discussed in section 3.1 into the
far region of Kerr. Since our treatment of gravitational perturbations, via the introduction
of χ(x, θ), is unconventional, we will briefly discuss how to carry out the matching procedure
and place them in the context of well known results in the literature, in particular [45].
This will also serve to contrast against the subtleties that arise in the low-lying sector.

The χ-modes constitute a complete set of normalizable modes with non-vanishing
Weyl scalars on NHEK. There are multiple ways to perform the matching. Here, we use
the Hertz map because it gives a concise relation between the perturbed metric hµν and
a scalar potential ΨH0 , called the Hertz potential. On a vacuum type-D spacetime, which
encompasses Kerr, this map is given by

hIRG
µν = ε

{
l(µmν)[(D − ρ+ ρ̄)(δ + 4β + 3τ̂) + (δ + 3β − ᾱ− τ̂ − π̄)(D + 3ρ)]

− lµlν(δ + 3β + ᾱ− τ̂)(δ + 4β + 3τ̂)−mµmν(D − ρ)(D + 3ρ)
}

ΨH0 + c.c. (5.1)

where hIRG
µν denotes the perturbation in the ingoing radiation gauge

lµhIRG
µν = gµνhIRG

µν = 0 . (5.2)
17Several of our results are valid more generally for (2.13), i.e. for any locally AdS2 background. But for

concreteness we will write our results for the near-NHEK geometry.
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In these definitions lµ and mµ are the complex tetrads defined in (A.9). The Einstein
equation for the perturbation hIRG

µν translates into the Teukolsky equation for the Hertz
potential ΨH0 :[

(∆̂ + 3γ − γ̄ + µ̄)(D + 3ρ)− (δ̄ + β̄ + 3α− τ̄)(δ + 4β + 3τ̂)− 3ψ2
]
ΨH0 = 0 . (5.3)

The operators and quantities that enter in (5.1) and (5.3) are defined in appendix A.
In the following we describe a three-step algorithm to relate the Hertz potential in

Kerr to the χ-modes. These steps involve first solving for the Hertz potential in the far
and near region (which we will define below), then reconstructing the metric in terms of
ΨH0 , and finally establishing the relation to χ(x, θ).

Step 1: Ψ̃H0 → ΨH0. Let Ψ̃H0 and ΨH0 denote the Hertz potentials in Kerr and NHEK,
respectively. The first task is to solve the Hertz potential on the Kerr geometry in a low
frequency regime by a matching procedure to the Hertz potential in the near horizon region.

Consider axisymmetric Hertz potentials Ψ̃H0(x̃, θ) on the Kerr background, where we
use x̃ to collectively denote the 2D coordinates (t̃, r̃). The master equation (5.3) gives(

Lx̃ − 2
)
Ψ̃H0(x̃, θ) = LθΨ̃H0(x̃, θ) +

(
4i a cos θ ∂t̃ − a2 cos2 θ ∂2

t̃

)
Ψ̃H0(x̃, θ) , (5.4)

where the differential operator Lθ acts on the angular coordinate θ, and Lx̃ acts on the 2D
coordinates x̃ = (t̃, r̃),

Lθ ≡ ∂2
θ + cot θ ∂θ −

4
sin2 θ

, (5.5)

Lx̃ ≡
(r̃2 + a2)2 − a2∆

∆ ∂2
t̃ −∆2∂r̃

(
∆−1∂r̃

)
+ 4

(
M(r̃2 − a2)

∆ − r̃
)
∂t̃ . (5.6)

Due to the terms in the parenthesis on the right hand side of (5.4), it is in general not
possible to have separation of variables in the form Ψ̃H0(x̃, θ) = Ũ(x̃)S(θ). One possible
exception is to consider a regime of parameters where the contribution from the non-
separable part is negligible compared to the other terms. While this possibility is potentially
interesting, we will not explore it in this paper. A more obvious choice is to perform a
Fourier expansion:

Ψ̃H0(x̃, θ) =
∫
dω̃
∑
`

e−iω̃t̃R̃`ω̃(r̃)S̃`ω̃(θ) . (5.7)

Plugging it into (5.4), we get two decoupled differential equations: one for the angular
dependence (

Lθ +K`ω̃

)
S̃`ω̃ +

(
4aω̃ cos θ + a2ω̃2 cos2 θ

)
S̃`ω̃ = 0 , (5.8)

and one for the radial dependence(
Lω̃,r̃ − 2−K`ω̃

)
R̃`ω̃ = 0 , (5.9)

where Lω̃,r̃ is the operator Lx̃ in frequency basis, obtained from (5.6) with the replacement
∂t̃ → −iω̃. The eigenvalue K`ω̃ in (5.8) also serves as a separation of variable constant
with the radial equation (5.9).
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Both the angular and radial equations are within the class of Heun’s differential equa-
tions, for which it is not known how to construct an explicit solution for generic parameters.
However, there are simplifications for the low energy excitations aω̃ � 1, and modes near
the superradiant bound in the near-extremal Kerr background [26, 49, 64]. Since the latter
permits a well defined decoupling limit, it can be analyzed in NHEK, and it is relevant
for our purposes. In addition, requiring axisymmetric modes to be near the superradiant
bound also implies that they have low frequencies. Putting all this together, we will solve
for Ψ̃H0 in a near extremal Kerr background in the regime

aω̃ � 1 , τ̃H ≡
r+ − r−
r+

� 1 , with n ≡ 4M
τ̃H

ω̃ fixed . (5.10)

First, the solutions to the angular equation (5.8) greatly simplify. Imposing regularity of
S`ω̃ at θ = 0, π determines K`ω̃ [26, 65]. The corresponding solutions S`ω̃ are called spin-
weighted spheroidal harmonics which form an orthonormal basis of functions of θ ∈ [0, π]
with the inner product ∫ π

0
S`ω̃(θ)S∗`′ω̃(θ) sin θ dθ = 2πδ``′ . (5.11)

For small ω̃, we have
K`ω̃ ∼ `(`+ 1) +O(ω̃2) , (5.12)

with ` ≥ 2 a positive integer. Therefore, in the low frequency regime aω̃ → 0, we have
S̃`ω̃(θ) → S`(θ), i.e. the same spin-2 spherical harmonics in (A.39) and (3.18) describing
the angular dependence of the gravitational perturbations in NHEK given in section 3.1.

Second, the radial equation (5.9) can be solved in both the near region r̃−r+
r+
� 1 and

the far region τ̃H � r̃−r+
r+

. These solutions can then be glued together by matching their
asymptotic expansions in the region of overlap where τ̃H � r̃−r+

r+
� 1. This procedure has

been systematically studied in the literature; see for example [45]. This matching condition
gives us an expression for Ψ̃H0 everywhere in the regime (5.10), and reconstructs the metric
h̃IRG
µν through the map (5.1).

Our last and most important portion of this first step is to relate the Hertz potential
in Kerr Ψ̃H0 to the Hertz potential in NHEK ΨH0 . The corresponding NHEK perturbation
hIRG
µν in IRG gauge is also related to ΨH0 by (5.1) and is expected to match the Kerr

perturbation in the decoupling limit (2.3), i.e.

lim
λ→0

h̃IRG
µν dx̃µdx̃ν = hIRG

µν dxµdxν . (5.13)

In order to get a well defined limit for the line element as λ → 0, we require the Hertz
potential to satisfy the matching condition

lim
λ→0

λ−2 Ψ̃H0 (x̃, θ) = ΨH0(x, θ) , (5.14)

where x̃ is given in terms of x and λ by the decoupling limit (2.12).
The master equation (5.3) for the Hertz potential in the NHEK can be written as

(Lx − Lθ − 2)ΨH0(x, θ) = 0 , (5.15)
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where Lθ was defined in (5.5) and the differential operator acting on the 2D part is given by

Lx ≡ 2(na∇a)(lb∇b) + 4nbAb (la∇a) , (5.16)

One can explicitly check that the 2D differential operator in Kerr (5.6) directly reduces
to (5.16) in NHEK

lim
λ→0
Lx̃ = Lx . (5.17)

This means that the master equation (5.4) reduces to the master equation (5.15) in NHEK
in the decoupling limit, provided the terms in the parenthesis on the right hand of (5.4)
are subleading. Notice the latter is indeed satisfied in our low frequency regime (5.10).

To make the matching more explicit, let us decompose the Hertz potential ΨH0(x, θ)
in Fourier modes as

ΨH0(x, θ) =
∫
dω
∑
`

e−iωtR`ω(r)S`(θ) , LθS` = −`(`+ 1)S` . (5.18)

Notice that n = 4Mω̃
τ̃H

= ω
τ , where ω is the frequency used in the near horizon vari-

ables (5.18). This makes the implementation of this limit compatible with (5.10). Therefore
solutions to the master equation (5.4) and (5.15) will comply with the matching condi-
tion (5.14) if we require

R`ω = lim
λ→0

λ−2R̃`ω̃ , S` = lim
λ→0

S`ω̃ , (5.19)

in the Fourier basis.
Finally, let us comment on the Weyl scalars in this context. The relation between

the Weyl scalars and the Hertz potential is given by (A.23). In NHEK, (A.23) simplifies
significantly, and for axisymmetric modes we have

Ψ0(x, θ) = ε

2(la∇a)4ΨH0(x, θ) , Ψ4(x, θ) = ε

8J2(1− i cos θ)4Lθ(Lθ + 2)ΨH0(x, θ) .

(5.20)
In Kerr, the Weyl scalars can be expanded in the decoupling limit (2.3) as

Ψ̃0 = ε
λ−2

2 ((la∇a)4ΨH0 +O(λ)) = ελ−2(Ψ0 +O(λ)) ,

Ψ̃4 = ε
λ2

8J2(1− i cos θ)4 (Lθ(Lθ + 2)ΨH0 +O(λ)) = ελ2(Ψ4 +O(λ)) , (5.21)

which is indeed consistent with (5.14).
To recapitulate, the Hertz potential Ψ̃H0 in Kerr and the Hertz potential ΨH0 in NHEK

can be related by the gluing condition (5.14) in the regime of parameters (5.10). More
explicitly, in the Fourier basis, solutions in Kerr and in NHEK are related through (5.19).

Step 2: reconstruction in NHEK, ΨH0 → hIRG. The decoupling limit of Ψ̃H0

in (5.14) leads to the Hertz potential in NHEK, which takes the form (5.18). In this
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limit, the angular dependence reduces to S`, which is independent of ω. Hence it is also
consistent to cast (5.18) into the form

ΨH0(x, θ) =
∑
`≥2

U`(x)S`(θ) , (5.22)

with no Fourier decomposition in time. This will allow our expressions in NHEK to be
covariant with respect to the 2D coordinates x = (t, r).

Assuming ΨH0(x, θ) to be real, we use (5.1) to reconstruct hIRG
µν . In the tetrad basis,

we have
hIRG
µν = 1

2h
IRG
nn `µ`ν + hIRG

mmm̄µm̄ν −
1
2h

IRG
nm(`µm̄ν + `νm̄µ) + h.c. , (5.23)

with components

hIRG
nn = −ε sin2 θ

J(1 + cos2 θ)2 (Lθ + 2)ΨH0 ,

hIRG
mm = hIRG

m̄m̄ = −ε lalb∇a∇bΨH0 ,

hIRG
nm = −ε(1 + i cos θ)√

2J sin2θ
la∇a∂θ

(
sin2θ

1 + cos2θ
ΨH0

)
,

hIRG
nm̄ = −ε (1− i cos θ)√

2J sin2θ
la∇a∂θ

(
sin2θ

1 + cos2θ
ΨH0

)
.

(5.24)

We are particularly interested in the angular components of the metric perturbation

hIRG
θθ = −(1 + cos2 θ)2

4 sin2 θ
hIRG
φφ = J sin2 θ hIRG

mm

= −εJ sin2 θ lalb∇a∇bΨH0 , (5.25)

since they will suffice to illustrate how to relate ΨH0 to the χ-modes.

Step 3: gauge transformation from hIRG to hχ. To relate ΨH0 to the χ-modes, we
need to bring hIRG

µν to the same gauge as in (3.1) via a diffeomorphism ξ̂

hχ = hIRG + εLξ̂gNHEK . (5.26)

Here hχµν denotes the metric perturbation that we used in (3.1). To construct ξ̂, notice that
both (5.25) and (3.1) preserve the determinant of the sphere, i.e. hθθ and hφφ are related
according to the first line in (5.25). To preserve this feature, we set ξ̂θ = 0. This ensures

hIRG
θθ = hχθθ , hIRG

φφ = hχφφ . (5.27)

Choosing the diffeomorphism

ξ̂ = − sin2 θ

1 + cos2 θ
la∇aΨH0 l

µ∂µ +
∫

dθ cot θ lalb∇a∇bΨH0∂φ , (5.28)

the resulting components hχµν from (5.26) satisfy all the gauge conditions in (3.1). Matching
components, we find

χ(x, θ) = − sin2 θ lalb∇a∇bΨH0(x, θ) . (5.29)
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Thus, given a Hertz potential ΨH0 characterising a NHEK perturbation, this relation de-
termines the corresponding χ(x, θ) propagating modes. Note that (3.7), (5.20), and (5.29)
are compatible relations among the χ-modes, Weyl scalars, and Hertz potential.

Following the steps Ψ̃H0 → ΨH0 → hIRG → hχ, we established a map from the UV to
the IR. Namely, given a Kerr perturbation in the ingoing radiation gauge and reconstructed
from a Hertz potential Ψ̃H0 , we can take the decoupling limit and get a Hertz potential
ΨH0 in the near horizon region by (5.14), from which we can read the χ mode using (5.29).

Conversely, given a χ mode in the NHEK region, the Hertz potential ΨH0 can be
determined by solving (5.29) together with the master equation (5.15). Then ΨH0 can
further be glued to a Hertz potential Ψ̃H0 in Kerr. This process can be regarded as being
from the IR to the UV. In fact, (5.29) can be inverted for ` ≥ 2 allowing us to express ΨH0

in terms of χ in a compact form. Indeed, acting with the operator nanb∇a∇b on both
sides of (5.29), we get

nanb∇a∇bχ = −1
4 sin2 θLθ(Lθ + 2)ΨH0 , (5.30)

where on the right hand side we have first used the relation (A.44) and then the master
equation (5.15). Using the separation of variables as in (3.17) and (5.22), the relation (5.30)
leads to the compact relation between the 2D parts of χ and ΨH0 ,

U`(x) = − 4
(`− 1)`(`+ 1)(`+ 2)n

anb∇a∇bχ`(x) . (5.31)

Therefore, given a solution of χ(x, θ), we can use (5.31) to obtain the corresponding Hertz
potential. Altogether, relations (5.29) and (5.31) give a one-to-one correspondence between
the solution space of χ and ΨH0 .

This conclusion is the central result in our reconstruction of propagating modes since
it provides an explicit relation between the χ(x, θ) modes and the Hertz potential ΨH0

in NHEK, allowing us to extend the χ(x, θ) modes to the full Kerr geometry using the
asymptotic matching of the Hertz potentials in (5.14).

5.2 Low-lying modes: ` = 0 and ` = 1

Having understood the reconstruction of the regular perturbations with ` ≥ 2, we would
like to extend this result for the low-lying modes, including the smooth JT modes driving
the system out of extremality. While specific parts of the propagating modes analysis
are still applicable to ` = 0, 1, such as the gauge fixing diffeomorphism (5.28) and the
relation (5.29), it is also evident that (5.31) breaks down for the low-lying modes. All of
this boils down to the delicate nature of the modes we have discussed in section 3 and
section 4. They are intrinsically problematic since their angular dependence is supported
by meromorphic functions on the sphere. It is only after balancing these singularities that
we can discuss them as well-behaved perturbations.

In this subsection we focus on how to reconstruct smooth low-lying modes, i.e., those
complying with the regularity conditions in section 3.2.1. These modes have therefore
vanishing Weyl scalars and are well-behaved on the sphere. As a result, they fall into the
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class of Kerr perturbations considered in [1]. Our task is then to match them: starting
from a smooth perturbation in Kerr with vanishing Weyl scalars, we will identify those that
are smooth and finite as we take λ → 0 in the decoupling limit (2.10). This will allow us
to interpret them as perturbations of the NHEK geometry, and relate them to our analysis
in section 3.2.1.

In [1], it was proved that smooth perturbations on Kerr black holes with vanishing
Weyl scalar can only be a linear combination of changing the mass, angular momentum,
and a diffeomorphism, namely

δg̃ = δM g̃ + δJ g̃ + εLξ̃ g̃ . (5.32)

Here δM = O(ε) and δJ = O(ε). Since the NHEK perturbations we consider are axisym-
metric, we also focus on axisymmetric perturbations in Kerr. This requires

∂φ̃δg̃ = ∂φ̃Lξ̃ g̃ = L∂φ̃ξ̃ g̃ = 0 . (5.33)

This implies the vector field ∂φ̃ξ̃ must be a Kerr isometry, i.e. a linear combination of ∂t̃ and
∂φ̃. However, when integrating for the vector field ξ̃, the non-vanishing part of ∂φ̃ξ̃ leads
to a linear piece in φ̃. As discussed in section 3, such non-single valued diffeomorphisms
create conical singularities and we will not be considered in this section. Hence, from now
on, we restrict to the case ∂φ̃ξ̃ = 0. We will now show how the different perturbations
allowed by Wald’s theorem in (5.32) are related to perturbations in the near horizon limit
as presented in (3.43).

Before starting this analysis, let us introduce some convenient notation. Given a tensor
T̃ in Kerr, the near horizon expansion is given by performing the coordinate transforma-
tion (2.12) and expanding in λ. This procedure defines a tensor T [λ] in NHEK given by

T [λ]µ1···µn
ν1···νm = ∂xµ1

∂x̃α1
· · · ∂x

µn

∂x̃αn
∂x̃β1

∂xν1
· · · ∂x̃

βm

∂xνm
T̃α1···αn

β1···βm . (5.34)

Note that T [λ] is just the pullback of T̃ from Kerr to NHEK under the map x 7→ x̃ given
in (2.12). We then study the tensor T [λ] in an expansion in λ. Now we discuss Kerr
perturbations given by (5.32) surviving the near horizon limit (2.12).

Decoupling limit with no additional perturbations. Before turning on any pertur-
bation, let us consider the λ expansion of the near extremal Kerr metric g̃ itself

g[λ] = gNHEK + λ g(1) + · · · . (5.35)

The leading order term gNHEK gives the near-NHEK metric (2.10). The O(λ) term g(1)
satisfies the near-NHEK linearized Einstein’s equations and can be viewed as a near-NHEK
perturbation with perturbative parameter ε ∼ λ. It is this agreement that motivated the
ansatz in (3.43) as originally introduced in [30].

Let us be more precise. We can show that λg(1), together with the radial redefinition

r → r + λ
τ2r2

√
J(4r2 − τ2)

, (5.36)
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gives a time independent perturbation of the type described in (3.43) with

ε χ(x, θ) = ε χ1(x) = εΦJT(x) = 2λ√
J

(
r + τ2

4r

)
. (5.37)

This means the coefficients in (4.33) are given by

c0 = 2λ
ε
√
J
, c± = 0 . (5.38)

We learn the leading near horizon expansion mode can be interpreted as a particular smooth
perturbation in near-NHEK

λ g(1) =
(
δg
)
χ=ΦJT

, (5.39)

where δg refers to (3.43). In particular, we note that the angular components of g(1) can
be written as

(g(1))θθ = 2
√
J τ Φ∂t , (g(1))φφ = 4

√
J sin2 θ cos2θ

(1 + cos2 θ)2 τΦ∂t . (5.40)

These are the same perturbations recently discussed in [47], and also discussed in [32] for
five-dimensional black holes. Notice that by performing a finite SL(2,R) coordinate trans-
formation on (5.35), the near-NHEK background metric gNHEK remains invariant, but one
can get more general JT modes (4.33) than the stationary one in (5.37). Of course, this is
consistent with the symmetry breaking discussion reviewed in appendix B. gNHEK is invari-
ant under the full SL(2,R), but NHEK perturbations captured by JT modes (4.33) break
this isometry group. The specific perturbation coming from Kerr is time translationally
invariant, hence it must correspond to (5.38), i.e. it must be associated with Φ∂t . However,
from a purely IR perspective, the action of SL(2,R) on the latter can still generate the full
multiplet of NHEK perturbations.

Since the interpretation of the near-NHEK perturbation requires ε ∼ λ, this mode
disappears when λ = 0. In the following, we will consider near-NHEK perturbations
surviving the λ→ 0, i.e. keeping ε fixed as λ→ 0.

Diffeomorphism sector. Let us start our analysis of Kerr perturbations consistent with
vanishing Weyl scalars, see (5.32), by focusing on those generated by a diffeomorphism
parameterized by the vector ξ̃, i.e. we set δM g̃ = δJ g̃ = 0 in (5.32). This vector can be
expanded in λ as

ξ[λ] = λn(ξ(n) + λξ(n+1) + · · · ) , (5.41)

where n is an integer which can be negative. The corresponding diffeomorphism acting on
Kerr admits a λ expansion according to

λn
(
Lξ(n)gNHEK + λ(Lξ(n+1)gNHEK + Lξ(n)g(1)) + · · ·

)
. (5.42)

Our goal is to restrict the form of ξ[λ] by demanding regularity of (5.42). We claim n ≥ −1
in order to have a finite perturbation as λ→ 0. To prove this, suppose n ≤ −2. Regularity
requires the first two terms in the expansion to vanish

Lξ(n)gNHEK = 0 , Lξ(n+1)gNHEK = −Lξ(n)g(1) . (5.43)
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The first equation implies that ξ(n) has to be a NHEK isometry, so that

ξ(n) = a−ζ− + a0ζ0 + a+ζ+ + aφζ(φ) . (5.44)

We already showed g(1) is a particular mode with χ = ΦJT. Hence, g(1) is not pure gauge.
Applying the isometry (5.44) to g(1) simply rewrites such modes in a different coordinate
system keeping the same metric. Thus Lξ(n)g(1) can still not be written as a diffeomorphism
acting on NHEK, and the second equation in (5.42) has no solution for ξ(n+1). Therefore,
we conclude that n ≥ −1.

Let us consider n = −1. The expansion (5.41) starts from λ−1ξ(−1), where ξ(−1) is an
isometry of NHEK as in (5.44) in order to make (5.42) finite. It follows that the most
general diffeomorphism surviving the decoupling limit is given by

ĥ ≡ Lξ(−1)g(1) + Lξ(0)gNHEK . (5.45)

Next we adjust the subleading term ξ(0) such that ĥ takes the form (3.43) of our NHEK
perturbations. This gives the following conditions

∂θ
(
δ log det gS2

)
= ∂θ

(
g−1
θθ ĥθθ + g−1

φφ ĥφφ
)

= 0 , (5.46)

g−1
θθ ĥθθ + g−1

φφ ĥφφ ≡ Φ(x) , (5.47)
ĥθθ ≡ J χ(x, θ) , (5.48)
ĥtθ = ĥrθ = ĥφθ = 0 . (5.49)

In addition we have to adjust the AdS2 components of (3.43), on which we will comment
briefly. Using (5.40), and the isometry-scalar relation (2.22), we get[

Lξ(−1)g(1)

]
θθ

= 2τ
√
J ξa(−1)∇aΦ∂t = 2τ

√
J Φ[ξ(−1),∂t] , (5.50)

[
Lξ(−1)g(1)

]
φφ

= 2τ
√
J sin2(2θ)

(1 + cos2 θ)2 Φ[ξ(−1),∂t] , (5.51)

where (2.36) was used to write the right hand side as the dual scalar of a commutator.
While Lξ(−1)g(1) already satisfies the condition (5.46), requiring the latter for Lξ(0)gNHEK

amounts to
∂2
θξ
θ
(0) + cot θ ∂θξθ(0) −

1
sin2 θ

ξθ(0) = 0 . (5.52)

This is the spin-weighted spherical harmonics equation (A.39), with K = 0 and spin 1,
whose non-vanishing solutions are always divergent at the poles. Therefore for smooth,
axisymmetric perturbations, we conclude that ξθ(0) = 0 and ξ(0) will not contribute to ĥθθ
and ĥφφ. The remaining gauge conditions (5.47)–(5.49), when combined with (5.50), lead
to a consistent matching of the ĥµν components provided we identify

χ(x) = χ1(x) , Φ = ΦJT , (5.53)

together with the constraint

2Φ[ξ(−1),∂t] =
√
J χ1 =

√
J ΦJT =

√
J Φciζi . (5.54)
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The latter reduces to a relation between Killing vectors

2[ξ(−1), ∂t] =
√
J ciζi . (5.55)

Hence, given a diffeomorphism with near horizon expansion (5.41) starting at n = −1, the
isometry ξ(−1) with arbitrary parameters as in (5.44), determines a near-NHEK pertur-
bation of the form (3.43) that is fully determined by (5.55) using the sl(2) commutation
relations. Solving for the constants ci gives

c0 = 0, c± = ∓ 2τ√
J
a± . (5.56)

We can read the corresponding sl(2) × u(1) charges of the near-NHEK perturbation
in (4.27)–(4.28). However, we see from (4.34) that both the energy and the angular mo-
mentum are zero in the near horizon region. This is expected since these perturbations
originate from the decoupling limit of a diffeomorphism in the full Kerr geometry.

We have determined ξ(−1) up to the isometries of Kerr ∂t̃ and ∂φ̃ which act trivially.
Now we need to solve the remaining gauge fixing conditions that ĥµν should satisfy to
determine ξ(0). This is straightforward, and the details just depend on the choice of AdS2
coordinates in (3.43) and residual transformations that affect hab and Aa in (3.44)–(3.45).
In general it takes the form

ξ(0) = ξres + ξsub (5.57)

where ξsub is determined by requiring hab to satisfy (3.45) and ξres is the residual gauge
transformation originating from the ambiguity of A in solving (3.4),

ξsub = 4τr(r4 − 4τ2r2 + 16τ4)(eτta+ + e−τta−)√
J(4r2 − τ2)3

∂t + τ2r2(4r2 + τ2)(eτta+ − e−τta−)√
J(4r2 − τ2)2

∂r

ξres = f(t, r) ∂φ (5.58)

where f(t, r) is an arbitrary function. One can explicitly check that the perturbation
generated by ξ(0) in (5.45) carries no sl(2)× u(1) charges.

Finally if the transformation in (5.41) starts from the zeroth order in λ, then the
diffeomorphism surviving the decoupling limit and preserving the gauge choices (5.46)–
(5.49) is also given by ξres, which is a pure diffeomorphism in NHEK that is smooth and
has trivial Iyer-Wald charges associated to it.

To summarize, a general diffeomorphism in Kerr that reduces to a finite metric per-
turbation in NHEK has an expansion (5.41) starting from n = −1, whose first two leading
orders are

ξ[λ] = λ−1(aiζi + aφζ(φ) + λξ(0) + · · · ) . (5.59)

The near horizon limit of the perturbation takes the form (5.45), and it can be identified
with a near horizon perturbation (3.43) with χ = ΦJT carrying sl(2)× u(1) charges (4.27)–
(4.28) evaluated for (5.56).
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Mass perturbation. Let us continue with the analysis of the individual Kerr perturba-
tions in (5.32) by turning on a mass perturbation while keeping the angular momentum
fixed. Expanding the mass variation δMg of the Kerr metric in the decoupling limit (2.12)
gives

δMg[λ] = δM
(
λ−2h(−2)

M + λ−1h(−1)
M + h(0)

M + · · ·
)
. (5.60)

Hence, to have a finite limit as λ → 0, the mass perturbation δM should be of order λ2.
The surviving perturbation is given by

h(−2)
M = 4J3/2(1 + cos2θ)

(
dt2 + 16

(4r2 − τ2)2 dr2
)
. (5.61)

From the near horizon point of view, the near-NHEK background with temperature τH =
τ

2π is perturbed to a nearby near-NHEK with temperature

τ ′H = τH

(
1 +
√
J
λ−2δM

2π2τ2
H

)
. (5.62)

as can be directly seen from the near extremal limit (2.11). In AdS2 language, mass
perturbation of order λ2 change the AdS2 temperature without turning on any dynamics.
Indeed, one can explicitly check that this mode carries no sl(2)× u(1) charges.

In order to have dynamical fields in NHEK emerging in the λ → 0 limit, we turn to
a scenario with δM ∼ λ or δM ∼ λ0. In this case, the mass perturbation cannot survive
the limit by itself. However, (5.32) allows us to combine the δM perturbation with a
diffeomorphism, that we shall specifically denote by ξ̃M, so that the combined perturbation
is finite in the decoupling limit.

Given the conditions we found around (5.42) and the order of the divergences appearing
in (5.60) when δM is order λ1 or λ0, the expansion of the diffeomorphism must be of
the form

ξM[λ] = δM
(
λ−2ξM

(−2) + λ−1ξM
(−1) + ξM

(0) + · · ·
)
, (5.63)

The resulting metric perturbation from the combined effect of (5.63) and (5.60) is

δg[λ] = δM
(
λ−2

(
h(−2)

M +LξM
(−2)

gNHEK

)
+λ−1

(
h(−1)

M +LξM
(−2)

g(1) +LξM
(−1)

gNHEK

)
+· · ·

)
. (5.64)

The leading divergent term requires

h(−2)
M + LξM

(−2)
gNHEK = 0 . (5.65)

This determines
ξM

(−2) = 2
√
J

τ2

(
−t ∂t + 4r2 + τ2

4r2 − τ2 r ∂r

)
+ ζ , (5.66)

up to a Killing vector ζ of the near-NHEK background. Since we already discussed the con-
tribution of ζ to the NHEK perturbation in the preceding paragraph on the diffeomorphism
sector, we will set ζ = 0 in the following.

The vanishing of the leading order λ−1 coefficient in (5.64) requires

− LξM
(−1)

gNHEK = h(−1)
M + LξM

(−2)
g(1) . (5.67)

– 41 –



J
H
E
P
0
7
(
2
0
2
1
)
2
1
8

However, since the source in the right hand side is not pure gauge, there exists no vector
field ξM

(−1) mapping the near-NHEK metric to this physical perturbation. Thus, for this
combined metric and diffeomorphism perturbation to have a finite decoupling limit, δM
must be at least of order λ. The corresponding surviving perturbation in NHEK is given by

lim
λ→0

δg[λ] = δM λ−1
(
h(−1)

M + LξM
(−2)

g(1) + LξM
(−1)

gNHEK

)
≡ hM . (5.68)

To compare with the low-lying modes in section 3, we transform hM
µν to the appropriate

gauge as described in (5.46)–(5.49). This imposes (ξM
(−1))θ = 0. Furthermore, comparing

hM
θθ and hM

φφ with (5.47) and (5.48), we learn

ε χ(x, θ) = εΦ(x) = 4δM
λτ2

(
r + τ2

4r

)
. (5.69)

This allows us to identify the constants ci, defined in (4.33), that determine the low-lying
mode perturbation in (3.43). We learn that

c± = 0, c0 = 4δM
ελτ2 . (5.70)

Finally, the remaining vector field ξM
(−1) can be determined by requiring hM to satisfy (5.48)

and (5.49). This gives

ξM
(−1) = 2r2

4r2 − τ2∂r + ξres , (5.71)

where ξres is given by (5.58).
It is reassuring to check the value of δM in (5.70) can also be determined using the

relation between charges in Kerr and in NHEK. According to the coordinate transforma-
tion (2.3), we have

∂t = 2J
λ
∂t̃ +

√
J

λ
∂φ̃ , ∂φ = ∂φ̃ . (5.72)

Therefore, the charges in Kerr and near-NHEK are related by

δQ∂t = 2J
λ
δQ∂t̃ +

√
J

λ
δQ∂φ̃ , δQ∂φ = δQ∂φ̃ . (5.73)

A mass perturbation of Kerr corresponds to δQ∂t̃ = δM and δQ∂φ̃ = 0, giving the NHEK
charges

δQ∂t = 2J
λ
δM , δQ∂φ = 0 . (5.74)

Comparing with (4.34), we recover

δM = ελ
c0τ2

4 . (5.75)

To summarize, Kerr mass perturbations δM ∼ λ2 can be interpreted as changing the
temperature in the near-NHEK metric. When δM ∼ λ, they can be combined with an
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additional diffeomorphism, as in (5.63), and explicitly given by (5.66) and (5.71), to give a
χ = ΦJT mode in near NHEK with coefficients given by (5.70). Note that the mass+diffeo
perturbation (5.70) has the same structure as the anabasis mode (5.38). However, while
the latter has ε ∼ λ, the mass perturbation has ε ∼ λ0. Hence, they belong to different
parameter regions. One intuition for the similarity is that adding finite energy to AdS2
corresponds to an RG flow from the conformal fixed point at the IR towards UV, and hence
corresponds to a deviation from the near horizon throat.

As a final remark, we restricted ourselves to the minimal diffeomorphism necessary
to cancel the divergent part of (5.60). Note that adding a pure diffeomorphism of the
form (5.59) still leads to a perturbation surviving the decoupling limit as λ → 0. The re-
sulting matching would be modified accordingly and in general will be different from (5.69).

Angular momentum perturbation. The discussion of angular momentum perturba-
tions is technically similar to the mass perturbation one. Let us just summarize the con-
clusion. To make δJ g̃ finite in the decoupling limit, we need δJ ∼ λ2. This perturbation
changes the IR temperature to δτH = τH

(
1− δJ

λ2τ2

)
.

When δJ ∼ λ, δJ g̃ is divergent in the decoupling limit. However, we can combine the
latter with a diffeomorphism ξJ to cancel this divergence. Choosing ξJ appropriately, we
can also match the JT mode which nonzero energy, δQ∂t , in near-NHEK. In particular,
we have

δJ = ελ
c0τ2

4
√
J
, (5.76)

which agrees with (5.73). Note that δQ∂φ is zero as we take λ → 0. When δJ ∼ λ0,
the divergence can not be removed by a diffeomorphism, as in the discussion of mass
perturbations.

Marginal deformation. A general Kerr perturbation with vanishing Weyl scalars (5.32)
can be glued to a linear combination of perturbations in near-NHEK. In the following, we
discuss the particular case

δJ = 2
√
J δM (5.77)

preserving the extremality condition J = M2. This property is responsible for the cancel-
lation of the leading order term in the λ-expansion, leading to a perturbation of the form

(δM + δJ) g[λ] = δM(λ−1h(−1) + h(0) + · · · ) . (5.78)

When δM ∼ λ, the perturbation surviving the limit is given by the leading term

h(−1) = J
(1 + cos2 θ)(4r2 + τ2)

2r

(
dt2 + 16

(4r2 − τ2)2 dr2
)
. (5.79)

which can be written as a diffeomorphism with

h(−1) + Lξ(−1)gNHEK = 0 , with ξ(−1) = 4r2

4r2 − τ2∂r + t ∂φ . (5.80)

Such perturbation keeps the temperature invariant and carries no charges. Thus, this is a
trivial diffeomorphism.
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When δM ∼ λ0, the marginal perturbation is divergent in the near horizon limit, but
we can cancel the leading divergence with a diffeomorphism

ξ[λ] = δM
(
λ−1ξ(−1) + ξ(0) + · · ·

)
, (5.81)

where ξ(−1) is given by (5.80), and ξ(0) is chosen such that the perturbation surviving the
limit

δM
(
h(0) + Lξ(−1)g(1) + Lξ(0)gNHEK

)
, (5.82)

satisfies the gauge conditions (5.46)–(5.49). As in previous discussions, analyzing the hθθ
and hφφ components enables us to identify this mode as

χ(x, θ) =
c(φ)
4 (1 + cos2 θ) , Φ(x) =

c(φ)
2 , c(φ) = 4δM

ε
√
J
. (5.83)

Furthermore preservation of the remaining gauge conditions determines the subleading
diffeomorphism to be

ξ(0) = τ2r√
J(4r2 − τ2)

∂r + ξres , (5.84)

where ξres is again given by (5.58).
One can easily recognize that (5.83) has angular dependence ` = 0 and is just

the marginal deformation (3.52) discussed in section 3. This mode carries u(1) NHEK
charge according to (4.34), in agreement with the general map between Kerr and NHEK
charges (5.73), since the choice (5.77) forces the NHEK mass to vanish. Therefore an ex-
tremal perturbation with δJ = 2

√
J δM ∼ λ0 in Kerr corresponds to a NHEK mode with

` = 0 as described by (5.83).
This completes our analysis of all smooth and axisymmetric gravitational perturbations

interpolating between NHEK and Kerr. A summary of these modes appears in the first
two blocks in table 1.

6 Singular perturbations

This last section is devoted to explore further properties of the low-lying modes in cases
where we allow for angular singularities. Clearly this takes us to unknown territory, where
the rules are less clear and we might encounter more pathologies as we study them. A fair
objection to pursue this direction is that most likely there is no physical process inducing
these singular perturbations. Hence, a conservative view might be that if the singularity is
not balanced — as we did in section 3.2.1 — one should just discard these configurations
as unphysical.

Nevertheless, there are some formal (theoretical) reasons why it is interesting to con-
sider these singular perturbations. And there are at least three directions that are worth
mentioning:

1. The potential relation these singular modes might have with superrotations that
appear in the asymptotic symmetry analysis of Minkowski space. It has recently
been shown in [58], based on earlier work [66–69], that finite superrotations act on
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isolated defects on the celestial sphere, and these are closely related to the C-metric
deformations we described in section 3.2.2. It would be very interesting to understand
the interpretation of other low-lying modes in the context of celestial holography, and
if they have a role in gravitational scattering.

2. The regularity conditions on low-lying modes arose from the angular dependence of
the modes, and not from physics on the AdS2 portion. These conditions on modes
with ∆ = 2, 1 are given by (3.30). In this context it is interesting to explore if
these conditions are universal or only required for specific black holes. More con-
cretely, are there examples of nearly-AdS2 holography for which ∆ = 2, 1 are not
constrained by (3.30) and still well-behaved? or could one prove that regardless of
the gravitational theory and the origin of the AdS2 background these modes are
always constrained?

3. As we will show the matching procedure of the singular perturbations involves non-
separable solutions to the Teukolsky’s master equations. From a mathematical per-
spective it is interesting to investigate how the non-separable solutions behave (and
contrast to separable solutions).

Answering these questions is outside the scope of this work. Our intention here is to
initiate a discussion regarding how one would describe these modes and their properties in
the whole Kerr geometry.

The subsequent discussion will be divided in two parts. We first focus on building
the Hertz potential associated with singular perturbations, starting from the perturbations
around NHEK. The advantage of transcribing the information of these modes to the Hertz
potential is twofold: first, it illustrates some stark differences on the behaviour of ΨH0 for
` = 0, 1 relative to the propagating modes; second, it allows us to be more systematic as
we attempt to extend these modes to the full Kerr geometry via a matching procedure.
This second feature is particularly important for singular modes that have vanishing Weyl
scalars on NHEK. The matching procedure is the focus of the second portion of this section,
where we highlight places where we can make some progress and also potential obstacles
to reconstruct these modes.

6.1 Reconstruction of Hertz potential on NHEK

The task is to build a Hertz potential ΨH0 for the low-lying modes

χ(x, θ) = sin2 θ
∑
`=0,1

S`(θ)χ`(x) , �2χ`(x) = `(`+ 1)χ`(x) . (6.1)

The first steps follow the analysis in section 5.1. In particular we want to use results
from that section that do not assume any property of χ nor ΨH0 . This singles out (5.29)
and (5.30), and from them we want to determine ΨH0 .

It is important to stress that if we assume a separable ansatz for ΨH0 , such as (5.22),
it leads to pathologies for ` = 0, 1. This pathology is clear in (5.31). Actually, we will show
that Hertz potentials associated to low-lying modes take the form

ΨH0 =
∑
`=0,1

(
S`(θ)U`(x)− 4S inhom

` (θ)nanb∇a∇bχ`(x)
)
. (6.2)
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Crucially this Hertz potential is not a separable solution in contrast to (5.22). Our task is
to determine S inhom

` and U` such that ΨH0 solves (5.15), while being compatible with (5.29)
and (5.30). This will give us a reversible map between ΨH0 and χ.

Let us first determine S inhom
` . Acting with Lθ(Lθ + 2) on (6.2) gives zero on the first

term because
Lθ S0 = 0 , and (Lθ + 2)S1 = 0 . (6.3)

Comparing its action on the second term of (6.2) with (5.30) gives us the relation

Lθ(Lθ + 2)S inhom
` = S` . (6.4)

Using (6.3), the above equation can be integrated to

LθS inhom
0 = 1

2S0 , and (Lθ + 2)S inhom
1 = −1

2S1 , (6.5)

up to an homogenous piece that can be re-absorbed into the second term in (6.2). Notice
we can combine both equations (6.5) as

(Lθ + `(`+ 1))S inhom
` = −

(
`− 1

2

)
S` , ` = 0, 1 . (6.6)

Next we require our ansatz (6.2) to solve the Hertz potential master equation (5.15).
This gives an equation for U`

(Lx − 2 + `(`+ 1))U`(x) = 2(2`− 1)nanb∇a∇bχ`(x) , (6.7)

where we used the identity

(Lx − 2 + `(`+ 1))nanb∇a∇bχ`(x) = 0 , (6.8)

holding for any χ` satisfying the Klein-Gordon equation (6.1). Furthermore, acting with
lalb∇a∇b on (6.2) and plugging it into (5.29), we get the further relation

lalb∇a∇b U` = −χ` , (6.9)

where we used (A.44) and the Klein-Gordon equation for χ`.
Given the above analysis, our task of mapping any Hertz potential of the form (6.2)

to a lower lying χ mode (6.1), and vice-versa, reduces to solving (6.7) and (6.9) while
χ` satisfying the Klein-Gordon equation. We claim that this reconstruction always has
a solution and we provide a detailed derivation for both ` = 0, 1 in appendix A.5. The
bottom line is that starting from the low-lying χ-modes there is a corresponding Hertz
potential of the form (6.2) which obeys the master equation (5.15).

Within the singular perturbations there are special cases when the Hertz potential is
actually separable. From (6.2), requiring that the Hertz potential is separable, i.e.

ΨH0 =
∑
`=0,1

S`(θ)U`(x) , (6.10)

implies that
nanb∇a∇bχ`(x) = 0 . (6.11)

In this situation the master equation becomes

(Lx − 2 + `(`+ 1))U`(x) = 0 , (6.12)
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which originates from inserting (6.10) into (5.15). And there is as well the relation (6.9)
that relates U`(x) to χ`(x) — note that (6.9) is compatible with (6.11)–(6.12). It is straight-
forward to construct solutions in this case. One way is to first solve for U`(x) from (6.12)
and then build the resulting χ` from (6.9) which can be shown to comply with the con-
straints (6.11) after using (A.44). Another option is to first solve for χ` from its equation
of motion in (6.1) and the constraint (6.11), and then determine U` from (6.9) and (6.12),
similarly to the discussion in appendix A.5.

One interesting aspect of solutions obeying (6.10)–(6.12) is the behaviour of the Weyl
scalars evaluated on them. Recalling the relation (3.20), we see that (6.11) implies Ψ4 = 0.
If we further set

lalb∇a∇bχ`(x) = 0 , (6.13)

then Ψ0 = 0. However, the Hertz potential associated to these modes is non-zero, despite
having trivial Weyl scalars. The fact that ΨH0 is separable and non-vanishing establishes
clear rules on how we should match this special class of singular modes to the whole
geometry. We will discuss this matching procedure in the next subsection.

6.2 UV behaviour of singular modes

We have shown that ΨH0 for these low-lying modes in (6.2) takes the form of sum of
two terms, and hence does not comply with the usual basis of solutions that is typically
used to describe linearized solutions to the Teukolsky’s master equation. We also take
this as an indication that the Hertz potential Ψ̃H0 in Kerr, which reduces to ΨH0 in the
decoupling limit (5.14), cannot be a single term either. It is not clear to us how to find
the most general solutions to the master equation (5.4) in the Kerr geometry. Despite this
significant obstruction to reconstruct these singular low-lying modes in the entire geometry,
we make the following exploratory ansatz

Ψ̃H0 = e−iω̃t̃
(
S̃(1)
`ω̃ (θ)R̃(1)

`ω̃ (r̃) + S̃(2)
`ω̃ (θ)R̃(2)

`ω̃ (r̃)
)
, (6.14)

where the angular functions S̃(1)
`ω̃ and S̃(2)

`ω̃ should satisfy(
Lθ +K`ω̃

)
S(1)
`ω̃ +

(
4aω̃ cos θ + a2ω̃2 cos2 θ

)
S̃(1)
`ω̃ = −

(
`− 1

2

)
S̃(2)
`ω̃ ,(

Lθ +K`ω̃

)
S(2)
`ω̃ +

(
4aω̃ cos θ + a2ω̃2 cos2 θ

)
S̃(2)
`ω̃ = 0 . (6.15)

Plugging (6.14) into the master equation (5.4), and using (6.15), we get two coupled equa-
tions for the radial functions(

Lω̃,r̃ − 2 +K`ω̃

)
R̃(2)
`ω̃ = −

(
`− 1

2

)
R̃(1)
`ω̃ ,(

Lω̃,r̃ − 2 +K`ω̃

)
R̃(1)
`ω̃ = 0 . (6.16)

where Lω̃,r̃ is given by (5.6) by replacing ∂t̃ → −iω̃.
Without solving this system of equations explicitly, we will show that Ψ̃H0 would

comply with (5.14) by matching equations in the decoupling limit. Matching of the angular
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part is straightforward. In the low frequency limit ω̃ → 0, it is easy to see that S̃(2)
`ω̃ is

just the spherical harmonic function S`, and S̃(1)
`ω̃ satisfies the same differential equation as

S inhom
` in (6.6). Therefore, in the low frequency limit, we have

lim
λ→0

S̃
(1)
`ω̃ = S inhom

` lim
λ→0

S̃
(2)
`ω̃ = S` . (6.17)

Matching of the radial part is also similar to the discussion in section 5.1: the ra-
dial equation can be approximated in the near region with r̃−r+

r+
� 1 in the parameter

regime (5.10). Note that the radial differential operator Lω̃,r̃ appearing in (6.16) reduces
to Lω,r expressed in frequency space, as discussed in (5.17). Using this relation and com-
paring (6.16) with (6.7) and (6.8), it is straightforward to see that in the decoupling limit
e−iω̃t̃R̃

(1)
`ω̃ and e−iω̃t̃R̃(2)

`ω̃ satisfy the same equation as nanb∇a∇bχ`(x) and U`, respectively.
One can study the behaviour of R̃(1)

`ω̃ and R̃
(2)
`ω̃ in the very far region of Kerr. From

preliminary results, they seem to have a reasonable asymptotic series expansion, but a
more detailed analysis that includes the matching region is undoubtedly required. The
angular function S inhom

` carries logarithmic terms: these do not affect the hµν in (5.1) for
NHEK, but we haven’t explored if the logarithmic pieces enter in the metric perturbation
for the Kerr geometry. We leave a more systematic study of these non-separable solutions
for future work.

Finally, we discuss how to glue modes of the form (6.10)–(6.13), i.e. carrying trivial
Weyl scalars on NHEK. The natural ansatz for the Hertz potential on Kerr is

Ψ̃H0 = e−iω̃t̃S̃`ω̃(θ)R̃`ω̃(r̃), (6.18)

with S̃`ω̃(θ) and R̃`ω̃(r̃) satisfying (5.8) and (5.9). Similar to the discussion in section 5.1,
the radial equation (5.9) in Kerr can actually be solved in the near and far region as long as

a|ω̃| � 1 , τ̃H � 1 , with ω̃

τ̃H
fixed. (6.19)

A very interesting remark in this case regards the behaviour of the Weyl scalars between
NHEK and Kerr. While we imposed the vanishing of the Weyl scalars in NHEK, this
condition does not have to hold in Kerr. In fact, we can construct explicit solutions where
it does not. This is due to the λ → 0 limit in (5.21): the leading contributions vanish as
we go near the horizon, but subleading contributions in Ψ̃0,4 are not necessarily zero. That
is, (5.21) allows for singular perturbations where Ψ̃0,4 are non-zero, while as we take the
decoupling limit one still gets Ψ0,4 = 0. This is a striking feature that we have explored
by studying some solutions to (6.10)–(6.13) and applying the same matching procedure
as in section 5.1. It would be interesting to investigate the properties of these metric
perturbations in Kerr more carefully and understand their imprints in the far region.
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A Aspects of Teukolsky formalism

In this appendix we start by reviewing some of the basic elements of gravitational perturba-
tions, gathering definitions and well known results that are specific to the Kerr background
and its near horizon geometry. Readers can find an excellent review in appendix C of [43],
and more recently in [60]. This discussion includes a summary of Wald’s theorem [1]
characterizing the subset of Kerr perturbations with vanishing Weyl scalars. Also, ap-
pendix A.5 presents a set of identities involving differential operators constructed out of
the near horizon AdS2 tetrad which are used in section 3 and section 5.

A.1 Overview

Any on-shell metric perturbation h of the Kerr black hole must solve the linearized Ein-
stein’s equations

E · h = 0 , (A.1)

where E is a self-adjoint linear partial differential operator (PDO). This is a coupled system
of partial differential equations typically written in a non-gauge invariant way. Hence, it is
hard to solve and to extract the two polarizations carried by the perturbation.

Using the Newman-Penrose formalism, Press and Teukolsky [25–27, 54] used gauge
invariant quantities, the Weyl scalars Ψ, defined in terms of h by

Ψ = T · h , (A.2)

where T is a linear PDO, to show that any on-shell perturbation satisfied the Teukolsky’s
master equation

O ·Ψ = 0 . (A.3)

A further achievement of the Teukolsky’s formalism was that these equations can be solved
by separation of variables. Hence, the original problem is mapped to a set of ODEs.

The reconstruction of the gravitational perturbation h from the Weyl scalars is solved
using the Cohen-Kegeles formalism [70, 71] (see also [72]). This is typically performed in
the ingoing (outgoing) radiation gauge IRG (ORG)

lµhµν = gµνhµν = 0 (IRG), nµhµν = gµνhµν = 0 (ORG) , (A.4)

and involves the Hertz potential ΨH whose existence is best understood following the robust
mathematical formulation of this reconstruction problem given by Wald [73].
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Wald constructed two linear PDO, S and O, satisfying the operator equation [73]

S · E = O · T . (A.5)

Applying this to h shows that E · h = 0 implies that Ψ must satisfy the master equa-
tion (A.3), in agreement with Teukolsky’s work. Furthermore, taking the adjoint (in the
sense of operators) of (A.5) gives E · S† = T † · O†, since E† = E is self-adjoint. Thus, we
can reconstruct the perturbation h

h = S† ·ΨH (A.6)

in terms of a potential ΨH satisfying

O† ·ΨH = 0 . (A.7)

If ΨH is a Hertz potential, i.e. it satisfies O† · ΨH = 0, we get a solution of Teukolsky
equation O ·Ψ = 0 given by Ψ = T ·S† ·ΨH . This is simply obtained by reconstructing the
metric and computing Ψ from it. This shows that there is a unique Weyl scalar Ψ for a
given Hertz potential. However, notice this conclusion doesn’t go the other way: different
Hertz potentials can give the same Ψ.

A.2 Newman-Penrose formalism & master equations

In this appendix, we collect useful formulas in the Newman-Penrose (NP) formalism [75].
For book keeping purposes, we introduce the parameter ι to denote different conventions
in the literature: ι = 1 corresponds to the mostly positive signature for the metric, namely
(−,+,+,+), used in this paper, whereas ι = −1 corresponds to the (+,−,−,−) signature
used in, e.g., [43].

The Newman-Penrose (NP) formalism [75] decomposes the metric components

gµν = ι(−lµnν − lνnµ +mµm̄ν + m̄µmν) (A.8)

in terms of three complex valued tetrads satisfying

l ·m = l · m̄ = n ·m = n · m̄ = 0 ,
l · l = n · n = m ·m = m̄ · m̄ = 0 ,
l · n = −ι, m · m̄ = ι .

(A.9)

We will using the mostly-plus signature conventions, ι = 1, which is the opposite of that
followed by in [25–27].

There are five inequivalent gauge invariant Weyl scalars built from contractions of the
Weyl tensor with these tetrads

Ψ0 = ι Cµναβ l
µmν lαmβ ,

Ψ1 = ι Cµναβ l
µ nν lαmβ ,

Ψ2 = ι Cµναβ l
µmν m̄α nβ ,

Ψ3 = ι Cµναβ l
µ nν m̄α nβ ,

Ψ4 = ι Cµναβ n
µ m̄ν nα m̄β .

(A.10)
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In our manipulations we will denote with lower case, ψi, the value of the Weyl scalars on the
background geometry, and with upper case, Ψi, the linear contribution due to the metric
perturbation. Only Ψ0 and Ψ4 are invariant under tetrad rotations and diffeomorphisms
(at linear order). Moreover, for the Kerr background, only one, either Ψ0 or Ψ4 is needed
to establish the dynamical properties of the linearized solutions. Hence, the remaining
Weyl scalars are not needed to describe gravitational waves on Kerr at this order.

Introducing the differential operators18

D = lµ∇µ , ∆̂ = nµ∇µ , δ = mµ∇µ , δ̄ = m̄µ∇µ , (A.11)

and the spin coefficients

κ = −ιmµDlµ , τ̂ = −ιmµ∆̂lµ , (A.12)

σ = −ιmµδlµ , ρ = −ιmµδ̄lµ , (A.13)

π = ιm̄µDnµ , ν = ιm̄µ∆̂nµ , (A.14)

µ = ιm̄µδnµ , λ̂ = ιm̄µδ̄nν , (A.15)

ε = −ι12 (nµDlµ − m̄µDmµ) , γ = −ι12
(
nµ∆̂lµ − m̄µ∆̂mµ

)
, (A.16)

β = −ι12 (nµδlµ − m̄µδmµ) , α = −ι12
(
nµδ̄lµ − m̄µδ̄mµ

)
. (A.17)

Teukolsky’s master equation (A.3) for the gravitational perturbations Ψ0 and Ψ4 can be
written as

O0 ·Ψ0 = 0 , O4 ·Ψ4 = 0 , (A.18)

where

O0 = (D − 3ε+ ε̄− 4ρ− ρ̄)(∆̂ + µ− 4γ)− (δ + π̄ − ᾱ− 3β − 4τ̂)(δ̄ + π − 4α)− 3ψ2 ,

O4 = (∆̂ + 3γ − γ̄ + 4µ+ µ̄)(D + 4ε− ρ)− (δ̄ − ¯̂τ + β̄ + 3α+ 4π)(δ − τ̂ + 4β)− 3ψ2 .

The adjoint equations (A.7) satisfied by the Hertz potentials ΨH0 and ΨH4 reconstruct-
ing the perturbation h are

O†0 ·ΨH0 = 0 , O†4 ·ΨH4 = 0 , (A.19)

with

O†0 = (∆̂ + 3γ − γ̄ + µ̄)(D + 4ε+ 3ρ)− (δ̄ + β̄ + 3α− τ̄)(δ + 4β + 3τ̂)− 3ψ2 , (A.20)
O†4 = (D − 3ε+ ε̄− ρ̄)(∆̂− 4γ − 3µ)− (δ − 3β − ᾱ+ π̄)(δ̄ − 4α− 3π)− 3ψ2 . (A.21)

The reconstructed metric in IRG is then given by

hIRG
µν = ε

{
l(µmν)[(D − ρ+ ρ̄)(δ + 4β + 3τ̂) + (δ + 3β − ᾱ− τ̂ − π̄)(D + 3ρ)]

− lµlν(δ + 3β + ᾱ− τ̂)(δ + 4β + 3τ̂)−mµmν(D − ρ)(D + 3ρ)
}

ΨH0 + c.c. . (A.22)

18We have added hats on some of the commonly used symbols to avoid conflict with notation used in the
main text.
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To reconstruct the metric in ORG one would use ΨH4 instead. Notice the existence of a
typo (shown in red) in the formula given in [43]. The one above agrees with, for example,
table 1 in [72]. The relation between the Hertz potential and the defining Weyl scalar is
given in [71, 73, 74], which we summarize below

Ψ0 = ε

2(D − 3ε+ ε̄− ρ̄)(D − 2ε+ 2ε̄− ρ̄)(D − ε+ 3ε̄− ρ̄)(D + 4ε̄+ 3ρ̄)Ψ̄H0 ,

Ψ4 = ε

2
{

(δ̄ + 3α+ β̄ − ¯̂τ)(δ̄ + 2α+ 2β̄ − ¯̂τ)(δ̄ + α+ 3β̄ − ¯̂τ)(δ̄ + 4β̄ + 3¯̂τ)Ψ̄H0

+3Ψ2[τ̂(δ̄ + 4α)− ρ(∆ + 4γ)− µ(D + 4ε) + π(δ̂ + 4β) + 2Ψ2]ΨH0

}
. (A.23)

A.3 Kerr & NHEK specifics

All previous equations hold for any type D vacuum solution. When restricting to the Kerr
metric (2.1), the Newman-Penrose tetrad usually used is the Kinnersley tetrad [76]

l̃ = r̃2 + a2

∆ ∂t̃ + ∂r̃ + a

∆ ∂φ̃,

ñ = 1
2Σ

(
(r̃2 + a2)∂t̃ −∆∂r + a ∂φ̃

)
,

m̃ = 1√
2Γ

(
i a sin θ ∂t̃ + ∂θ + i

sin θ∂φ̃
)
,

(A.24)

where we defined Γ ≡ r̃ + ia cos θ. The only non-vanishing Weyl scalar is

ψ̃2 = −M
Γ̄3 ,

and the spin coefficients are

κ = σ = λ̂ = ν = ε = 0, ρ = − 1
Γ̄
,

β = cot θ
23/2Γ

, π = ia sin θ√
2 Γ̄2 , α = π − β̄ , (A.25)

τ̂ = − ia sin θ√
2 Γ2 , µ = − ∆

2ΓΓ̄2 , γ = µ+ r̃ −M
2ΓΓ̄

.

Notice we introduced a tilde for these tetrads (A.24) and ψ̃2 to identify them as full Kerr
quantities, in agreement with the conventions used in the main text.

Near-NHEK tetrad. In the near-extremal near horizon limit

r̃ =
√
J + λ

(
r + τ2

4r

)
, t̃ = 2J t

λ
, φ̃ = φ+

√
J
t

λ
, (A.26)
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leading to (2.10), there is a finite NHEK tetrad

l = 1(
1− τ2

4r2

)2

(
1
r2∂t +

(
1− τ2

4r2

)
∂r −

1
r

(
1 + τ2

4r2

)
∂φ

)
,

n = 1
2J(1 + cos2θ)

(
∂t − r2

(
1− τ2

4r2

)
∂r − r

(
1 + τ2

4r2

)
∂φ

)
,

m = 1√
2
√
J(1 + i cos θ)

(
∂θ + i

( 1
sin θ −

sin θ
2

)
∂φ

)
,

(A.27)

related to (A.24) by

l = lim
λ→0

(λ l̃), n = lim
λ→0

(λ−1 ñ), m = lim
λ→0

m̃ . (A.28)

These tetrads satisfy (A.9) and, once more, the only non-vanishing Weyl scalar is

ψ2 = i

J(i+ cos θ)3 . (A.29)

Master equations (Kerr & NHEK). Teukolsky’s master equation (A.3) for a spin-s
field Ψ̃(s) in the full Kerr geometry is [25][

(r̃2 + a2)2

∆ − a2 sin2 θ

]
∂2
t̃ Ψ̃(s) + 4Mar̃

∆ ∂t̃∂φ̃Ψ̃(s) +
[
a2

∆ −
1

sin2θ

]
∂2
φ̃
Ψ̃(s)

−∆−s∂r̃
(
∆s+1∂r̃Ψ̃(s)

)
− 1

sin θ
∂θ
(
sin θ ∂θΨ̃(s)

)
− 2s

[
a(r̃ −M)

∆ + i cos θ
sin2 θ

]
∂φ̃Ψ̃(s)

−2s
[
M(r̃2 − a2)

∆ − r̃ − i a cos θ
]
∂t̃Ψ̃(s) + (s2cot2θ − s) Ψ̃(s) = 0 .

(A.30)

Working in ingoing radiation gauge (IRG), the relevant Hertz potential is Ψ̃H0 and using
the adjoint properties of the operator O0, we learn that it satisfies the master equation for
s = −2, i.e. Ψ̃H0 = Ψ̃(−2).

To solve (A.30) for normalizable solutions on the 2-sphere, we can use standard sepa-
ration of variables

Ψ̃(s) =
∫
dω̃
∑
`,m

e−iω̃t̃+imφ̃ R̃`mω̃(r̃) S̃`mω̃(θ) , (A.31)

to obtain the two decoupled ODEs

0 = ∆ d2R̃`mω̃
dr̃2 + 2(s+ 1)(r̃ −M) dR̃`mω̃

dr̃
+
(
C2 − 2is (r̃ −M)C

∆ + 4isω̃r̃ −B
)
R̃`mω̃ ,

0 = 1
sin θ

d

dθ

(
sin θ

dS̃`mω̃
dθ

)
(A.32)

+
(
a2ω̃2 cos2 θ − m2

sin2 θ
− 2aω̃ s cos θ − 2ms cos θ

sin2 θ
− s2

sin2 θ
− m2

4 +K`mω̃

)
S̃`mω̃ ,
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where we defined

C ≡ (r̃2 + a2) ω̃2 − am , B ≡ K`mω̃ −
m2

4 + a2ω̃2 − 2amω̃ − s(s+ 1) , (A.33)

in terms of the separation constant K`mω̃.
For axisymmetric perturbations, i.e. with m = 0, the above constants become

C = (r̃2 + a2)ω̃2, B = K`ω̃ + a2ω̃2 − s(s+ 1) , (A.34)

and the angular ODE reduces to

1
sin θ

d

dθ

(
sin θ

dS̃`ω̃
dθ

)
+
(
a2ω̃2 cos2 θ − 2aω̃ s cos θ − s2

sin2 θ
+K`ω̃

)
S̃`ω̃ = 0 . (A.35)

The radial ODE for axisymetric perturbations can be written in a Schrödinger like way

∆−s d
dr̃

(
∆s+1 dR̃`ω̃

dr̃

)
= V (r̃) R̃`ω̃ , V (r̃) ≡ B − 4is ω̃r̃− C2 − 2is (r̃ −M)C

∆ . (A.36)

In the near horizon limit (A.26), the master equation (A.30) becomes

16r2

(4r2 − τ2)2∂
2
t Ψ(s) − r2∂2

rΨ(s) − 2r(4r2 + s(4r2 + τ2))
4r2 − τ2 ∂rΨ(s)

− 1
sin θ∂θ( sin θ ∂θΨ(s))− 8s r(4r2 + τ2)

(4r2 − τ2)2 ∂tΨ(s) + (s2 cot2θ − s)Ψ(s) = 0 . (A.37)

Performing some partial separation of variables

Ψ(s) =
∑
`

U`(t, r)S`(θ) , (A.38)

the resulting angular ODE reduces to

S′′` + cot θ S′` −
4

sin2 θ
S` = −K` S` , s = ±2 . (A.39)

This is the same equation as the one appearing from Einstein’s equations in (3.9) and
defines spin-weighted spherical harmonics with K` = `(` + 1). The resulting equation for
U` is

∂2
t U` −

r2s

16(4r2 − τ2)2s−1∂r
(
r−2s(4r2 − τ2)2s+1∂rU`

)
− s

2r (4r2 + τ2) ∂tU`

+ 1
16r2 (4r2 − τ2)2(K − s(s+ 1))U` = 0 . (A.40)

A.4 Wald’s theorem [1]

In this portion we summarise the results of [1] regarding gravitational perturbations on
Kerr. The content of this work is a theorem which states that for well-behaved perturba-
tions on a Kerr black hole, Ψ̃0 and Ψ̃4 uniquely determine each other. To understand this
theorem, we need to decode two pieces of it: what it is meant by “well-behaved”, and the
implications behind determining Ψ̃0 from Ψ̃4 (or viceversa).
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In [1], “well-behaved” means verbatim:

“. . . that at some initial “time” (i.e., on an initial spacelike hypersurface which
intersects the future event horizon) the perturbation (1) vanishes sufficiently
rapidly at infinity, (2) has no angular singularities, and (3) is regular on the
future event horizon”.

Our low-lying perturbations in section 3.2 can carry angular singularities, which are inter-
esting for our applications. These cases therefore will lay outside the scope of the theorem.

Determining Ψ̃4 in terms of Ψ̃0, or the reverse, is clearly the important outcome. This
implies that the essential information of a gravitational perturbation is encoded in one Weyl
scalar, which was particularly useful for the stability analyses of Kerr and astrophysical
observations. The key is to show that if Ψ̃0 = 0 it implies Ψ̃4 = 0, and viceversa. The
proof is relatively straightforward from the Newman-Penrose formalism and uses the well-
behaved properties stated above.

The results in [1] also proceed to characterise the solutions to Ψ̃0 = Ψ̃4 = 0, and there
are four linearly independent solutions:

1. change in mass, from M to M + δM ,
2. change in angular momentum, from J to J + δJ ,
3. a perturbation towards Kerr-NUT,
4. a perturbation towards the rotating C-metric.

The first two are viewed as trivial perturbations, and the last two as physically unacceptable
since they are excluded by the boundary conditions deemed as physical in [1]. The analysis
implicitly treats all diffeomorphisms as trivial transformations.

A.5 Further identities and proofs

In this subsection we first collect some useful identities regarding differential operators
acting on AdS2 that are used in section 3 and section 5. We then present details of the
proofs of the relations between the Hertz potential and the low-lying modes discussed in
section 6.

AdS2 tetrad. Using the notation of section 2.1, AdS2 tetrads are two-dimensional vectors
obeying

n · n = l · l = 0 , l · n = −1 . (A.41)

In the coordinate system (2.15), they are explicitly given by

l = 1
r2∂t + ∂r , n = 1

2
(
∂t − r2∂r

)
. (A.42)

For thermal AdS2 with metric (D.2), the corresponding tetrad is

l = 1(
1− τ2

4r2

)2

(
1
r2∂t +

(
1− τ2

4r2

)
∂r

)
, n = 1

2

(
∂t − r2

(
1− τ2

4r2

)
∂r

)
. (A.43)
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Given an arbitrary scalar function U(x) on AdS2, the following identities, used in section 3
and section 5, hold

�2U(x) = −2(la∇a)(nb∇b)U(x)
= −2(na∇a)(lb∇b)U(x) + 4nbAb (la∇a)U(x) ,

lalb∇a∇b U(x) = (la∇a)(lb∇b)U(x) ,
nanb∇a∇b U(x) = (na∇a)(nb∇b)U(x) + 2nbAb(na∇a)U(x) ,

�2(�2 − 2)U(x) = 4lalb∇a∇b
(
ncnd∇c∇d U(x)

)
,

Lx(Lx − 2)U(x) = 4nanb∇a∇b
(
lcld∇c∇d U(x)

)
,

(A.44)

where Lx is defined in (5.15).

Construction of Hertz potential for low-lying modes. In this discussion, we give
the details of the derivation on how to build ΨH0 from a low-lying χ-mode discussed in sec-
tion 6. More precisely, given the decompositions ΨH0 in (6.2) and χ(x, θ)=sin2 θ χ`(x)S`(θ),
our matching analysis in section 6 showed

[Lx − 2 + `(`+ 1)]U`(x) = 2(2`− 1)nanb∇a∇bχ`(x) , (A.45)
lalb∇a∇b U` = −χ` . (A.46)

Our task is to show that we can find a U`(x) provided that χ` satisfies the Klein-Gordon
equation

�χ` = `(`+ 1)χ` , (A.47)

for ` = 0, 1.
Consider the ` = 1 case first. A solution to (A.46) is

la∇aU1(x) = na∇aχ1(x) , (A.48)

since

lalb∇a∇b U1(x) = (la∇a)2 U1(x)

= (la∇a)(nb∇b)χ1(x)

= −1
2�2χ1(x)

= −χ1(x) , (A.49)

where in the last line we used (A.47). Furthermore, it is easy to check that (A.48)
solves (A.45). Hence, any solution to the linear operator equation (A.48) determines the
relation between both modes.

For the case ` = 0, given an on-shell mode χ0, the general solution to (A.46) is

U0 = Up0 + Uh0 , la∇aUh0 = 0 , (A.50)
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with Up0 a given solution of (A.46), i.e. lalb∇a∇b Up0 = −χ0. What we show next is that
given a solution χ0 and any particular solution Up0 , we can find a zero mode Uh0 such that
the Hertz equation (A.45) is satisfied.

To prove this, we eliminate χ0 in (A.45) by plugging (A.46) and use (A.44) to get the
differential equation for U0,

(Lx − 2)2U0 = 0 . (A.51)

Inserting (A.50) into (A.51) gives

Uh0 = −1
4(Lx − 2)2Up0 , (A.52)

where we used that LxUh0 = 0. (A.52) enables us to solve for Uh0 for any given Up0 determined
by a given χ0. The last step is to show that the right hand side of (A.52) is necessarily a
zero mode of la∇a whenever �2χ0 = 0. Indeed, applying la∇a to (A.52), we get

(la∇a)Uh0 = −1
4(la∇a)(Lx − 2)2 Up0 . (A.53)

However, since (lb∇b)(Lx − 2) = 2(na∇a)(lb∇b)(lc∇c), it follows

(lb∇b)(Lx − 2)2Up0 = 4(na∇a)(lb∇b)(nd∇d)(lc∇c)(le∇e)Up0
= −4(na∇a)(lb∇b)(nd∇d)χ0 = 2(na∇a)�2χ0 .

(A.54)

Thus, the right hand side of (A.53) vanishes as long as �2χ0 = 0 and Uh0 given by (A.52)
is indeed a zero mode of la∇a.

B Nearly-AdS2 holography

In this appendix we review some aspects of nearly-AdS2 holography; for a more compre-
hensive and detailed review we recommend [77].

The holographic understanding of AdS2 was always more challenging than its higher
dimensional cousins, mainly because of the lack of finite energy excitations in a pure gravity
theory above the AdS2 vacuum [78, 79]. However, it was observed in [23] that nearly AdS2
was a sensible theory by including the leading corrections away from pure AdS2.

One natural way to think of these leading corrections is to embed the AdS2 geome-
try into a different spacetime with potentially different asymptotics. This view appears
naturally when discussing near-extremal black hole physics, because their near horizon
geometry develops a local AdS2 throat [80].19 Using the terminology of the AdS/CFT cor-
respondence, such embedding provides a UV completion of the AdS2 physics. It was argued
in [23] that these leading gravitational effects are captured by the Jackiw-Teitelboim (JT)

19This result can be proved under mild and reasonable assumptions, applies to fairly broad effective
actions emerging from string theory dynamics and survives higher order corrections [80] (see also [81] for a
review on the allowed such near horizon geometries).
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theory [28, 29] in AdS2 with action20

IJT[gab, ΦJT] = Φ0
16πG2

∫
Σ2

d2x
√
−g R+ Φ0

8πG2

∫
∂Σ2

dt
√
−γ K

+ 1
16πG2

∫
Σ2

d2x
√
−gΦJT(R+ 2) + 1

8πG2

∫
∂Σ2

dt
√
−γ Φb (K − 1) , (B.1)

where we have set `AdS2 = 1 here. This is a particular case of two dimensional dilaton
gravity theory with potential V (ΦJT) = 2ΦJT, where ΦJT measures the deviations in the
size of the extremal black hole horizon Φ0, i.e. Φ0 � ΦJT. The first line is purely topological.
It encodes the entropy of the extremal black hole through the size of the extremal horizon
captured by Φ0.21 Variation with respect to the scalar JT-field ΦJT gives rise to R+ 2 = 0,
forcing the two dimensional metric gab to be locally AdS2. Variation with respect to gab
gives rise to

∇a∇bΦJT − gab�2ΦJT + gabΦJT = 0 . (B.2)

We will refer to these as the JT equations and to any scalar field, such as ΦJT, satisfying
them as JT mode.

To extract the effective action describing the low energy excitations of nearly-AdS2,
we very briefly review the arguments in [24]. Given the UV completion provided by a near-
extremal black hole, we want to identify the degrees of freedom responsible for the leading
gravitational corrections to pure AdS2. To be definite, describe the latter in Poincaré
coordinates

ds2
AdS2 = 1

z2

(
−dt2 + dz2

)
. (B.3)

The general solution to the JT equation (1.5) is given by

ΦJT = 1
z

(
α+ β t+ γ(t2 − z2)

)
. (B.4)

Inspired by holography, we glue the JT geometry to the UV spacetime close to the AdS2
boundary (z = δ → 0) across a cut-off surface (t(u), z(u)), where u stands for the boundary
time, by requiring the boundary conditions22

g|bdy = − 1
δ2 = −(t′)2 + (z′)2

z2 , ΦJT|bdy = Φb = Φr

δ
. (B.5)

In the absence of the dilaton field (pure AdS2 situation), the first condition can always
be solved by an arbitrary t(u), modulo the SL(2) isometry of pure AdS2, with the choice
z(u) = δ t′. An alternative way of reaching this conclusion is to consider the asymptotic
symmetries of AdS2 [82–84]. These are generated by

ζt = f(t), ζz = z f ′(t) , (B.6)
20The original JT theory corresponds to the second line, where the boundary term was added to have

a well defined variational principle. We included the first line to consider this review in light of the more
recent perspective on this theory, as we discuss below.

21It equals −S0χEuler, where S0 is the extremal entropy and χEuler is the Euler number of the manifold Σ2.
22It is important to stress that to keep the near-extremal black hole UV interpretation of the construction,

the boundary value Φb must satisfy Φb ∝ δ−1 � φ0.
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and would map the cut-off t(u) = u to t(u) = u+ f(u). Either way, the reparameterisation
symmetry is spontaneously broken by pure AdS2 giving rise to an infinite number of pseudo-
Goldstone modes parameterised by t(u). In the presence of the dilaton field, the second
boundary condition correlates the shape of the cut-off surface t(u) with the source Φr(u)

α+ β t(u) + γ t2(u)
(t′(u))2 = Φr(u) . (B.7)

If we interpret the latter as an equation of motion for a dynamical field t(u), it was noticed
in [24] that it can be obtained from varying the effective action

ISchwarzian = − 1
8πG2

∫
∂Σ2

duΦr(u){t(u), u} , (B.8)

where
{t(u), u} ≡

(
t′′

t′

)′
− 1

2

(
t′′

t′

)2
. (B.9)

In fact, if we ignore the topological terms, the action (B.8) originates from the boundary
term in (B.1) by using the ΦJT equation of motion, i.e. R = −2, and evaluating the
extrinsic curvature K using the boundary conditions (B.5) [24]. We conclude that the
zero modes get a non-vanishing action, proportional to the Schwarzian (B.9), whenever
there is a source, i.e. a non-trivial boundary condition for the dilaton field which is also
responsible for explicitly breaking the AdS2 asymptotic symmetry group. From purely
kinematic considerations, the effective action (B.8) is the simplest local boundary action
linear in the source Φr(u) and invariant under the global SL(2) acting on the space of
pseudo-Goldstone modes t(u).

Before closing this review, we would like to stress two further points. The first one is
concerned with the energy of the excitations described by the JT action (B.1)

M(u) = − Φr

8πG2
{t(u), u} . (B.10)

In the absence of a source Φr, it vanishes, as it should for pure AdS2. In the presence of
a source, it can be finite. This is a consequence of appropriately embedding the leading
gravitational corrections to pure AdS2 in a UV complete scheme, as originally envisioned
in [23]. In fact, in the absence of matter, conservation of energy is equivalent to the
equation of motion for t(u). The second one has to do with the expected universality
of the physics just reviewed. The Schwarzian action (B.8), together with the addition of
relevant matter degrees of freedom, captures the thermodynamics of near-extremal black
holes at low temperatures and is expected to arise as a universal low energy sector in
near-extremal black hole physics.

C Plebański-Demiański type D solutions

The complete family of type D spacetimes in Einstein-Maxwell theory was given by Ple-
bański and Demiański [85]. We refer to [86] for a review and reinterpretation of these
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geometries. In this appendix, we will focus on the solutions of pure Einstein gravity with
Λ = 0, which are summarized in figure 1 of [86]. In addition to the mass and angular mo-
mentum, the line element also contains a NUT parameter n and an acceleration parameter
α. In the notations of [86], the line element is

ds2 = 1
Ω2

(
Q

ρ2

[
dt−

(
a sin2θ + 4n sin2

(
θ

2

))
dφ
]2
− ρ2

Q
dr2 − ρ2

P̃
sin2θ dθ2 (C.1)

− P̃
ρ2

[
a dt− (r2 + (a+ n)2)dφ

]2)
,

where we have23

ρ2 = r2 + (n+ a cos θ)2 ,

Ω = 1−αr(n+ a cos θ) , (C.2)

Q = α2(a−n)2r2− 1
1 + 3α2n2(a2−n2)(2r(M0 +αn(M0αn− 1)(a2−n2))− (1 + 2M0αn)(r2 + a2−n2)) ,

P̃ = (1− 2aαM0 cos θ) sin2θ+ α2a(a2−n2)(1 + 2αnM0)
1 + 3α2n2(a2−n2) (4n+ a cos θ) cos θ sin2θ .

C.1 Changing extremal mass

The Kerr metric is obtained after setting α = n = 0 and extremality is achieved with
a = M0. The near horizon geometry is obtained taking the limit (2.3) which leads to
the NHEK metric (2.4). We can consider the perturbation which changes the extremal
mass M0

J → J + ε δJ +O(ε2) , (C.3)

This gives the perturbation (3.43) with

χ(x, θ) = δJ

J
(1 + cos2θ) , Φ(x) = 2δJ

J
. (C.4)

which corresponds to the even ∆ = 1 mode. We see that the constant Φ mode is turned
on and cancels the two conical singularities at θ = 0 and θ = π carried by χ.

C.2 Adding NUT charge

We obtain the Kerr-NUT metric after setting the acceleration parameter α to zero. The
extremal limit is achieved for

M2
0 ≡M2 = a2 − n2 . (C.5)

The near horizon geometry can then be obtained using

t→ 2a(a+ n) t
λ
, r →M0 + λr , φ→ φ+ a

t

λ
, (C.6)

23This formula is obtained from (17) of [86] with e = g = Λ = 0 and with ω = 1.
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in the limit λ→ 0. We obtain the NHEK-NUT metric

ds2 =
(
a2(1 + cos2θ) + 2an cos θ

)(
−r2dt2 + dr2

r2 + dθ2
)

(C.7)

+ 4a sin2θ

a(1 + cos2θ) + 2n cos θ ((a+ n)dφ+Mrdt)2 ,

which was derived in [87].24 The perturbation corresponding to adding NUT charge to the
NHEK is obtained by writing

n = ε δn+O(ε2) , (C.8)

which gives the perturbation (3.43) with

χ(x, θ) = 2δn
M0

cos θ , Φ(x) = 2δn
M0

, (C.9)

corresponding to an ` = 0 mode.

C.3 Accelerated NHEK

After setting the NUT parameter n to zero, we obtain the spinning C-metric [56, 57]. For
the extremal case M = a, we can take the near horizon limit using

t→ 2J
1− α2J2

t

λ
, r → r+ + λr , φ→ φ+

√
J

1− α2J2
t

λ
, (C.10)

with λ→ 0. This leads to the accelerated NHEK geometry:

ds2 = J(1 + cos2θ)
(1− αJ cos θ)2

[
1

1− α2J2

(
−r2dt2 + dr2

r2

)
+ dθ2

(1− αJ cos θ)2

]

+ 4J sin2θ

1 + cos2θ

(
dφ+ r

1− α2J2 dt
)2
, (C.11)

which was studied in [88]. We can then consider the perturbation of NHEK corresponding
to adding acceleration:

α = ε δα+O(ε2) . (C.12)

We have to redefine θ → θ − ε δα sin θ to fit this perturbation into the ansatz (3.43) and
we obtain an ` = 0 mode:

χ(x, θ) = 4Jδα cos θ , Φ(x) = 0 . (C.13)

D Isometries of (near-)NHEK

Starting from the sl(2) Killing vectors of the NHEK geometry given in (2.5), the sl(2)
Killing vectors of the near-NHEK geometry at temperature τ/(2π) are obtained using the
diffeomorphism (2.7) with f(t) satisfying

{f(t), t} = −τ
2

2 . (D.1)

24Our formula differs from their by a rescaling of the angle φ→ a
a+nφ.
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The metric of the AdS2 factor takes the form

ds2 = −r2
(

1− τ2

4r2

)2

dt2 + dr2

r2 . (D.2)

The general solution is given by

f(t) = a eτt + b

c eτt + d
,

(
a b
c d

)
∈ GL(2,R) . (D.3)

In the main text, we use the choice f(t) = eτt which is the only choice for which ζ0 is
proportional to ∂t. This leads to the Killing vectors

ζ0 = 1
τ
∂t, ζ± =

(
4r2 + τ2

τ(4r2 − τ2)∂t ∓ r∂r −
4τr

4r2 − τ2∂φ

)
e±τt , (D.4)

satisfying the sl(2) algebra

[ζ0, ζ±] = ±ζ±, [ζ−, ζ+] = 2ζ0 , (D.5)

and corresponding to the dual scalars

Φζ0 = r

τ

(
1 + τ2

4r2

)
, Φζ± = r

τ

(
1− τ2

4r2

)
e±τt . (D.6)

Another natural choice is
f(t) = 2

τ
tanh

(
τt

2

)
, (D.7)

which has a smooth limit limτ→0 f(t) = t corresponding to the Poincaré basis of NHEK.
This leads to the Killing vectors

ξ0 = 4r2 + τ2

τ(4r2 − τ2) sinh(τt) ∂t − r cosh(τt) ∂r −
4τr

4r2 − τ2 sinh(τt) ∂φ ,

ξ− = 1
2

(
1 + 4r2 + τ2

4r2 − τ2 cosh(τt)
)
∂t −

τr

2 sinh(τt) ∂r −
2rτ2

4r2 − τ2 cosh(τt) ∂φ ,

ξ+ = − 2
τ2

(
1− 4r2 + τ2

4r2 − τ2 cosh(τt)
)
∂t −

2r
τ

sinh(τt) ∂r −
8r

4r2 − τ2 cosh(τt) ∂φ ,

corresponding to the dual scalars

Φξ− = r

2

(
1 + τ2

4r2

)
+ r

2

(
1− τ2

4r2

)
cosh(τt) ,

Φξ0 = r

τ

(
1− τ2

4r2

)
sinh(τt) , (D.8)

Φξ+ = −2r
τ2

(
1 + τ2

4r2

)
+ 2r
τ2

(
1− τ2

4r2

)
cosh(τt) .
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We have the following decomposition in the basis (D.4):

ξ− = τ

4 ζ− + τ

2 ζ0 + τ

4 ζ+ , (D.9)

ξ0 = −1
2ζ− + 1

2ζ+ ,

ξ+ = 1
τ
ζ− −

2
τ
ζ0 + 1

τ
ζ+ ,

with the same decomposition for the dual scalars. In the limit τ → 0, we obtain the
Poincaré Killing vectors with their associated dual scalars:

ξ− = ∂t, Φξ− = r , (D.10)

ξ0 = t∂t − r∂r, Φξ0 = rt , (D.11)

ξ+ =
(
t2 + 1

r2

)
∂t − 2tr∂r −

2
r
∂φ, Φξ+ = rt2 − 1

r
. (D.12)
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