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The very beginnings of cryptography can already be found in ancient times. It is said that Julius Caesar used a shift cipher ${ }^{1}$ to communicate with his generals.

For the most part of history, cryptography was the art of encrypting (enciphering) messages. Even if the techniques got more elaborate-e.g. substitution ciphers more complicated than the Caesar cipher, Vigenère cipher, or the one-time pad-the goal was the same: to hide a message from the unwanted eye. In modern language this part of cryptography is called private-key cryptography; To achieve security a private key has to be exchanged between the communicating parties.

Only in recent times cryptography became so widespread, most people on earth use cryptography every day. Whenever we use a secure https website, we use cryptography, whenever we use a credit card, we use cryptography, whenever we use an on-line messaging service, we use cryptography. One reason for how widespread cryptography is are the advances in information technology: the Internet, smartphones, etc.. Another reason are the advances in theory of computer science.

In 1976 Whitfield Diffie and Martin Hellman [DH76] published their findings that changed the world. They showed that it is possible for two parties communicating solely over a public channel and using only publicly known techniques to create a secure connection. Meaning, since that time it was no longer necessary to share a secret private key with the recipient of our message. These ideas are the core of what is now called public-key cryptography. The actual discovery of public-key cryptography is dated back to 1970, when James H. Ellis wrote a classified document discussing the possibility of "nonsecret encryption" [Ell70].

Public-key cryptography offers a plethora of applications: public-key encryption (widely used schemes are RSA and Diffie-Hellman), digital signatures (based on the RSA and Diffie-Hellman encryption schemes), identification schemes (the Schnorr identification scheme), and many others. All of these systems are, to some hidden, but to all useful, almost indispensable aspects of everyday life. The schemes we listed allow to securely shop online, update software, access private data online, and many other things. One could say, life without public-key cryptography seems impossible.

This apocalyptic scenario, however, is exactly what comes into the picture when we consider the possibility of developing a large-scale quantum computer. Quantum computing is based on a different set of rules, instead of treating information as encoded into bits ${ }^{2}$ we now apply the laws of quantum physics. Quantum mechanics allow for encoding in states that are not limited to just

[^0]two values, but form a continuous spectrum of complex numbers.
In his seminal work from 1994 [Sho94], Peter Shor showed an algorithm that can efficiently ${ }^{3}$ break the security of the RSA and Diffie-Hellman encryption and key-exchange schemes and signature schemes based on them. Using Shor's algorithm one can use the publicly available key to break the encryption or forge a signature. The implications of this algorithm are indeed huge, when a quantum computer is developed, most of the current security infrastructure of the internet can be broken.

There is light at the end of the tunnel, though, and it shines from postquantum cryptography [BBD09]. Post-quantum cryptography is resilient to attacks that use quantum (and classical) computers. In case of public-key cryptography it is based on mathematics that is resistant against quantum computers ${ }^{4}$ (at least as far as we know).

The field of post-quantum cryptography treats also private-key cryptographic schemes that resist quantum attacks. These are often primitives ${ }^{5}$ used together with the systems we mentioned before, like encryption or digital signatures.

This thesis is dedicated to studying post-quantum security of some privatekey primitives forming the backbone of the post-quantum secure infrastructure. In what follows we dive into more details of cryptographic constructions that are used to build these primitives and security claims in cryptography.

### 1.1 Cryptographic Constructions

In this thesis we focus on cryptographic hash functions. At a glance, hash functions are functions that map long inputs (often arbitrarily long) to short outputs. Cryptographic hash functions, that are equipped with some security features ${ }^{6}$, are one of the central primitives in cryptography. They are used virtually everywhere: As cryptographically secure checksums to verify integrity of software or data packages, as building block in security protocols, including TLS, SSH, IPSEC, as part of any efficient variable-input-length signature scheme, to build full-fledged hash-based signature schemes, in transformations for CCAsecure ${ }^{7}$ encryption, and many more.

[^1]Cryptographic practice almost always requires constructing hash functions out of fixed-input-length primitives. The reason for that is the fact that it is much easier to engineer a secure function with limited domain and codomain. Cryptographic constructions are a prescription for building a function out of "smaller" building blocks. By reusing the internal function we get a function with domain and codomain more suitable to our needs. We can construct hash functions, but also functions that do not accept arbitrarily long inputs but have other sought-after features.

The biggest challenge in designing cryptographic constructions is making sure that the security features of the internal function are preserved. Security of constructions is derived from the security of the internal function. Mathematically establishing this derivation is often challenging and is the main topic of this thesis.

One of the most notable examples of cryptographic constructions is the Merkle-Damgård construction [Mer90; Dam90]. It is used in the standardized hash function SHA2 [NIS15]. The construction that we focus on is the sponge construction [Ber+07], prominently used in SHA3 [NIS14].

### 1.2 Security in Cryptography

The modern approach to cryptography calls for mathematical rigor in all claims of security. The three necessary elements of this rigor are: formal definitions of the claimed security, assumptions that we base the security on, and the adversary model, formalizing the adversarial attacks that the primitive can withstand. First we go over some important assumptions. Bear in mind, however, that the adversaries we discuss in detail later are all quantum. This means that some standard assumptions can be immediately dismissed.

Commonly, assumptions are of number-theoretic nature (these are mainly used in public-key cryptography) or stating that a primitive is in fact an ideal version of itself (more common in private-key cryptography). First of all, the most important cryptographic assumptions are computational, meaning they assume a problem is hard for efficient algorithms. Prominent examples of number-theoretic assumptions are that of hardness of factoring and the discrete-logarithm assumption. They are used in security proofs of RSA and Diffie-Hellman systems respectively. These are also the assumptions that are broken by Shor's algorithm that can be run on a quantum computer. This situation is exactly the fact that gave birth to post-quantum cryptography.

The answer of the community is to make mathematical assumptions resilient against quantum computers. Prominent examples are: learning with errors [Reg09], coding theory [BMV78; AFS05], multivariate polynomials [PG97], and others. It is worth noting that in recent years the National Institute of Standards and Technology (NIST) started a Post-Quantum

Cryptography Standardization process [NIS17] that aims at developing standards for cryptography resilient against quantum computers.

While all widely deployed public-key cryptography is threatened by the rise of quantum computers, hash functions are believed to be only mildly affected. The reason for this effect is twofold: On the one hand, generic quantum attacks achieve at most a square-root speed up compared to their pre-quantum counterparts and can be proven asymptotically optimal [Ben+96; BHT98; Zha15a; HRS16]. On the other hand, there do not exist any dedicated quantum attacks on any specific hash function that perform better than the generic quantum attacks (except, of course, for hash functions based on number theory like, e.g., VSH [CLS06]). Nonetheless, the fact that we use constructions to build new primitives is sometimes a source of quantum attacks, so there is still work to be done in the field of proving security. Throughout this thesis we focus on hash functions that rely on assumptions of ideal primitives. Among the assumptions of an ideal primitive is the Random Oracle Model [BR93], where we assume the hash function or the internal function is a uniformly random function-a primitive that is naturally resistant to all but generic attacks. Interestingly, the Quantum Random-Oracle Model [Bon+11] is an extension of this classic assumption to the quantum world.

We have already mentioned attacks on cryptosystems but not formally described the adversary model. The third part of the security discussion focuses on the capabilities of the adversary, trying to break the security of the cryptosystem. The adversary model is the set of adversaries that should not break the security. First of all the adversary model includes only efficient algorithms ${ }^{8}$, as we treat only computational assumptions.

The adversaries in the post-quantum setting ${ }^{9}$ are also considered to have access to a large-scale quantum computer. First of all this setting implies that number-theoretic assumptions might not hold, factoring or discrete logarithms are easy when having access to a quantum computer. Second of all, the adversary has quantum access to all public primitives, like hash functions. A postquantum adversary can just implement the hash function of interest on their quantum machine, the code of all standard hash functions is available on-line ${ }^{10}$. An adversary can use a quantum circuit implementing SHA3 and can thereby query the function in superposition. The adversary could evaluate the underlying sponge construction on the uniform superposition over all messages of a certain length, possibly helping her to, e.g., find a collision.

[^2]An interesting generalization of the post-quantum setting is the fully quantum setting, where the adversary has quantum access to secretly keyed primitives as well. These are usually considered off-limits (in terms of quantum queries) to post-quantum adversaries. There are attacks that exploit quantum mechanics to attack constructions in this setting [Kap+16; SS17].

There are a number of security notions that we cover in this thesis, starting from collision-resistance, a standard security notion important for all cryptographic hash functions. We go through more advanced notions like pseudorandom functions-functions that look like uniformly random functions to computationally bounded adversaries. The last chapters treat one of the strongest security notions suitable for hash functions: indifferentiability. Under the strong assumption that the internal function is fully random, the notion captures the situation that the internal function is publicly available but the constructed hash function is still random to any efficient adversary. This situation is closest to real life, among the idealized security notions in the literature.

### 1.3 Plan of the Thesis

In Chapter 2 we go over the preliminary notions that will be important in the rest of the thesis. Next we explore the post-quantum security of the sponge construction. In this thesis we discuss a number of security definitions and prove that the sponge construction fulfills them. In general we cover security notions in the order of increasing security guarantees.

In Chapter 3 we discuss the standard security notions of the sponge construction, that is collision-resistance and collapsingness. We state these results for sponges constructed with one-way functions. We also present two collisionfinding algorithms for the sponge construction. This chapter mainly covers the results of [Cza +18$]$.

In Chapter 4 we prove quantum indistinguishability of the sponge construction, a result initially published in [CHS19]. Our proof works for both random functions and permutations, i.e., two classes of internal functions important for the sponge construction.

In Chapter 5 we discuss in detail the conjectured impossibility of the notion of quantum indifferentiability, teh chapter covers the results of [CG21].

After some initial doubts about the validity of quantum indifferentiability it became apparent that the notion is in fact achievable. In Chapter 6 we discuss our findings on the compressed-oracle technique-crucial in discussing quantum indifferentiability. There we also develop a framework for quantum game-playing proofs.

In Chapter 7 we prove a number of results on indifferentiability, including of the sponge construction. We also prove quantum indifferentiability of: the composition of compression functions, the rate $1 / 3$ construction based on three
internal functions, Encrypted Davis Meyer, and its dual. Chapter 6 and Section 7.6 are results from [Cza+19].

In Chapter 8 we analyze a more fine-grained security notion than indifferentiability, that of memory-restricted quantum indifferentiability. We show the importance of the multi-stage setting for quantum indifferentiability by analyzing a quantum version of the counterexample based on the external-storage game that is the first step in the discussion of the problem in classical cryptography.

In Chapter 9 we discuss some open problems that the author encountered during his research. We present open questions and partial results on important issues concerning general quantum indistinguishability of distributions and quantum lazy-sampling of random permutations.

We close with a short concluding chapter.
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In this chapter we introduce basic concepts that we will use throughout the thesis. In Section 2.1 we describe general mathematical notions. In what follows, we focus on notions from the field of cryptography. In Section 2.2 we describe standard security notions and in Section 2.3 idealized security notions. In Section 2.4 we go over some important proof techniques used in the thesis. Finally, in Section 2.5 we describe important cryptographic constructions.

### 2.1 Basic Notions

In this section we introduce notation and basic mathematical notions used in the thesis.

### 2.1.1 Notation

Throughout this thesis we follow some general rules of notation, that we hope help in comprehending the presented material. First of all let us list the different fonts we use to name different mathematical objects. We use

$$
a b \text { small letters to denote parameters and variables, }
$$

$A B$ capital letters to denote quantum registers,
$\mathcal{A B}$ capital calligraphic letters to denote sets,
ab small boldface letters to denote functions,
AB capital boldface letters to denote arrays and some special functions (functionals),

Ab sans serif letters to denote quantum operators,
Ав small caps letters to denote algorithms,
$\mathfrak{A} \mathfrak{B}$ capital fraktur letters to denote distributions.
There are of course some exceptions to these rules but we hope they do not introduce misunderstandings and we always explain what a given symbol denotes. In the Symbol Index we list all the important symbols used in this thesis.

We write $[N]:=\{0,1, \ldots, N-1\}$ for the set of size $N$. Whenever we discuss indices starting from 1 we use $\mathcal{N}_{N}:=\{1,2, \ldots, N\}$ and when $N$ is clear from the context we just write $\mathcal{N}$. By $\mathbb{N}, \mathbb{Z}, \mathbb{R}$, and $\mathbb{C}$ we denote the set of natural numbers, integers, reals, and complex numbers respectively. For $\mathcal{S} \subseteq \mathcal{N}$, we denote by $\mathcal{S}(i)$ the $i$-th element of the set $\mathcal{S}$ in ascending order. For some fixed sets $\mathcal{X}_{1}, \ldots, \mathcal{X}_{N}$, we denote by $\vec{x}$ an element of $\mathcal{X}_{1} \times \cdots \mathcal{X}_{N}$ and for $\mathcal{S} \subseteq \mathcal{N}$ we
have $\vec{x}_{\mathcal{S}}:=\left(x_{\mathcal{S}(1)}, \ldots, x_{\mathcal{S}| | \mathcal{S} \mid)}\right)$. We denote the set of all $t$-element permutations by $\mathcal{I}_{\text {per }}(\{1,2, \ldots, t\})$. We write $\mathcal{Y}^{\mathcal{X}}$ to denote $\{\mathbf{f}: \mathcal{X} \rightarrow \mathcal{Y}\}$.

We use the following notation for a set of arbitrary finite-length strings:

$$
\begin{equation*}
\mathcal{X}^{*}=\bigcup_{l \geq 0} \mathcal{X}^{l} \tag{2.1}
\end{equation*}
$$

where $\mathcal{X}$ is an arbitrary finite set. For $\mathcal{X}=\{0,1\}$ we usually denote this set by M.
$\oplus$ denotes the group action in the group $(\mathcal{A}, \oplus)$. In the case of $\mathbb{Z}_{2}^{n}$ it is the bitwise XOR. By $\{0,1\}^{n}$ we denote the set of all bitstrings of length $n$. $|m|$ denotes the length of a string and for sets $\mathcal{A},|\mathcal{A}|$ is the cardinality of $\mathcal{A}$. \| denotes concatenation of symbols in a set.

For $\mathbf{P} \in \mathcal{A}^{*}$, such that $\mathbf{P}=P_{1}\left\|P_{2}\right\| \cdots \| P_{|\mathbf{P}|},|\mathbf{P}|$ denotes the number of symbols in $\mathbf{P}, \mathbf{P}_{i}$ is the $i$-th symbol of $\mathbf{P}$ and $\lfloor\mathbf{Z}\rfloor_{\ell}$ are the first $\ell$ symbols of $\mathbf{Z}$.

For some complex number $c=a+b \mathbf{i}$, we define $\mathfrak{R e}(c)=a$ as its real part. We denote the Euclidean norm of a vector $|\psi\rangle \in \mathbb{C}^{d}$ by $\||\psi\rangle \|$.

Let range $\mathbf{f}$ denote the range of the function $f$, and $\operatorname{im} \mathbf{f}$ its image (i.e., im $\mathbf{f}$ contains all values that the function $f$ actually attains, while range $f$ refers to the set into which $\mathbf{f}$ maps according to the declaration of $\mathbf{f})$. The sign function is defined from $\mathbb{R} \rightarrow\{-1,0,1\}$ as follows:

$$
\operatorname{sgn}(x):= \begin{cases}-1 & \text { if } x<0  \tag{2.2}\\ 0 & \text { if } x=0 \\ 1 & \text { if } x>0\end{cases}
$$

We call a non-negative function from $\mathbb{N} \rightarrow \mathbb{R}$ negligible if and only if for every positive integer $c$, there exists an integer $N_{c}$ such that for all $x>N_{c}, \mathbf{f}(x)<\frac{1}{x^{c}}$. We call $\mathbf{f} \leq 1$ overwhelming if $1-\mathbf{f}$ is negligible.

For algorithms A (classical or quantum), we use the notation ( $a, b, c$ ) $\leftarrow$ $\mathrm{A}(d, e, f)$ to denote that A is executed with inputs $d, e, f$, and the output triple is assigned to the variables $a, b, c$. We write $\mathrm{A}^{\mathrm{H}}$ when an algorithm A has access to the function H as an oracle. By square brackets we also denote (classical or quantum) oracle access to some algorithm. We have $A[H] \equiv A^{H}$. When discussing adversaries that make quantum or classical queries we sometimes write $A^{|f\rangle}$ or $A^{f}$ to denote quantum or classical query-access to $f$ respectively.

We write $\mathbb{P}[C: G]$ to denote the probability that the condition $C$ holds after executing the steps in game $G^{1}$. E.g., $\mathbb{P}[b=1: b \leftarrow \mathrm{~A}()]$ denotes the probability that the bit $b$ returned by A()$\overline{\mathrm{is}} 1$.

When referring to quantum registers, i.e., subsystems of the quantum state of the whole system, we use two types of notation. Let us say we have a quantum register $Q$ holding elements of the Hilbert space $\mathcal{H}=\otimes_{x \in \mathcal{S}}\left(\mathcal{H}_{x}^{X} \otimes \mathcal{H}_{x}^{Y}\right)$

[^3](more details on this can be found in Section 2.1.5). Our Hilbert space is a tensor product of $|\mathcal{S}|$ pairs of $\mathcal{H}_{x}^{X} \otimes \mathcal{H}_{x}^{Y}$, we assume that there is a natural order in $\mathcal{S}$ and the tensor product is applied in this order. When we want to refer to the $i$ th register from the left, we write $Q_{i}$. When we want to access registers holding all $X$-parts of $Q$ we write $Q^{X}$, with a superscript $Q_{i}^{X}$ we access just the $X$-part of $Q_{i}$. Sometimes, however, we want to access the register corresponding to a particular $x \in \mathcal{S}$, then we write $Q(x)$ and similarly the superscript marks the part of $\mathcal{H}_{x}^{X} \otimes \mathcal{H}_{x}^{Y}$ we want to specifically discuss.

For registers $F$ that hold multiple entries we refer to the particular entries by giving them as argument to $F$, for example:

$$
\begin{equation*}
|\mathbf{f}\rangle_{F}=\bigotimes_{x \in \mathcal{X}}|\mathbf{f}(x)\rangle_{F(x)} \tag{2.3}
\end{equation*}
$$

In the algorithms in this chapter we denote quantum and classical databases (that is arrays of input-output pairs) corresponding to different internal functions, by $D$. Inputs in databases are accessed by referring to $D^{X}$, outputs by $D^{Y}$.

### 2.1.2 Distributions

A distribution $\mathfrak{D}$ on a set $\mathcal{X}$ is a function $\mathfrak{D}: \mathcal{X} \rightarrow[0,1]$ such that $\sum_{x \in \mathcal{X}} \mathfrak{D}(x)=1$. We denote sampling $x$ from $\mathcal{X}$ according to $\mathfrak{D}$ by $x \leftarrow \mathfrak{D}$. If $\mathfrak{D}$ is a distribution on $\mathcal{Y}$ then $\mathfrak{D}^{\mathcal{X}}$ denotes a distribution on $\mathcal{Y}^{\mathcal{X}}$ where the output for each input is chosen independently according to $\mathfrak{D}$. By $\underset{\leftarrow}{\leftarrow} \mathcal{X}$ we denote sampling uniformly at random from the set $\mathcal{X}$.

### 2.1.3 Model of Computation

An efficient algorithm is a procedure with runtime that is polynomial in the length of its input. When the input is left implicit, we just assume efficient algorithms run in time polynomial in the security parameter $k$. Quantum efficient algorithms run in quantum polynomial-time, this means the number of quantum basic operations ${ }^{2}$ is limited to a polynomial number in the input length. In results with asymptotic statements (referring, e.g., to quantum-polynomial-time adversaries), we assume a security parameter that is implicitly provided to all adversaries, and that all parameters and functions may implicitly depend on.

Often the only important parameter of the adversary's interaction with the analyzed cryptographic protocol is the number of queries that she makes. Then we limit the adversary's computational capabilities by just assuming she makes a polynomial number of queries but her computation time is not limited.

[^4]
### 2.1.4 Quantifying Security

In general, throughout this thesis we state security of cryptographic systems by indistinguishability of two worlds. Usually they are the real and the ideal world. The former is the actual protocol we analyze and the latter the system we hope to simulate with our protocol. This is a common approach to security in cryptography. The actual claims are made on the difference of probabilities that an adversary or environment outputs 1 when interacting with one world or the other. The final result is a bound on the difference of probabilities.

By stating results in this way we can prove average-case security. In the average-case approach we average over random variables, such as the key. This approach can be compared to worst-case security where we state the number of queries (made to the analyzed primitive) necessary to achieve a constant difference in probabilities. In general the average-case approach is much more natural in cryptography than the worst-case approach.

### 2.1.5 Quantum Computing and the Quantum Threat Model

With the increased interest and efforts in the field of quantum computing, it is evident that cryptographic threat models should allow attackers to carry out quantum computations which defines the research area of post-quantum cryptography [Ber09]. An attacker of the future can run Shor's algorithm [Sho94] on a quantum machine to break the security of schemes based on RSA or discrete logarithms. However, conventional security proofs in the random-oracle model might also break down in the light of quantum attackers who are allowed to ask queries in superposition [Bon+11] (the random oracle models the hash function, which in turn can be implemented on the adversary's quantum machine). Furthermore, tasks like preimage or collision finding can be sped up using quantum search algorithms [Gro96; Amb07].

We assume the reader is familiar with the usual notation in quantum computation, but we give a very short introduction here. A quantum system $A$ is a complex finite-dimensional Hilbert space $\mathcal{H}$, together with an inner product $\langle\cdot \mid \cdot\rangle$.The pure state of a quantum system is given by a vector $|\Psi\rangle$ of unit norm $(\langle\Psi \mid \Psi\rangle=1)$. A joint system of $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ is denoted by $\mathcal{H}=\mathcal{H}_{1} \otimes \mathcal{H}_{2}$, with elements $|\Psi\rangle=\left|\Psi_{1}\right\rangle\left|\Psi_{2}\right\rangle$ for $\left|\Psi_{1}\right\rangle \in \mathcal{H}_{1},\left|\Psi_{2}\right\rangle \in \mathcal{H}_{2}$. More generally, quantum states are represented by positive semi-definite operators with unit trace, i.e., $\rho \succeq 0, \operatorname{Tr}(\rho)=1$, called density operators. We denote the set of all density operators by $\mathcal{D}(\mathcal{H})$. In the language of density operators, pure states are rank-one density operators. Mixed states are linear combinations of pure states. Operations on quantum states are represented by unitary operations $U$ or more generally by Completely Positive Trace Preserving maps. In this thesis we focus on the former. A unitary transformation U over a $d$-dimensional Hilbert space $\mathcal{H}$ is a $d \times d$ matrix U such that $\mathrm{UU}^{\dagger}=\mathbb{1}_{d}$, where $\mathrm{U}^{\dagger}$ represents the conjugate
transpose. We assume familiarity with these concepts throughout the technical parts of this thesis. For an introduction, we refer the reader to a textbook on quantum computation or quantum information such as [NC10].

The quantum threat model we consider allows the adversary to query oracles in superposition. Oracles are modeled as unitary operators $U_{h}$ acting on computational basis states as follows

$$
\begin{equation*}
\mathbf{U}_{\mathbf{h}}|x, y\rangle=|x, y \oplus \mathbf{h}(x)\rangle . \tag{2.4}
\end{equation*}
$$

The adversary is considered to have access to a fault-tolerant (perfect) quantum computer. More details on quantum accessible oracles can be found in Section 6.2. An oracle algorithm $A^{h}$ can evaluate the unitary $U_{h}$ in a single step. Any quantum algorithm making $q$ queries can then be written as a final transformation $\mathrm{U}_{q} \mathrm{U}_{\mathrm{h}} \cdots \mathrm{U}_{1} \mathrm{U}_{\mathrm{h}} \mathrm{U}_{0}$ for unitaries $\mathrm{U}_{i}$ applied between oracle queries $\mathrm{U}_{\mathrm{h}}$.

Let us define the Quantum Fourier Transform (QFT), a unitary change of basis that we will make heavy use of. For $N \in \mathbb{N}_{>0}$ and $x, \xi \in[N]=\mathbb{Z}_{N}$ the transform is defined as

$$
\begin{equation*}
\mathrm{QFT}_{N}|x\rangle:=\frac{1}{\sqrt{N}} \sum_{\xi \in[N]} \omega_{N}^{\xi \cdot x}|\xi\rangle \tag{2.5}
\end{equation*}
$$

where $\omega_{N}:=e^{\frac{2 \pi i}{N}}$ is the $N$-th root of unity. An important identity for some calculations is

$$
\begin{equation*}
\sum_{\xi \in[N]} \omega_{N}^{x \cdot \xi} \cdot \bar{\omega}_{N}^{x^{\prime} \cdot \xi}=N \delta_{x, x^{\prime}}, \tag{2.6}
\end{equation*}
$$

where $\bar{\omega}_{N}=e^{-\frac{2 \pi i}{N}}$ is the complex conjugate of $\omega_{N}$ and $\delta_{x, x^{\prime}}$ is the Kronecker delta function.

If we talk about $n$ qubits, the identity on their Hilbert space is denoted by $\mathbb{1}_{n}$, we also use this notation to denote the dimension of the identity operator, the actual meaning will be clear from the context. We write $\mathrm{U}^{A}$ to denote that we act with U on register $A$.

### 2.1.5.1 Quantum Measurements

A projective measurement is specified by a family of projectors $\left\{\mathrm{P}_{i}\right\}$ that are mutually orthogonal and sum up to $\mathbb{1}_{d}$, one projector $\mathrm{P}_{i}$ for each possible measurement outcome $i$. For any quantum state $|\Psi\rangle$, let $\langle\Psi|$ denote the adjoint of $|\Psi\rangle$. In particular, $|\Psi\rangle\langle\Psi|$ denotes the orthogonal projector onto $|\Psi\rangle$.

To describe general measurements we are going to introduce the notion of Positive Operator Valued Measure (POVM). The only requirement of POVMs is that they consist of positive operators and sum up to the identity operator so that measurement probabilities sum to one. More formally, a POVM with set of outcomes $\mathcal{X}$ is described by a set of operators $\mathcal{M}=\left\{\mathbf{Q}^{x}\right\}_{x \in \mathcal{X}}$, where $\forall x \in \mathcal{X}$ : $\mathrm{Q}^{x} \succeq 0, \sum_{x} \mathrm{Q}^{x}=\mathbb{1}$.

We denote the probability of getting the outcome $x$ when measuring $\rho$ with the measurement $\mathcal{M}$ by $\mathbb{P}[x \leftarrow \mathcal{M}(\rho)]:=\operatorname{Tr}\left(\mathrm{Q}^{x} \rho\right)$. To describe the post measurement state, we can write down operators of $\mathcal{M}$ as products of linear operators on $\mathcal{H}$ (denoted by $\mathcal{L}(\mathcal{H})$ ), $\mathrm{Q}^{x}=\mathrm{A}^{x \dagger} \mathrm{~A}^{x}$ (which is always possible since $\left.\mathrm{Q}^{x} \succeq 0\right)$, where $\mathrm{A}^{x} \in \mathcal{L}(\mathcal{H})$. The decomposition of $\mathrm{Q}^{x}$ into the square of $\mathrm{A}^{x}$ is not unique, note that we can produce the same $\mathrm{Q}^{x}$ by multiplying $\mathrm{A}^{x}$ with a unitary operator. This ambiguity, however, does not change the probability of getting the outcome $x$, moreover we usually assume $\mathrm{A}^{x}$ to be positive. The post-measurement state when the outcome of $\mathcal{M}$ on $\rho$ is $x$ is given by

$$
\begin{equation*}
\rho_{x}:=\frac{\mathrm{A}^{x} \rho \mathrm{~A}^{x \dagger}}{\operatorname{Tr}\left(\mathrm{Q}^{x} \rho\right)} . \tag{2.7}
\end{equation*}
$$

The operator $\mathrm{A}^{x}$ is called the square root ${ }^{3}$ of $\mathrm{Q}^{x}$.
For a sequence of measurements $\left(\overline{\mathcal{M}}_{i}\right)_{i}$, we can define the conditional probability of measuring $x_{i_{2}}$ with $\mathcal{M}_{j}$ after measuring $x_{i_{1}}$ with $\mathcal{M}_{i}$ in the following way

$$
\begin{equation*}
\mathbb{P}\left[x_{i_{2}} \leftarrow \mathcal{M}_{j}\left(\rho_{x_{i_{1}}}\right)\right]:=\operatorname{Tr}\left(\mathrm{Q}_{j}^{x_{i_{2}}} \frac{\mathrm{~A}_{i}^{x_{i_{1}}} \rho \mathrm{~A}_{i}^{\dagger x_{i_{1}}}}{\operatorname{TrQ}_{i}^{x_{i_{1}}} \rho}\right) \tag{2.8}
\end{equation*}
$$

It is important to note that with conditional probabilities defined as above, in general the order of measurements matters for the outcome, this is the main subject of Chapter 5 .

### 2.1.6 Entropy

The notion of entropy is one of the most basic notions in physics and information theory. In this thesis, in Chapter 8, we use it to quantify the number of bits that can be held by a quantum memory register. In this section we provide a limited number of definitions that will be useful in that part of this work.

When an adversary has access to a quantum state $\rho_{x}^{B}$ that depends on a classical random variable $X$ the situation is described by a classical-quantum (cq) state:

$$
\begin{equation*}
\rho=\rho^{X B}:=\sum_{x} \mathbb{P}_{X}[x \leftarrow X]|x\rangle_{X}\langle x| \otimes \rho_{x}^{B} \tag{2.9}
\end{equation*}
$$

where $\{|x\rangle\}_{x}$ is a family of mutually orthogonal vectors representing the classical values of $X$. If $\rho_{x}^{B}$ is a trivial state in $\mathbb{C}$ we call the state classical, such a state is just a description of a classical random variable.

The amount of information held by a quantum state is described by quantum entropy. Min and max entropy of a quantum state is defined as

$$
\begin{equation*}
\mathbf{H}_{\min }(\rho):=-\log \left(\lambda_{\max }(\rho)\right), \tag{2.10}
\end{equation*}
$$

[^5]\[

$$
\begin{equation*}
\mathbf{H}_{\max }(\rho):=\log (\operatorname{rank}(\rho)), \tag{2.11}
\end{equation*}
$$

\]

where $\lambda_{\max }(\rho)$ is the maximal eigenvalue of $\rho$. Max entropy is the logarithm of the rank of $\rho$, note that $\operatorname{rank}(\rho) \leq \operatorname{dim}(\rho)$, where $\operatorname{dim}$ is the dimension of the space $\rho$ acts on. Whenever $\rho$ is a classical state then we write $\mathbf{H}_{\text {min }}(X)$. A good reference for this and the following definitions can be found in [Ren08; Sch07].

Definition 2.1 (Definitions 3.1.1 and 3.1.2 in [Ren08]). Let $\rho^{A B} \in \mathcal{D}\left(\mathcal{H}_{A} \otimes \mathcal{H}_{B}\right)$ and $\sigma^{B} \in \mathcal{D}\left(\mathcal{H}_{B}\right)$. The min-entropy of $\rho^{A B}$ relative to $\sigma^{B}$ is

$$
\begin{equation*}
\mathbf{H}_{\min }\left(\rho^{A B} \mid \sigma^{B}\right):=-\log \lambda, \tag{2.12}
\end{equation*}
$$

where $\lambda$ is the minimum real number such that $\lambda \cdot \mathbb{1}^{A} \otimes \sigma^{B}-\rho^{A B}$ is non-negative.
The min-entropy of $\rho^{A B}$ given $\mathcal{H}^{B}$ is

$$
\begin{equation*}
\mathbf{H}_{\min }\left(\rho^{A B} \mid B\right):=\sup _{\sigma^{B}} \mathbf{H}_{\min }\left(\rho^{A B} \mid \sigma^{B}\right), \tag{2.13}
\end{equation*}
$$

where the supremum ranges over all $\sigma^{B} \in \mathcal{D}\left(\mathcal{H}_{B}\right)$.
For such a c-q state the conditional min entropy is written as just $\mathbf{H}_{\min }(X)$ B) ${ }_{\rho}$

Now we need a couple of lemmas. We present versions of lemmas simplified to our needs. Below we skip one quantum register and omit the smooth entropies.
Lemma 2.2 (Lemma 3.2.9 in [Ren08]). Let $\rho^{X B} \in \mathcal{D}\left(\mathcal{H}_{X} \otimes \mathcal{H}_{B}\right)$ and $\sigma^{B} \in \mathcal{D}\left(\mathcal{H}_{B}\right)$ be the fully mixed state on the image of $\rho^{B}$. Then

$$
\begin{equation*}
\mathbf{H}_{\min }\left(\rho^{X B}\right)-\mathbf{H}_{\max }\left(\rho^{B}\right) \leq \mathbf{H}_{\min }\left(\rho^{X B} \mid \sigma^{B}\right) . \tag{2.14}
\end{equation*}
$$

Additionally we need a lemma that dropping a quantum register cannot increase the min-entropy.
Lemma 2.3 (Lemma 2.20 in [Sch07]). Let $\rho^{X B} \in \mathcal{D}\left(\mathcal{H}_{X} \otimes \mathcal{H}_{B}\right)$ be a $c$-q state. Then

$$
\begin{equation*}
\mathbf{H}_{\min }\left(\rho^{X B}\right) \geq \mathbf{H}_{\min }(X) \tag{2.15}
\end{equation*}
$$

Lemma 2.4. If $\mathcal{H}_{B}=\left(\mathbb{C}^{2}\right)^{\otimes n}$ and $\rho^{X B} \in \mathcal{D}\left(\mathcal{H}_{X} \otimes \mathcal{H}_{B}\right)$ is a $c$-q state, then

$$
\begin{equation*}
\mathbf{H}_{\min }(X \mid B) \geq \mathbf{H}_{\min }(X)-n \tag{2.16}
\end{equation*}
$$

Proof. First note that from Definition 2.1 we have $\mathbf{H}_{\text {min }}\left(\rho^{X B} \mid \sigma^{B}\right) \leq \mathbf{H}_{\text {min }}(X \mid B)$ for any state $\sigma^{B}$. Then from Lemma $\overline{2.2}$ we have

$$
\begin{equation*}
\mathbf{H}_{\min }\left(\rho^{X B}\right)-\mathbf{H}_{\max }\left(\rho^{B}\right) \leq \mathbf{H}_{\min }(X \mid B) . \tag{2.17}
\end{equation*}
$$

We can further bound $\mathbf{H}_{\text {min }}(X) \leq \mathbf{H}_{\text {min }}\left(\rho^{X B}\right)$ as in Lemma 2.3, we bound $\mathbf{H}_{\max }\left(\rho^{B}\right) \leq n$ using Equation 2.11 and the comment below it.

### 2.2 Standard Security Notions

By standard security we mean notions that focus on the hardness of specific tasks, not assuming specific probability distributions for the primitives. These tasks are possible adversarial attacks, often it is sufficient to exclude a specific attack to achieve security of a cryptographic system. Notions of pseudorandomness are also included in this class as they avoid the assumption that a primitive is truly random-instead it just "looks" random.

An interesting framework that captures standard notions of security (and beyond) is the framework of Universally Composable (UC) security [Can01]. The UC framework is used to define security that holds even when a protocol is used in larger systems. For example considering many instances of the same cryptosystem operating in the same moment can make new attacks possible. In the UC framework we define the ideal functionality and show that our protocol is indistinguishable from the ideal protocol for any adversaries and environments from a given set.

In the rest of this section, we analyze the notions of pseudorandom functions, preimage-resistance, collision-resistance, and collapsingness.

### 2.2.1 Pseudorandom Functions and Permutations

A common primitive that we want to use in cryptography is a random function, i.e. a function that outputs a random output on every input. However, it is highly inefficient to sample a random function: We would basically need to store a table of all input-output pairs. Thankfully, we can make use of the fact that we often consider computationally bounded adversaries. We decrease the randomness specifying the function, instead of sampling all outputs at random we just sample a random key. Pseudorandom functions (PRF) are families of keyed functions, where the key is $k \in \mathcal{K}_{n}$. The feature that justifies using a PRF instead of a fully random function-called pseudorandomness-is that no efficient adversary can distinguish between a PRF and a random function without knowing the secret key. The security parameter is $n:=\left\lfloor\log \left|\mathcal{K}_{n}\right|\right\rfloor$.

Following [Zha12], let us define quantum-secure pseudorandom functions and pseudorandom permutations (PRPs). They are the pseudorandom primitives that are secure even when the adversary makes quantum queries.
Definition 2.5 (Quantum-secure PRF/PRP). Say $\left\{\mathbf{f}: \mathcal{K}_{n} \times \mathcal{S} \rightarrow \mathcal{S}\right\}_{n}$ is a family of functions (permutations) indexed by $n \in \mathbb{N}$ with $\left\lfloor\log \left|\mathcal{K}_{n}\right|\right\rfloor=n$. This family is a quantum-secure pseudorandom function (permutation) if for every quantum algorithm running in polynomial time (hence making at most a polynomial number of quantum queries to its oracles), there is a negligible function $\epsilon^{\mathrm{PR}}$ such that

$$
\begin{equation*}
\left|\underset{k \leftarrow \mathcal{K}_{n}}{\mathbb{P}}\left[\mathrm{~A}^{\left|\mathcal{f}_{k}\right\rangle}\left(1^{n}\right)=1\right]-\underset{\mathbf{g} \stackrel{\mathbb{P}}{\leftarrow} \mathcal{S}^{\mathcal{S}}}{\mathbb{P}}\left[\mathrm{A}^{|\mathrm{g}\rangle}\left(1^{n}\right)=1\right]\right| \leq \boldsymbol{\epsilon}^{\mathrm{PR}}(n), \tag{2.18}
\end{equation*}
$$

where $\mathbf{g}$ is sampled uniformly from the set of functions (permutations) from $\mathcal{S}$ to $\mathcal{S}$. Below, we refer to $\epsilon^{\mathrm{PR}}$ as advantage.

In [Zha12] Zhandry showed how to construct a quantum-secure PRF and proved that indeed it retains its security when the adversary is quantum. Classical PRFs are analyzed in much depth in [KL14].

### 2.2.2 Preimage and Collision Resistance

A preimage of a particular output $y$ of a function $\mathbf{h}$ is an input $x$ that yields $\mathbf{h}(x)=y$. Collision is a pair of distinct inputs to $\mathbf{h}$ that give the same output. A common feature of secure hash functions is the hardness of finding any collisions or preimages of given values. Below we provide formal definitions of security established by the resistance of a hash function against attacks finding these sets.

Throughout this thesis we analyze mainly randomness of functions that comes from external random functions. Having this in mind we present definitions different from the classic ones. Classic definitions of preimage-resistance and collision-resistance [KL14], for hash functions that are not based on oracle access to a random primitive, state that it is hard to find a preimage or a collision for a uniformly random key. In the following we consider families of distributions $\mathfrak{D}_{n}$ indexed by $n \in \mathbb{N}$.

There are several variants of preimage-resistance, we focus on preimages of a fixed value.
Definition 2.6 (Zero-preimage-resistance). For a random H distributed according to $\mathfrak{D}_{n}$, we call a function $\mathbf{h}^{\mathrm{H}}: \mathcal{X} \rightarrow \mathcal{Y}$ zero-preimage-resistant if and only if for any quantum-polynomial-time adversary $\mathrm{A}^{\mathrm{H}}$ making quantum queries, there is a negligible function $\epsilon$ such that

$$
\begin{equation*}
\underset{\mathrm{H} \leftarrow \mathscr{D}}{\mathbb{P}}\left[\mathbf{h}^{\mathrm{H}}(x)=0: x \leftarrow \mathrm{~A}^{\mathrm{H}, \mathbf{h}}\left(1^{n}\right)\right]<\boldsymbol{\epsilon}(n) . \tag{2.19}
\end{equation*}
$$

One of the most important properties of a hash function $h$ is collision-resistance. That is, it is infeasible to find $x \neq x^{\prime}$ with $\mathbf{h}(x)=\mathbf{h}\left(x^{\prime}\right)$. Intuitively, collision-resistance guarantees some kind of computational injectivity-given $\mathbf{h}(x)$, the value $x$ is effectively determined. Of course, information-theoretically, $x$ is not determined, but in many situations, we can treat the preimage $x$ as unique, because we will never see another value with the same hash. A formal definition is
Definition 2.7 (Collision resistance). For a random H distributed according to $\mathfrak{D}_{n}$, we call a function $\mathbf{h}^{\mathrm{H}}: \mathcal{X} \rightarrow \mathcal{Y}$ collision-resistant if and only if for any quantum-polynomial-time adversary $\mathrm{A}^{\mathrm{H}}$ making quantum queries, there is a negligible function $\epsilon$ such that

$$
\begin{equation*}
\underset{\mathrm{H} \leftarrow \mathfrak{D}}{\mathbb{P}}\left[\mathbf{h}^{\mathrm{H}}(x)=\mathbf{h}^{\mathrm{H}}\left(x^{\prime}\right) \wedge x \neq x^{\prime}:\left(x, x^{\prime}\right) \leftarrow \mathrm{A}^{\mathrm{H}, \mathbf{h}}\left(1^{n}\right)\right]<\boldsymbol{\epsilon}(n) . \tag{2.20}
\end{equation*}
$$

We say that $\mathbf{h}$ has a collision in $\mathcal{M}$ if the image of $\mathbf{h}$ under $\mathcal{M}$ is smaller than $\mathcal{M}$

$$
\begin{equation*}
|\mathbf{h}(\mathcal{M})|<|\mathcal{M}| . \tag{2.21}
\end{equation*}
$$

For uniformly random functions $\mathrm{h}: \mathcal{X} \rightarrow \mathcal{Y}$ we have explicit bounds on the probability of finding preimages and collisions. For classical adversaries, h is zero-preimage-resistant with $\epsilon=\frac{q}{|\mathcal{Y}|}$ and collision-resistant with $\epsilon=\frac{(q-1) q}{2|\mathcal{Y}|}$ [KL14], where $q$ is the maximal number of queries the adversary can make.

Quantum access to $h$ helps the adversary in finding a preimage or a collision. A random function is preimage-resistant against quantum adversaries with $\boldsymbol{\epsilon}=8 \frac{(2 q+1)^{2}}{|\mathcal{Y}|}$. This result can be achieved with a reduction to finding the 1-preimage in a Boolean function that outputs 1 with probability $\gamma=\frac{1}{|\mathcal{Y}|}$. Every query to $h$ is simulated as 0 if the Boolean function outputs 1 and the output of a random function $\mathbf{h}^{\prime}: \mathcal{X} \rightarrow \mathcal{Y} \backslash\{0\}$ otherwise. A query to $h$ is calculated using two queries to the Boolean function (one to compute the output and one to uncompute it). The bound comes from Theorem 1 in [HRS16], which shows that a $2 q$-query quantum adversary can find a 1-preimage in $\mathbf{h}$ with probability at most $8 \gamma(2 q+1)^{2}$.

The success probability of a collision-finding algorithm for a uniformly ran$\operatorname{dom} \mathrm{h}: \mathcal{S} \rightarrow \mathcal{Y}$ is at most $\frac{\pi^{2}}{3} \frac{(q+2)^{3}}{|\mathcal{Y}|}$, as proved by Zhandry in Theorem 7 in [Zha15a].

### 2.2.3 Collapsing Hash Functions

Collapsingness is a security notion defined in [Unr16b]; It is a purely quantum notion strengthening collision-resistance. It was developed to capture the required feature of hash functions used in cryptographic commitment protocols.

Collision-resistant hashes can be used to extend the message space of signature schemes (by signing the hash of the message), or to create commitment schemes (e.g., sending $\mathbf{h}(x \| r)$ for random $r$ commits us to $x$; we cannot change our mind about $x$ because we cannot find another preimage).

In the post-quantum setting, it was shown by Unruh [Unr16b] that collision-resistance is weaker than expected: For example, the commitment scheme sketched in the previous paragraph is not binding: it is possible for an attacker to send a hash $h$, then to be given a value $x$, and then to send a random value $r$ such that $\mathbf{h}(x \| r)=h$, thus opening the commitment to any desired value-even if $h$ is collision-resistant against quantum adversaries ${ }^{4}$.

[^6]This example contradicts the intuitive requirement that $\mathbf{h}(x)$ determines $x$.
Fortunately, Unruh [Unr16b] also presented a strengthened security definition for post-quantum secure hash functions: collapsing hash functions. Roughly speaking, a hash function is collapsing if, given a superposition of values $m$, measuring $\mathbf{h}(m)$ has the same effect as measuring $m$ (at least from the point of view of a computationally limited observer). Collapsing hash functions serve as a drop-in replacement for collision-resistant ones in the post-quantum setting: Unruh showed that several natural classical commitment schemes (namely the scheme sketched above, and the statistically-hiding schemes from [HM96]) become post-quantum secure when using a collapsing hash function instead of a collision-resistant one. The collapsing property also directly implies collision-resistance.

In light of these results, it is desirable to find hash functions that are collapsing. Unruh [Unr16b] showed that a random oracle is collapsing. That is, a hash function $h$ is collapsing when it is a random oracle. However, this example has little relevance for real-world hash functions: A practical hash function is typically constructed by iteratively applying some elementary building block (e.g., a "compression function") in order to hash large messages. So even if we are willing to model the elementary building block as a random oracle, the overall hash-function construction should arguably not be modeled as a random oracle ${ }^{5}$.

For hash functions based on the Merkle-Damgård construction (such as SHA2 [Nat15]), Unruh [Unr16a] showed: If the compression function is collapsing, so is the hash function resulting from the Merkle-Damgård construction. In particular, if we model the compression function as a random oracle (as is commonly done in the analysis of practical hash functions), we have that hash functions based on the Merkle-Damgård construction are collapsing and thus suitable for use in the post-quantum setting.

As mentioned above, intuitively, we wish that $\mathbf{h}(m)$ uniquely identifies $m$ in some sense. In the classical setting, this wish naturally leads to the requirement that it is hard to find $m \neq m^{\prime}$ with $\mathbf{h}(m)=\mathbf{h}\left(m^{\prime}\right)$. Then we can treat $\mathbf{h}(m)$ as if it had only a single preimage (even though, of course, a compressing $h$ will have many preimages, we just cannot find them). In the quantum setting, there is another interpretation of the requirement that $\mathbf{h}(m)$ identifies $m$. Namely, if we are given a register $M$ that contains a superposition of many values $m$, then measuring $\mathbf{h}(m)$ on that register should-intuitively-fully determine $m$. That is, the effect on the register $M$ should be the same, no matter whether we measure just the hash $\mathbf{h}(m)$ or the whole message $m$. One can see that for any compressing function $\mathbf{h}$, it is impossible that measuring $\mathbf{h}(m)$

[^7]and $m$ has information-theoretically the same effect on the state ${ }^{6}$. However, what we can hope for is that for a computationally limited adversary, the two situations are indistinguishable. In other words, we require that no quantum-polynomial-time adversary can distinguish whether we measure $\mathbf{h}(m)$ or $m$. This property is useful in proofs, because we can replace $\mathbf{h}(m)$-measurements by $m$-measurements and vice versa.

We can slightly simplify this condition if we require that the register $M$ already contains a superposition of values $m$ that all have the same hash $\mathbf{h}(m)$. In this case, measuring $\mathbf{h}(m)$ has no effect on the state, so we can state the requirement as: If $M$ contains a superposition of messages $m$ with the same $\mathbf{h}(m)=h$, then no quantum-polynomial-time adversary can distinguish whether we measure $M$ in the computational basis, or whether we do not measure it at all.

Or slightly more formally: We let the adversary A produce a register $M$ and a hash value $h$ (subject to the promise that measuring $M$ would lead to an $m$ with $\mathbf{h}(m)=h$ ). The adversary additionally keeps an internal state in register $S$. Then we either measure $M$ in the computational basis (Collapse 1, depicted in Figure 2.1), or we do not perform any such measurement (Collapse 2, depicted in Figure 2.1). Finally, we give registers $S$ (the internal state) and $M$ (the potentially measured message register) to the adversary's second part B. We call $\mathbf{h}$ collapsing if no quantum-polynomial-time (A, B) can distinguish Collapse 1 and Collapse 2.


Collapse 1


Collapse 2

Figure 2.1: Games from the definition of collapsing hash functions. $M$ represents a measurement in the computational basis. ( $\mathrm{A}, \mathrm{B}$ ) is assumed to satisfy the property that M always returns $m$ with $\mathbf{h}(m)=h$. A function is collapsing if the probability of $b=1$ is negligibly close in both games.

This idea is formalized by the following definition. For quantum algorithms $A, B$ with quantum access to $h$, consider the following games:

Collapse 1: $\quad(S, M, h) \leftarrow \mathrm{A}^{\mathbf{h}}(), m \leftarrow \mathrm{M}(M), b \leftarrow \mathrm{~B}^{\mathbf{h}}(S, M)$,
Collapse 2: $\quad(S, M, h) \leftarrow \mathrm{A}^{\mathbf{h}}(), \quad b \leftarrow \mathrm{~B}^{\mathbf{h}}(S, M)$.
${ }^{6}$ E.g., $M$ could contain $\sum_{m} 2^{-|m| / 2}|m\rangle$. Then measuring $\mathbf{h}(m)$ will lead to the state $\sum_{m \text { s.t. } \mathbf{h}(m)=h} \frac{1}{\sqrt{\left|\mathbf{h}^{-1}(h)\right|}}|m\rangle$ which is almost orthogonal for large $\left|\mathbf{h}^{-1}(h)\right|$ to the state $|m\rangle$ we get when measuring $m$.

Here $S, M$ are quantum registers. $\mathrm{M}(M)$ is a measurement of $M$ in the computational basis. The intuitive meaning of the above games is that part A of the adversary prepares a quantum register $M$ that holds a superposition of inputs to $h$ that all map to $h$. Then she sends $M$ along with the side information $S$ to B. The task of the second part of the adversary is to decide whether measurement $M$ of the register $M$ occurred or not. We call an adversary (A, B) valid if and only if $\mathbb{P}[\mathbf{h}(m)=h]=1$ when we run $(S, M, h) \leftarrow \mathbf{A}^{\mathbf{h}}()$ in Collapse $\mathbf{1}$ from Equation (2.22) and measure $M$ in the computational basis as $m$.

Definition 2.8 (Collapsing [Unr16b]). A function $\mathbf{h}$ is collapsing with advantage $\epsilon$ if for any valid quantum-polynomial-time adversary (A, B)

$$
\begin{equation*}
\mid \mathbb{P}[b=1: \text { Collapse } \mathbf{1}]-\mathbb{P}[b=1: \text { Collapse } 2] \mid<\boldsymbol{\epsilon} \tag{2.24}
\end{equation*}
$$

We say that $\mathbf{h}$ is collapsing if the collapsing-advantage $\boldsymbol{\epsilon}$ is negligible.
A more in-depth analysis of this security notion can be found in [Unr16b; Unr16a; Cza+18; Feh18].

One can achieve tighter results of security by directly analyzing the security of $t$ parallel evaluations of the hash function (see [Unr16a]). For a set $\mathcal{M}$, we call an adversary (A, B) $t$-valid on $\mathcal{M}$ for $\mathbf{h}^{\mathrm{H}}$ if and only if $\operatorname{Pr}\left[\forall i \mathbf{h}^{\mathrm{H}}\left(m_{i}\right)=h_{i} \wedge\right.$ $\left.m_{i} \in \mathcal{M}\right]=1$ when we run $\left(S, M_{1}, \ldots, M_{t}, h_{1}, \ldots, h_{t}\right) \leftarrow \mathrm{A}^{\mathrm{H}}()$ and measure all $M_{i}$ in the computational basis as $m_{i}$. If we omit "on $\mathcal{M}^{\prime \prime}$, we assume $\mathcal{M}$ to be the domain of $h^{H}$. This definition is from [Unr16a], with the only difference that now adversaries and hash functions may depend on an oracle $H$, instead of depending on a public parameter. We do not focus on this generalization but in $[\mathrm{Cza}+18]$ we treat in more details collapsingness for parallel queries to $h$.

### 2.2.3.1 Miscellaneous Facts

The following properties of collapsing hash functions will be useful in this thesis. We present a number of results from [Unr16b], note however that they were originally proven in a setting without oracle H , but all proofs from [Unr16b] relativize. All results here hold both if runtime is measured in computation steps, and when time is measured in the number oracle queries.

If $h^{H}$ is injective, then $h^{H}$ is collapsing:
Lemma 2.9 (Lemma 24 in [Unr16b]). If $h^{H}$ is injective, and $\left(\mathrm{A}^{\mathrm{H}}, \mathrm{B}^{\mathrm{H}}\right)$ is a valid adversary with collapsing-advantage $\varepsilon$ against $\mathbf{h}^{\mathrm{H}}$, then $\boldsymbol{\epsilon}=0$.

If $\mathbf{g}^{H} \circ \mathbf{h}^{\mathrm{H}}$ is collapsing, and $\mathbf{g}^{\mathrm{H}}$ is quantum-polynomial-time computable, then $h^{H}$ is collapsing:
Lemma 2.10 (Lemma 12 in $[\mathrm{Cza}+18])$. Fix oracle functions $\mathbf{g}^{\mathrm{H}}$ and $\mathbf{h}^{\mathrm{H}}$. Let (A, B) be a valid adversary against some function $\mathbf{h}^{\mathrm{H}}$ with runtime $\tau$ and collapsing-advantage
$\varepsilon$ against $\mathbf{h}^{\mathrm{H}}$. Then there is an adversary $\left(\mathrm{A}^{\prime}, \mathrm{B}^{\prime}\right)$ that is valid for $\mathbf{g}^{\mathrm{H}} \circ \mathbf{h}^{\mathrm{H}}$, has runtime $\tau+\tau_{\mathbf{g}}$, and collapsing-advantage $\varepsilon$ against $\mathbf{g}^{\mathrm{H}} \circ \mathbf{h}^{\mathrm{H}}$. Here $\tau_{\mathbf{g}}$ is the time required for computing $\mathbf{g}^{\mathbf{H}}$.

If $g^{H}$ and $h^{H}$ are collapsing, and $h^{H}$ is quantum-polynomial-time computable, then $\mathbf{g}^{\mathrm{H}} \circ \mathbf{h}^{\mathrm{H}}$ is collapsing:

Lemma 2.11 (Lemma 37 in [Unr16a]). Fix oracle functions $\mathbf{g}^{\mathbf{H}}$ and $\mathbf{h}^{H}$. If there is a $\tau$-time adversary $(\mathrm{A}, \mathrm{B})$, valid for $\mathbf{g}^{\mathrm{H}} \circ \mathbf{h}^{\mathrm{H}}$, with collapsing-advantage $\varepsilon$ against $\mathrm{g}^{\mathrm{H}} \circ \mathrm{h}^{\mathrm{H}}$, then there are:

- $a\left(\tau+O\left(\tau_{\mathbf{h}}\right)\right)$-time adversary $\left(\mathrm{A}^{\prime}, \mathrm{B}^{\prime}\right)$, valid for $\mathrm{g}^{\mathrm{H}}$ on $\mathrm{im}^{\mathbf{h}}{ }^{\mathrm{H}}$, with some collapsing-advantage $\varepsilon^{\prime}$ against $\mathbf{g}^{\mathbf{H}}$,
- a $\left(\tau+O\left(\tau_{\mathbf{h}}\right)\right)$-time adversary $\left(\mathrm{A}^{\prime \prime}, \mathrm{B}^{\prime \prime}\right)$, valid for $\mathbf{h}^{\mathrm{H}}$, with some collapsing-advantage $\varepsilon^{\prime \prime}$ against $\mathbf{h}^{\mathrm{H}}$.
such that $\varepsilon \leq \varepsilon^{\prime}+\varepsilon^{\prime \prime}$. Here $\tau_{\mathbf{h}}$ is an upper bound on the time for evaluating $\mathbf{h}^{H}$ (on the messages that A outputs on the registers $M_{j}$ ).

In [Unr16b], this lemma had an additional $O\left(\ell_{\text {mid }}\right)$ in the runtime of ( $\left.\mathrm{A}^{\prime \prime}, \mathrm{B}^{\prime \prime}\right)$ where $\ell_{\text {mid }}$ denotes the length of the output of $\mathbf{h}^{\mathrm{H}}$. Since this is always dominated by $O\left(\tau_{\mathbf{h}}\right)$, we omit this term here.

It was shown in [Unr16b] that if H is a random oracle then is it collapsing:
Lemma 2.12 (Lemma 37 in [Unr16b]). Let $\mathrm{H}: \mathcal{X} \rightarrow \mathcal{Y}$ be a random oracle, then any valid adversary $\left(\mathrm{A}^{\mathrm{H}}, \mathrm{B}^{\mathrm{H}}\right)$ making q quantum queries to H has collapsing-advantage $\varepsilon \in O\left(\sqrt{\frac{q^{3}}{|\mathcal{D}|}}\right)$.

### 2.3 Idealized Security Notions

When discussing idealized security we assume some primitive to be ideal, which most commonly means fully random. The reason for introducing such a model is to simplify the cryptographic primitives enough so that it is possible to rigorously prove security without going into the details of actual implementations.

Assuming ideal functions in cryptography brings our focus to generic attacks. Generic attacks do not exploit implementation flaws, instead just focus on the anticipated functionality and try to find flaws in it. In the case of cryptographic constructions, we often assume the internal function to be ideal. This scenario allows us to analyze the construction itself.

A framework that is interesting in the discussion of idealized security is the framework of Abstract Cryptography (AC). Developed by Ueli Maurer and Renato Renner [Mau10; Mau11; MR11], it forms a kind of a dual framework to
the UC framework. Whereas the latter captures security of interacting systems by carefully defining the notion of Interacting Turing Machines that exchange tapes to communicate, the former is oblivious to the computation model and focuses on the algebraic relations of the involved protocols. One can say UC is a bottom-up and AC a top-to-bottom approach. We mention AC because indifferentiability is a simple notion well placed in the more general AC framework.

In the following we introduce the random-oracle model and its generalizations. Next, in sections 2.3.2 and 2.3.3 we discuss two security notions that will be the among the main subjects of this thesis, indistinguishability and indifferentiability respectively. All these notions are best suited to formalize the security of hash functions.

### 2.3.1 Random-Oracle Model

The best known idealized security notion is the Random-Oracle Model (ROM). In the ROM one assumes that publicly accessible hash functions are random [BR93]. This is a very useful assumption as it simplifies proofs, and also cryptographic constructions designed with the ROM in mind are more efficient. It might be possible to prove that the randomness assumption is false, but good cryptographic hash functions indeed behave as if they were random.

A generalization of the ROM to the quantum world was introduced in [Bon+11] under the name of the quantum-accessible random oracle model, we, however, follow the simplified name of the Quantum Random-Oracle Model (QROM). The assumption of this model is that an adversary can access the random oracle in superposition. An interesting separation of the classical and quantum models has been recently shown in [YZ20]. Another treatment of the classical and quantum models can be found in [Gri+20].

We formally define a random oracle by the following distribution:
Definition 2.13 (Random Oracle). A random oracle is sampled from a distribution $\mathfrak{R}$ on functions from $\mathcal{M} \times \mathbb{N}$ to $\mathcal{M}$, where $\mathcal{M}:=\mathcal{A}^{*}$. We define $\mathbf{h} \leftarrow \mathfrak{R}$ as follows:

- Choose g uniformly at random from $\{\mathrm{g}: \mathcal{M} \rightarrow \mathcal{M}\}$.
- For each $(x, \ell) \in \mathcal{M} \times \mathbb{N}$ set $\mathbf{h}(x, \ell):=\lfloor\mathbf{g}(x)\rfloor_{\ell^{\prime}}$, that is, output the first $\ell$ characters of the output of $\mathbf{g}$.

We denote a random oracle, that provides access to a function distributed according to $\mathfrak{R}$, by R . We often omit the second input to the random oracle, assuming that all outputs have the same length.

### 2.3.2 Indistinguishability

Indistinguishability is an computational notion of distance between two distributions. By computational, we mean that no adversary is able to distinguish the
distributions, not that they are necessarily close in statistical distance. In this thesis we focus on distributions of functions, and the model we have in mind is such that the adversary can make queries to the function sampled according to one distribution or the other.

When discussing cryptographic constructions, indistinguishability from a random oracle is a security notion for the constructed hash functions. We do not, however, give the adversary access to the internal functions. Hence, the notion is not perfectly suited to capture the real world. For keyed primitives, though, it is much more useful, as we illustrate in Chapter 4.

By classical indistinguishability we mean a feature of two distributions that are hard to distinguish if only polynomially many classical queries are allowed. Technically we consider families of distributions indexed by the security parameter $n \in \mathbb{N}$, the adversary knows the security parameter through the input $1^{n}$ that she is provided. For the sake of simplicity, we omit these details in the following definitions. The mentioned polynomial is evaluated on the security parameter. Note however that we have not yet specified this parameter. For now though we leave it implicit, the security parameter will be specified for the particular construction we are going to analyze. A common versions of the following definitions assume the adversary to be computationally bounded (so not only the number of queries is bounded but also A's runtime). We, however, use stronger definitions in this thesis, as we do not analyze distributions related to hardness of computational problems.

Definition 2.14 (Classical Indistinguishability). Two distributions $\mathfrak{D}_{1}$ and $\mathfrak{D}_{2}$ over a set $\mathcal{Y}^{\mathcal{X}}$ are computationally classically indistinguishable if no quantum algorithm A can distinguish $\mathfrak{D}_{1}$ from $\mathfrak{D}_{2}$ using a polynomial number of classical queries. That is, for all A , there is a negligible function $\boldsymbol{\epsilon}$ such that

$$
\begin{equation*}
\left|\underset{\mathbf{g} \leftarrow \mathcal{D}_{1}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\mathbf{g}}\right]-\underset{\mathbf{g} \leftarrow \mathfrak{D}_{2}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\mathbf{g}}\right]\right| \leq \boldsymbol{\epsilon} . \tag{2.25}
\end{equation*}
$$

We write $A^{g}$ to denote that adversary $A$ has classical oracle access to $g$.
We will use the following generalization of the above definition to specify a notion valid for quantum adversaries.

Definition 2.15 (Quantum Indistinguishability [Zha12]). Two distributions $\mathfrak{D}_{1}$ and $\mathfrak{D}_{2}$ over a set $\mathcal{Y}^{\mathcal{X}}$ are computationally quantumly indistinguishable if no quantum algorithm A can distinguish $\mathfrak{D}_{1}$ from $\mathfrak{D}_{2}$ using a polynomial number of quantum queries. That is, for all A, there is a negligible function $\epsilon$ such that

$$
\begin{equation*}
\left|\underset{\mathbf{g} \leftarrow \mathfrak{D}_{1}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{g}\rangle}\right]-\underset{\mathbf{g} \leftarrow \mathbb{D}_{2}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{g}\rangle}\right]\right| \leq \boldsymbol{\epsilon} . \tag{2.26}
\end{equation*}
$$

We write $\mathrm{A}^{|\mathrm{g}\rangle}$ to denote that adversary A has quantum oracle access to g , i.e. she can query $g$ on a superposition of inputs.

In this thesis we often focus on indistinguishability from a random oracle. The first distribution is the one analyzed (e.g. the distribution of the cryptographic construction of interest) and the other is the uniform distribution over the set of all functions from $\mathcal{X}$ to $\mathcal{Y}$.

### 2.3.3 Indifferentiability

An important generalization of indistinguishability is indifferentiability. The main difference between these notions is the fact that we give the adversary access to the internal function of the cryptographic construction. This one change, although formally quite impactful, makes the security notion applicable to a wide range of realistic scenarios.

The notion was introduced by Maurer, Renner, and Holenstein in [MRH04]. Indifferentiability is one of the strongest security notions possible assuming that the internal function is random, while giving the distinguisher realistic capabilities in terms of access to public primitives. In the case of hash functions like SHA-2 [NIS15] and SHA-3 [NIS14], the specification of the internal function is in fact freely available.

Indifferentiability captures indistinguishability of two worlds: the real and the ideal world. The former is the real construction using an ideal primitive. The latter is the ideal version of the construction (often the random oracle) and a simulator. The simulator is an algorithm that simulates the public primitives (e.g. the internal functions) to the adversary. Assuming the internal functions to be ideal is the standard way of treating primitives in this class of security notions, showing that the constructed function is close to ideal is our goal.

The importance of indifferentiability lies in the fact that it captures the real applications of the constructions but also the fact that it guarantees composability. A system that is secure according to a composable security notion can be used in a larger system, without losing security guarantees.

Many constructions have been proven indifferentiable from a random oracle: Merkle-Damgård construction [Cor+05], sponge construction [Ber+08], Feistel networks [DS16], an many others [KM07; LLG12; Can+12; Bal14; GL16; Dai+17].

In recent years it was shown that the notion can be generalized to the quantum world. Although at first Carstens, Ebrahimi, Tabia, and Unruh gave arguments for the impossibility of proving quantum indifferentiability [Car+18], Zhandry later showed that it is indeed possible [Zha19a]. Zhandry developed a technique that allows to prove indifferentiability for the Merkle-Damgård construction. His result does not contradict the result of [Car+18], as it handles the imperfect case, albeit with a negligible error. We have also proven indifferentiability of the sponge construction in [Cza+19]. More details on [Car+18] can be found in Chapter 5 .

An interesting observation has been made by Ristenpart, Shacham, and Shrimpton in [RSS11] on the applicability of indifferentiability to the setting of multiple interacting but distinct adversaries. They observed that the regular indifferentiability notion might not be enough in this setting, we cover this topic in more detail in Section 2.3.3.2 and prove some new results in Chapter 8. Since the publication of [RSS11] many generalizations of the notion have been made to mitigate the problem by specifying the computational capabilities of the simulators.

### 2.3.3.1 Regular Indifferentiability

Access to the publicly known internal function and the hash function constructed from it is handled by interfaces. An interface to a system is an access structure defined by the format of inputs and expected outputs. Let us illustrate this definition by an example, let the system C under consideration be a hash function $\mathrm{H}_{\mathrm{f}}:\{0,1\}^{*} \rightarrow\{0,1\}^{n}$, constructed using a function $\mathbf{f}:\{0,1\}^{n} \rightarrow\{0,1\}^{n}$. Then the private interface of the system accepts finite-length strings as inputs and outputs $n$-bit long strings. Outputs from the private interface are generated by the hash function, so we can write (slightly abusing notation) Criv $=\mathrm{H}_{\mathrm{f}}$. The public interface accepts $n$-bit long strings and outputs $n$-bit strings as well. We have that $C^{\text {pub }}=\mathbf{f}$. The motivation for calling the interfaces private and public is that the internal function f is usually a publicly specified function (like in e.g. SHA-3 [NIS14]). The construction is run locally by the distinguisher.

A cryptographic system is an algorithm possibly calling subroutines. In this thesis we understand it as a cryptographic construction.

The following definitions and Theorem 2.18 are the rephrased versions of definitions and theorems from [MRH04; Cor+05]. We also make explicit the fact that the definitions are independent of the threat model we considerwhether it is the classical model or the quantum model. To expose those two cases we write "classical or quantum" next to algorithms that can be classical or quantum machines; Communication between algorithms (systems, adversaries, and environments) can also be of two types, where quantum communication will involve quantum states (consisting of superpositions of inputs).
Definition 2.16 (Indifferentiability, Definition 3 in [MRH04], rephrased). A cryptographic (classical or quantum) system C is ( $q, \boldsymbol{\epsilon}$ )-indifferentiable from R , if there is an efficient (classical or quantum) simulator $S$ such that for any efficient (classical or quantum) distinguisher D with binary output ( 0 or 1 ) that makes at most $q$ (classical or quantum) queries there is a negligible function $\epsilon^{\prime} \in O(\boldsymbol{\epsilon})$ such that the advantage

$$
\begin{equation*}
\left|\mathbb{P}\left[b=1: b \leftarrow \mathrm{D}\left[\mathrm{C}_{k}^{\text {priv }}\left[\mathrm{C}_{k}^{\text {pub }}\right], \mathrm{C}_{k}^{\text {pub }}\right]\right]-\mathbb{P}\left[b=1: b \leftarrow \mathrm{D}\left[\mathrm{R}_{k}^{\text {priv }}, \mathrm{S}\left[\mathrm{R}_{k}^{\text {pub }}\right]\right]\right]\right| \leq \epsilon^{\prime}(k), \tag{2.27}
\end{equation*}
$$

REAL


Figure 2.2: A schematic representation of the notion of indifferentiability, Definition 2.16. Arrows denote "access to" the pointed system.
where $k$ is the security parameter.
It is important to note that if R is the random oracle (which is often the case), then both its interfaces are the same and output random outputs of appropriate given length. The definitions are still valid and the theorem below holds also if we interpret efficiency in terms of queries made by the algorithms. Note that then we can allow the algorithms to be unbounded with respect to runtime, the distinction between quantum and classical queries is still of crucial importance though. In Figure 2.2 we present a scheme of the situation captured by Definition 2.16.

Indifferentiability is a strong notion of security mainly because if fulfilled it guarantees composability of the secure cryptosystem. The "as secure as" relation is important in proving composability:

Definition 2.17 (As secure as, Definition 1 in [MRH04], rephrased). A cryptographic (classical or quantum) system C is said to be as secure as $\mathrm{C}^{\prime}$ if for all efficient (classical or quantum) environments Env the following holds: For any efficient (classical or quantum) attacker A accessing C there exists another efficient (classical or quantum) attacker $\mathrm{A}^{\prime}$ accessing $\mathrm{C}^{\prime}$ such that the difference between the probability distributions of the binary outputs of $\operatorname{Env}[\mathrm{C}, \mathrm{A}]$ and $\operatorname{Env}\left[\mathrm{C}^{\prime}, \mathrm{A}^{\prime}\right]$ is negligible, i.e.

$$
\begin{equation*}
\left|\mathbb{P}[b=1: b \leftarrow \operatorname{Env}[\mathrm{C}, \mathrm{~A}]]-\mathbb{P}\left[b=1: b \leftarrow \operatorname{Env}\left[\mathrm{C}^{\prime}, \mathrm{A}^{\prime}\right]\right]\right| \leq \boldsymbol{\epsilon}(k), \tag{2.28}
\end{equation*}
$$

where $\epsilon$ is a negligible function.
In the following we say that a cryptosystem T is compatible with C if the interfaces for interaction of T with C are matching.

Theorem 2.18 (Composability, Theorem 1 in [MRH04], rephrased). Let T range over (classical or quantum) cryptosystems compatible with C and R , then C is $(q, \varepsilon)$ indifferentiable from R if and only if for all $\mathrm{T}, \mathrm{T}[\mathrm{C}]$ is as secure as $\mathrm{T}[\mathrm{R}]$.

### 2.3.3.2 Resource-Restricted Indifferentiability

In [RSS11] the authors identify a problem with the regular notion of indifferentiability. They show that the original definition does not guarantee security for games that have multiple stages. A solution the authors of [RSS11] propose is reset indifferentiability. This notion allows the distinguisher to reset the simulator to her initial state. In [Dem+13] the authors propose an interesting alternative to regular indifferentiability: memory-aware indifferentiability where we explicitly limit the memory of the simulators. It is also shown in [RSS11; Dem +13] that reset indifferentiability is equivalent to regular indifferentiability with stateless simulators. It is proved in [BBM13] that multi-stage indifferentiability (indifferentiability with stateless simulators) is equivalent to reset indifferentiability. Moreover allowing just one reset is enough to capture the security guaranteed by reset indifferentiability.

By resource-restricted indifferentiability we mean in general the notion of indifferentiability where we restrict the simulator in some way. The most important restriction is by allowing only some number of (quantum) bits of internal memory. In the classical case the simulator has just the $t$ classical bits of memory. In the quantum case these bits are quantum, but $S$ does not have any additional classical memory. Moreover, any randomness generated by the simulator has to be stored in her memory.
Definition 2.19 (Memory-Restricted Indifferentiability). A cryptographic (classical or quantum) system C is ( $q, \boldsymbol{\epsilon}$ )-indifferentiable from R in the presence of $t$ (quantum) bits of adversarial memory, if there is an efficient (classical or quantum) simulator S with memory restricted to $t$ (quantum) bits such that for any efficient (classical or quantum) distinguisher D with binary output ( 0 or 1 ) that makes at most $q$ (classical or quantum) queries there is a negligible function $\epsilon^{\prime} \in O(\boldsymbol{\epsilon})$ such that the advantage

$$
\begin{equation*}
\left|\mathbb{P}\left[b=1: b \leftarrow \mathrm{D}\left[\mathrm{C}_{k}^{\text {priv }}\left[\mathrm{C}_{k}^{\text {pub }}\right], \mathrm{C}_{k}^{\text {pub }}\right]\right]-\mathbb{P}\left[b=1: b \leftarrow \mathrm{D}\left[\mathrm{R}_{k}^{\text {priv }}, \mathrm{S}\left[\mathrm{R}_{k}^{\text {pub }}\right]\right]\right]\right| \leq \boldsymbol{\epsilon}^{\prime}(k), \tag{2.29}
\end{equation*}
$$

where $k$ is the security parameter.
Stateless indifferentiability is just memory-restricted indifferentiability when we give the simulator $t=0$ bits of memory.

In [JM18] the authors propose a solution to the problem of multi-stage games that is done in the spirit of abstract cryptography [MR11; Mau11]. They propose a security notion that combines indifferentiability with Universal Computational Extractors [BHK13; BHK14]. This notion captures a similar level of security as indifferentiability but in a limited context. A context is understood as the scenarios in which security is valid.

### 2.4 Useful Proof Techniques

In this section we describe three techniques and frameworks that are especially useful in the reminder of the thesis. We focus on the polynomial method (Section 2.4.1), the game-playing framework (Section 2.4.2), and the one-way to hiding lemma (Section 2.4.3). The second framework is a standard classical approach to proving security of a variety of cryptosystems. The other two are useful methods in quantum cryptography.

### 2.4.1 The Polynomial Method

The polynomial method uses the rich mathematical structure of polynomials to prove closeness of probability distributions. The polynomial method was first developed by Nisan and Szegedy [NS94] and then extended to bound the query complexity of quantum algorithms in [Bea+01]. Later, a similar approach was applied to average case complexity, more useful in cryptography [Zha15b; Zha12; SY17].

In this section we describe the proof technique-based on approximating polynomials-that proves useful when dealing with notions like quantum indistinguishability.

Theorem 2.20 (Theorem 3.1 in [Zha15b]). Let A be a quantum algorithm making $q$ quantum queries to an oracle $\mathbf{h}: \mathcal{X} \rightarrow \mathcal{Y}$. If we draw $\mathbf{h}$ from some distribution $\mathfrak{D}$, then the quantity $\mathbb{P}_{\mathbf{h} \leftarrow \mathfrak{Q}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]$ is a linear combination of the quantities $\mathbb{P}_{\mathbf{h} \leftarrow \mathfrak{D}}\left[\forall i \in[2 q]: \mathbf{h}\left(X^{i}\right)=Y^{i}\right]$, where $\forall i \in[2 q]:\left(X^{i}, Y^{i}\right) \in \mathcal{X} \times \mathcal{Y}$. Moreover the coefficients of the linear combination depend only on A and not $\mathbf{h}$.

The intuition behind the above theorem is that with $q$ queries the amplitudes of the quantum state of the algorithm depend on at most $q$ input-output pairs. The probability of any outcome is a linear combination of squares of amplitudes, that is why we have $2 q$ input-output pairs in the probability function. Finally as the probability of any measurement depends on just $2 q$ input-output pairs the same holds for the algorithm's output probability. All the information about $h$ comes from the queries A made.

We use the above theorem together with statements about approximating polynomials to connect the probability of some input-output behavior of a function from a given distribution with the probability of the adversary distinguishing two distributions.

Theorem 2.21 (Theorem 7.3 in [Zha12]). Fix $q$, and let $\mathfrak{F}_{t}$ be a family of distributions on $\mathcal{Y}^{\mathcal{X}}$ indexed by $t \in \mathbb{Z}^{+} \cup\{\infty\}$. Suppose there is an integer $d$ such that for every $2 q$ pairs $\forall i \in[2 q]:\left(X^{i}, Y^{i}\right) \in \mathcal{X} \times \mathcal{Y}$, the function $\mathbf{p}(1 / t)=\mathbb{P}_{\mathbf{h} \leftarrow \widetilde{\mathcal{F}}_{t}}\left[\forall i \in[2 q]: \mathbf{h}\left(X^{i}\right)=Y^{i}\right]$ is a polynomial of degree at most $d$ in $1 / t$
(for $t=\infty$ the inverse is 0 ). Then for any quantum algorithm A making at most $q$ quantum queries, the output distribution under $\mathfrak{F}_{t}$ and $\mathfrak{F}_{\infty}$ are $\pi^{2} d^{3} / 3 t$-close:

$$
\begin{equation*}
\left|\underset{\mathbf{h} \leftarrow \mathfrak{F}_{t}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]-\underset{\mathbf{h} \leftarrow \mathfrak{F}_{\infty}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]\right|<\frac{\pi^{2} d^{3}}{6 t} . \tag{2.30}
\end{equation*}
$$

This theorem is an average-case version of the polynomial method often used in complexity theory. If the polynomial approximating the ideal behavior of $h \leftarrow \mathfrak{F}_{\infty}$ is of low degree the distance between the output distributions must be small.

### 2.4.2 Game-Playing Proofs

The modern approach to cryptography relies on mathematical rigor: Trust in a given cryptosystem is mainly established by proving that, given a set of assumptions, it fulfills a security definition formalizing real-world security needs. Apart from the definition of security, the mentioned assumptions include the threat model, specifying the type of adversaries we want to be protected against. One way of formalizing the above notions is via games, i.e. programs interacting with the adversaries and outputting a result signifying whether there has been a breach of security or not. Adversaries in this picture are also modeled as programs, or more formally as interacting Turing machines.

The framework of game-playing proofs introduced by Bellare and Rogaway in [BR06]-modeling security arguments as games, played by the adversaries-is especially useful because it makes proofs easier to verify. Probabilistic considerations might become quite involved when talking about complex systems and their interactions; the structure imposed by games, however, simplifies them. In the game-playing framework, randomness can be, for example, considered to be sampled on the fly, making conditional events easier to analyze. A great example of that technique is given in the proof of the PRP/PRF switching lemma in [BR06].

Many proofs of security in cryptography follow the Game-Playing framework, proposed in [BR06]. It is a very powerful technique as cryptographic security proofs tend to be simpler to follow and formulate in this framework. The central idea of this approach are identical-until-bad games. Say games G and H are two programs that are syntactically identical except for code that follows after setting a flag Bad to one, then we call those games identical-until-bad. Usually in cryptographic proofs G and H will represent two functions that an adversary A will have oracle access to. In the following we denote the situation when A interacts with H by $\mathrm{A}^{\mathrm{H}}$. Then we can say the following about the adversary's view.

Lemma 2.22 (Fundamental lemma of game-playing, Lemma 2 of [BR06]). Let G and H be identical-until-bad games and let A be an adversary that outputs a bit b. Then

$$
\begin{equation*}
\left|\mathbb{P}\left[b=1: b \leftarrow \mathrm{~A}^{\mathrm{H}}\right]-\mathbb{P}\left[b=1: b \leftarrow \mathrm{~A}^{\mathrm{G}}\right]\right| \leq \mathbb{P}\left[\operatorname{Bad}=1: \mathrm{A}^{\mathrm{G}}\right] . \tag{2.31}
\end{equation*}
$$

### 2.4.3 One-Way to Hiding Lemma

The One-way To Hiding $(\mathrm{O} 2 \mathrm{H})$ lemma is the quantum counterpart of the fundamental game-playing lemma (Lemma 2.22). One of the common use-cases of the game-playing framework is reprogramming random oracles. By that we mean changing the output of a random oracle to some chosen value on some input. The original O2H lemma was used in that exact way. A new formulation of the lemma generalized modifying the random oracle to a set $\mathcal{S}$ of inputs that differ in the two oracles that are being distinguished by the adversary.

The original O2H lemma, Lemma 5 in [Unr14], is phrased in terms of reprogramming a random oracle. The statement is that the distinguishing advantage of algorithms given as input $\mathbf{h}(x)$ and some uniformly random $y$ is bounded by $2 q \sqrt{P_{\mathrm{B}}}$. The quantity $P_{\mathrm{B}}$ is the probability that for a randomly chosen query (i.e. one of the $q$ queries the adversary makes) A queries $x$ (when her query register is measured in the computational basis).

The new formulation is based on the idea of punctured oracles: quantum accessible oracles that include a measurement of the adversary's query register after every query that checks if $x \in \mathcal{S}$ is measured. If the check succeeds, i.e. the measurement detects that the adversary queried $x \in \mathcal{S}$, then the measurement outputs 1 . Such oracles are denoted by $\mathbf{h} \backslash \mathcal{S}$. By Find we denote the event that any of these measurements outputs 1 . The statement of this new formulation of the O2H lemma is as follows:

Theorem 2.23 (Theorem 1 in [AHU19]). Let $\mathcal{S} \subseteq \mathcal{X}$ be random. Let $\mathbf{g}, \mathbf{h}: \mathcal{X} \rightarrow \mathcal{Y}$ be random functions satisfying $\forall x \notin \mathcal{S}: \mathbf{g}(x)=\mathbf{h}(x)$. Let $z$ be a random bitstring. $(\mathcal{S}, \mathbf{g}, \mathbf{h}, z$ may have arbitrary joint distribution.) Let A be an oracle algorithm (not necessarily unitary) of query depth $d$, then

$$
\begin{align*}
& \left|\mathbb{P}\left[b=1: b \leftarrow \mathrm{~A}^{\mathbf{h}}(z)\right]-\mathbb{P}\left[b=1: b \leftarrow \mathrm{~A}^{\mathrm{g}}(z)\right]\right| \leq 2 \sqrt{(d+1) \mathbb{P}\left[\text { Find }: \mathrm{A}^{\mathbf{h} \backslash \mathcal{S}}(z)\right]},  \tag{2.32}\\
& \left|\mathbb{P}\left[b=1: b \leftarrow \mathrm{~A}^{\mathbf{h}}(z)\right]-\mathbb{P}\left[b=1: b \leftarrow \mathrm{~A}^{\mathbf{h} \backslash \mathcal{S}}(z)\right]\right| \leq \sqrt{(d+1) \mathbb{P}\left[\text { Find }: \mathrm{A}^{\mathbf{h} \backslash \mathcal{S}}(z)\right]} \tag{2.33}
\end{align*}
$$

More results can be found in the original paper. Another interesting generalization of the O2H lemma can be found in [Bin+19]. In [Cza+19] we generalize the technique to include the results of [Zha19a], Chapter 6 is dedicated to this generalization.

An interesting lemma that we are going to use in this thesis gives a bound on probability of finding.

Lemma 2.24 (Corollary 1 in [AHU19]). Suppose $\mathbf{h}, \mathcal{S}$, and $z$ are independent, and that A is a $q$-query algorithm. Let $P_{\max }:=\max _{x} \mathbb{P}[x \in \mathcal{S}]$. Then

$$
\begin{equation*}
\mathbb{P}\left[\text { Find }: \mathrm{A}^{\mathrm{h} \backslash \mathcal{S}}(z)\right] \leq 4 q \cdot P_{\max } \tag{2.34}
\end{equation*}
$$

The statement in [AHU19] considers semi-classical oracles, oracles that only answer if $x \in \mathcal{S}$, but Lemma 2.24 is a straight forward corollary of that. Note that A with access to the semi-classical oracle can easily simulate $\mathbf{h} \backslash \mathcal{S}$ by using just two queries to the semi-classical oracle.

We also state a generalization of Lemma 2.24 valid for adversaries that get quantum input.

Lemma 2.25. Let A be any quantum oracle algorithm making at most $q$ quantum queries to a punctured oracle with domain $\mathcal{X}$. Let $\mathcal{S} \subseteq \mathcal{X}$ and $|s t\rangle \in \mathbb{C}^{2 n}$. ( $\mathcal{S}$ and $|\mathrm{st}\rangle$ may have arbitrary joint distribution independent from $\mathbf{h}$.) Let B be an algorithm that on input $\mid$ st $\rangle$ chooses $i \stackrel{\&}{\leftarrow}\{1, \ldots, q\}$; runs $\mathrm{A}^{\mathbf{h}}$ until (just before) the $i$-th query; then measures the query input register in the computational basis and outputs the measurement output $x$.

Then

$$
\begin{equation*}
\left.\mathbb{P}\left[\text { Find }: \mathrm{A}^{\mathrm{h} \backslash \mathcal{S}}(\mid \text { st }\rangle\right)\right] \leq 4 q \cdot P_{\text {guess }}, \tag{2.35}
\end{equation*}
$$

where $P_{\text {guess }}$ is the the guessing probability of $\mathcal{S}$ (treated as a random variable) given the quantum side-information $|\mathrm{st}\rangle$.

Proof. Theorem 2 in [AHU19] states

$$
\begin{equation*}
\mathbb{P}\left[\text { Find }: \mathrm{A}^{\mathbf{h} \backslash \mathcal{S}}(z)\right] \leq 4 q \cdot \mathbb{P}[\mathcal{S} \cap \mathcal{T}=\emptyset: \mathcal{T} \leftarrow \mathrm{B}(z)] \tag{2.36}
\end{equation*}
$$

for a random $z$ (with arbitrary joint distribution). Following the proof of this theorem one can easily generalize the statement to quantum inputs. The proof of Theorem 2 in [AHU19] does not depend on the sort of input the algorithms have, just that B can simulate A.

The next step is the observation (made in the proof of Lemma 2.24 in [AHU19]) that the probability $\mathbb{P}[\mathcal{S} \cap \mathcal{T}=\emptyset: \mathcal{T} \leftarrow \mathrm{B}(|\mathrm{st}\rangle)]$ is bounded by the probability that B outputs an element of $\mathcal{S}$ :

$$
\begin{equation*}
\mathbb{P}[\mathcal{S} \cap \mathcal{T}=\emptyset: \mathcal{T} \leftarrow \mathrm{B}(|\mathrm{st}\rangle)] \leq \mathbb{P}[x \in \mathcal{S}: x \leftarrow \mathrm{~B}(|\mathrm{st}\rangle)] \leq P_{\text {guess }} \tag{2.37}
\end{equation*}
$$

The final bound comes from introducing $P_{\text {guess }}$.

### 2.5 Cryptographic Constructions

One of the most versatile cryptographic primitives are cryptographic hash functions. A hash function is supposed to map arbitrary-length inputs to some fixed-length output. Moreover, for it to be useful in cryptography, it should also posses other features, e.g. collision-resistance. A hash function is said to be collision-resistant if no probabilistic polynomial time adversary can find two inputs mapping to the same output with non-negligible probability.

More concretely, a hash function is a function $\mathrm{h}^{\mathrm{H}}: \mathcal{X} \rightarrow \mathcal{Y}$ for some range $\mathcal{X}$ and domain $\mathcal{Y}$. Typically, $\mathcal{Y}$ consists of fixed-length strings, and $\mathcal{X}$ consists of fixed-length strings or arbitrary-length strings, e.g. $\mathcal{A}^{*}$. h can depend on an oracle H . Typically, H will be a random function, a random permutation, or simply be missing if we are in the standard model. Unless specified otherwise, we make no assumptions about the distribution of H .

It is rather hard to design a function that maps arbitrary-length strings and is collision resistant. It is possible though to make a good compression function. That is a function that takes as input only fixed-length strings and maps them to shorter strings while being collision-resistant. But is having such a "small" function sufficient? The answer is yes. The reason is the existence of constructions that apply the "small" function many times in a way that one can input arbitrary-length strings and still get the desired behavior, e.g. collisionresistance.

Among the most famous and widely used constructions for hash functions is the Merkle-Damgård construction [Mer90; Dam90] used in the SHA- $1^{7}$ and SHA-2 standardized hash functions [NIS15].

In this section we also discuss constructions for functions with fixed-length inputs. A common type of constructions in cryptography build a one-way function out of permutations. The reason for why such conversion is popular is that in practice it is easier to build a secure (colloquially saying: behaving randomly) permutation.

### 2.5.1 Composition of Compression Functions

The composition compression function is used in the proof of indifferentiability of the Merkle-Damgård construction in Lemma 3.2 in [Cor+05]. It is a simple compression function that can be used to exemplify proof techniques, for example for indifferentiability. The composition of compression functions is defined as

$$
\begin{equation*}
\operatorname{ComP}_{\mathbf{h}_{1}, \mathbf{h}_{2}}\left(x_{1}, x_{2}\right):=\mathbf{h}_{2}\left(\mathbf{h}_{1}\left(x_{1}\right), x_{2}\right) . \tag{2.38}
\end{equation*}
$$

[^8]In [Cor+05] the authors provide a sketch of the indifferentiability proof of Comp.

This construction is used by us as an example of our methods for proving quantum indifferentiability. Moreover the construction is used in the External Storage Game, discussed in Chapter 8. In Figure 2.3 we present a scheme of the construction.


Figure 2.3: A schematic representation of composition of two hash functions $\operatorname{ComP}_{\mathbf{h}_{1}, \mathbf{h}_{2}}\left(x_{1}, x_{2}\right)=y$.

### 2.5.2 The Sponge Construction

Another important construction is the sponge construction [Ber+07], underlying for example the current international hash function standard SHA-3 [NIS14], but also other hash functions such as Quark [Aum+10], Photon [GPP11], Spongent [Bog+13], Gluon [Ber+12a], KangarooTwelve [Ber +18 ], or the extendable-output function SHAKE [NIS14]. The sponge construction builds a hash function $h$ from an internal function ${ }^{8} f$.

The sponge construction has been proven indifferentiable from a random oracle [Ber+08]. From indifferentiability, most other security guarantees can been derived. Quantum security of the sponge construction has been proven in [Cza+18; CHS19; Cza+19], these results are presented in detail in chapters 3 , 4 , and 7 .

The sponge construction is an extendable-output function that maps arbitrary-length inputs to outputs of a length specified by an additional input. The construction operates on states $s \in \mathcal{A} \times \mathcal{C}$, where $\mathcal{A}$ and $\mathcal{C}$ are finite sets. The parameter $r:=\left\lfloor\log _{2}(|\mathcal{A}|)\right\rfloor$ is called the rate and the parameter $c:=\left\lfloor\log _{2}(|\mathcal{C}|)\right\rfloor$ is called the capacity. The part in $\mathcal{A}$ of the state is called the outer part or outer state, the remaining part in $\mathcal{C}$ is called the inner part or inner state. The sponge uses an internal function $\mathrm{f}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{A} \times \mathcal{C}$. To process a message consisting of several symbols (elements of $\mathcal{A}$ ), the sponge alternates between mixing a new message block into the outer state and applying $f$, as

[^9]shown in Figure 2.4. When all message blocks are processed (i.e. absorbed into the internal state) the sponge can be squeezed to produce $\ell$ outputs in $\mathcal{A}$ by alternating between applying $f$ and outputting the outer state. We write Spongef $_{f}$ for the sponge using $f$ as internal function. The function constructed in that way behaves as follows, SPonge $_{\mathrm{f}}: \mathcal{A}^{*} \times \mathbb{N} \rightarrow \mathcal{A}^{*}$. We call the sponge construction using some $f$ simply the Sponge.

Technically the sponge construction is defined together with a padding function pad : $\mathcal{M} \rightarrow \mathcal{A}^{*}$. In our discussion padding does not play an important role so we often omit it. The requirement on pad put in [Ber+07] is that the mapping $\operatorname{PAD}(m)$ must be injective, and must be such that $|\operatorname{PAD}(m)| \geq 1$ and that the last character of $\operatorname{PAD}(m)$ is never 0 (this ensures injectivity for inputs of different lengths).

In Figure 2.4 we present a scheme of the sponge construction evaluated on input $\mathbf{M}=\left(\overline{M_{1} \|} M_{2} \| M_{3}\right)$.


Figure 2.4: A schematic representation of the sponge construction: $\operatorname{Spongef}_{f}\left(M_{1}\left\|M_{2}\right\| M_{3}, 2\right)=Z_{1} \| Z_{2}$.

In Algorithm 2.1 we present the definition of Sponge. We assume that the set of outer states $\mathcal{A}$ is a finite Abelian group. The action of this group is denoted by $\oplus$. The initial value of the state in the construction is $(0,0) \in \mathcal{A} \times \mathcal{C}, 0 \in \mathcal{A}$ is the neutral element and $0 \in \mathcal{C}$ is an arbitrary fixed element of $\mathcal{C}$. In the following we denote the part of the entire state $S$ in $\mathcal{A}$ by $\bar{S}$ and the part in $\mathcal{C}$ by $\hat{S}$. To denote the internal function with output limited to the part in $\mathcal{A}$ and $\mathcal{C}$ we use the same notation as for states, $\overline{\mathrm{f}}$ and $\hat{\mathrm{f}}$ respectively. We often write $\mathcal{S}:=\mathcal{A} \times \mathcal{C}$ to denote the combined set of states. We also write $\operatorname{Spongef}_{f}[\operatorname{Pad}, \mathcal{A}, \mathcal{C}, \ell]$ to denote $\operatorname{Spongef}^{[\mathrm{PAD}, \mathcal{A}, \mathcal{C}]}$ that takes arguments in $\mathcal{M}$ and always outputs strings of length $\ell$.

The absorbing phase of the sponge construction is defined in Algorithm 2.2.
Note that we use a general formulation of the construction, using any finite sets for $\mathcal{A}$ and $\mathcal{C}$. This is the way sponges are defined in [Ber+07]. In most of

```
Algorithm 2.1 Spongef \([\mathrm{PAD}, \mathcal{A}, \mathcal{C}]\)
    input: \(\mathbf{M} \in \mathcal{M}, \ell \geq 0\)
    output: \(\mathbf{Z} \in \mathcal{A}^{\ell}\)
    \(\mathbf{P}:=\operatorname{PAD}(\mathbf{M})\)
    \(S:=(0,0) \in \mathcal{A} \times \mathcal{C} \quad \triangleright\) Initial Value
    for \(i=1\) to \(|\mathbf{P}|\) do \(\quad \triangleright\) Absorbing phase
        \(S:=\left(\bar{S} \oplus P_{i}, \hat{S}\right)\)
        \(S:=\mathbf{f}(S)\)
    \(\mathrm{Z}:=\bar{S} \quad \triangleright\) Squeezing phase
    while \(|\mathbf{Z}|<\ell\) do
        \(S:=\mathbf{f}(S)\)
        \(\mathbf{Z}:=\mathbf{Z} \| \bar{S}\)
    return \(\lfloor Z\rfloor_{\ell}\)
```

```
Algorithm 2.2 Absorb \({ }_{f}\)
    input: \(\mathbf{P} \in \mathcal{A}^{*}\)
    output: \(S \in \mathcal{A} \times \mathcal{C}\)
    \(S:=(0,0) \in \mathcal{A} \times \mathcal{C} \quad \triangleright\) Initial Value
    for \(i=1\) to \(|\mathbf{P}|\) do
        \(S:=\left(\bar{S} \oplus P_{i}, \hat{S}\right)\)
        \(S:=\mathbf{f}(S)\)
    return \(S\)
```

the other literature, e.g. [Ber+11b; NIS14], the sponge construction is defined on $\mathcal{A}=\{0,1\}^{r}$ and $\mathcal{C}=\{0,1\}^{c}$. All our results also work for Sponge defined with bit-strings and bitwise XOR, as specified in [NIS14]. In Algorithm 2.1 we use $\lfloor\mathbf{Z}\rfloor_{\ell}$, for a general $\mathcal{A}$ this operation does not do anything; For $\mathcal{A}=\overline{\mathcal{A}_{0}^{n}}$ (where $\mathcal{A}_{0}$ is some finite set), however, $\lfloor\mathbf{Z}\rfloor_{\ell}$ denotes the first $\ell$ symbols in $\mathbf{Z}$. For example when $\mathcal{A}=\{0,1\}^{r}$ then Sponge outputs the first $\ell$ bits-it is important to interpret this notation like that and not as the first $\ell$ blocks of $r$ bits.

For sponges defined on bit-strings the commonly used padding is of the form $\operatorname{PAD}(\mathbf{M})=\mathbf{M} \| \widetilde{\operatorname{PAD}}(|\mathbf{M}|-\lfloor|\mathbf{M}|\rfloor)$, where $\widetilde{\text { PAD }}$ denotes the function outputting a string, such that the length of the padded message is a multiple of $r$. For instance, the padding used in Keccak [NIS14] is $\mathbf{M}\|\operatorname{Pad}(\mathbf{M})=\mathbf{M}\| 10^{*} 1$ which appends to message $\mathbf{M}$ the bitstring $10^{*} 1$ with a suitable number of 0 's (possibly none) such that the padded message is a multiple of $r$. Note that attaching a binary encoding of the message length $|\mathbf{M}|$ is not possible according to this assumption.

### 2.5.2.1 Sponge Graph

An important feature of the sponge construction is that one can associate to the internal function $\mathbf{f}$ a graph $G=(\mathcal{V}, \mathcal{E})$ [Ber+07]. It is called the sponge graph; The set of nodes $\mathcal{V}:=\mathcal{A} \times \mathcal{C}$ corresponds to all possible states of the sponge. A directed edge connects any two nodes $(s, t)$ whenever $\mathbf{f}(s)=t$, hence there are $|\mathcal{A} \times \mathcal{C}|$ edges in $\mathcal{E}$. From each node starts exactly one edge. We group the nodes with the same inner-part values into supernodes, so that we have $|\mathcal{C}|$ supernodes and each such supernode consists of $|\mathcal{A}|$ nodes. Edges between nodes are also edges between supernodes.

Whenever the adversary queries Sponge, she starts at the $(0,0)$ node. This node is called the root. Next the first character (or block of characters, depending on $\mathcal{A}$ ) $p_{1}$ in the padded message $p=\operatorname{PAD}(m)$ is added to the outer part of the state and queried to the internal function $\mathbf{f}\left(p_{1}, 0\right)=s_{2}$. The node $s_{2}$ is the node in the edge $\left(\left(p_{1}, 0\right), s_{2}\right) \in \mathcal{E}$. The same operation is repeated for all characters in $p$, concluding the absorbing phase. When Sponge starts generating output, we no longer modify the state, or just add 0 to the outer part. Note that knowing just $p$ and $G$ we can get to the last node traversed by $\operatorname{Spongef}_{\mathbf{f}}(m)$. This leads us to the definition of a sponge path.

Definition 2.26 (Sponge Path, Definition 3 in [Ber+08]). First, the empty string is a sponge path to the node $(0,0)$. Then, if $p$ is a sponge path to node $s=(\bar{s}, \hat{s})$ and there is an edge $((\bar{s}+a, \hat{s}), t)$ in the sponge graph $G, p^{\prime}=p \| a$ is a sponge path to node $t$.

Given the above definition, let us say that if $p$ is a sponge path to $s$, then we define a function

$$
\begin{equation*}
\operatorname{SpPath}(s, G):=p . \tag{2.39}
\end{equation*}
$$

The output of the above function is the input to the construction $\operatorname{SPONGE}_{\mathbf{f}}(., \ell=$ 1) (so the sponge that outputs a single symbol from $\mathcal{A}$, or $r$ bits if $\mathcal{A}=\{0,1\}^{r}$ ) that yields the output $\bar{s}$.

When we talk about the simulator in a proof of indifferentiability, we define the simulator graph. The graph kept by the simulator differs from the sponge graph discussed above by the number of edges in it. As the simulator lazy samples the internal function $\mathbf{f}$, the set of edges $\mathcal{E}$ grows by at most one edge per one adversary's query. Other than that, all definitions and features of the sponge graph hold for the simulator graph as well. We refer to the simulator graph $G$ as just the (sponge) graph whenever it is clear from context.

A supernode is called rooted if there is a path (that is just a set of connected edges) leading to it that starts at the root (the 0 -supernode). The set $\mathcal{R}$ is the set of all rooted supernodes in $G$. By $\mathcal{U}$ we denote the set of supernodes containing a node with an outgoing edge.

A simulator graph is called saturated if $\mathcal{R} \cup \mathcal{U}=\mathcal{C}$. It means that for every inner state in $\mathcal{C}$ there is a path in $G$ that leads to it from 0 (the root) or leads from it to another node. Saturation will be important in the proof of indifferentiability as the simulator wants to pick outputs of $\mathbf{f}$ without colliding inner parts (so not in $\mathcal{R}$ ) and making the path leading from 0 to the output longer by just one edge (so not in $\mathcal{U}$ ).

### 2.5.2.2 Keyed Sponges

Sponges can be keyed in several ways. For example, the state can be initialized with the key, referred to as root-keyed sponge in [And+15]. Another option is to just apply the sponge on the concatenation of key and message. This was called the keyed sponge in [Ber+11a] and the outer-keyed sponge in [And+15]. The last and for us most relevant concept is keying the sponge by replacing f with a keyed function $\mathrm{f}_{K}$. For the special case of $\mathrm{f}_{K}$ being a singlekey Even-Mansour construction this was called E-M keyed sponge construction in [Cha+12] and later the inner-keyed sponge in [And+15]. We refer to the general case for any keyed function $f_{K}$ as keyed-internal-function sponge.

### 2.5.2.3 Sponge Collisions

An inner-collision is a pair of input messages $m_{1}, m_{2} \neq m_{1}$ such that

$$
\begin{equation*}
\widehat{\operatorname{ABSORB}}\left(\operatorname{PAD}\left(m_{1}\right)\right)=\widehat{\operatorname{ABSORB}}\left(\operatorname{PAD}\left(m_{2}\right)\right) . \tag{2.40}
\end{equation*}
$$

Let us assume $\mathcal{A}=\mathcal{A}_{0}^{n}$ for some finite set $\mathcal{A}_{0}$. With a padding rule that depends only on $|m|-\lfloor|m| / n\rfloor$ and works by just appending a string to $m$, it is possible to construct a collision in Sponge given an inner collision.

Claim 2.27. Given the above assumptions about pad, from an inner collision one can construct a full collision of arbitrary length.

Proof. We have $m_{1}$ and $m_{2} \neq m_{1}$ such that $\widehat{\operatorname{ABSORB}}\left(\operatorname{PAD}\left(m_{1}\right)\right)$
$=\widehat{\operatorname{ABSORB}}\left(\operatorname{PAD}\left(m_{2}\right)\right)$. Then we define $m_{3}:=\operatorname{PAD}\left(m_{2}\right) \|$
$\left(\overline{\operatorname{AbSorb}}\left(\operatorname{PAD}\left(m_{2}\right)\right) \oplus \overline{\operatorname{AbSorb}}\left(\operatorname{Pad}\left(m_{1}\right)\right)\right)$. When adding the last block to the state, we modify it to $\widehat{\operatorname{Absorb}}\left(\operatorname{pad}\left(m_{1}\right)\right) \| \widehat{\operatorname{AbSORB}}\left(\operatorname{Pad}\left(m_{2}\right)\right)$. Thanks to our assumption the state is then the same as when evaluating $\operatorname{Pad}\left(m_{1}\right)$. The full state after absorbing $m_{3}$ is the same as after absorbing $\operatorname{PAD}\left(m_{1}\right) \| 0^{n}$. The second padded message we define is $m_{3}^{\prime}=\operatorname{PAD}\left(m_{1}\right) \| 0^{n}$. The output-collision is $\left(m_{3}^{\prime}, m_{3}\right)$ and it works for any length output. Note that $m_{3}$ and $m_{3}^{\prime}$ are distinct, the padding rule is injective and $m_{1} \neq m_{2}$. Moreover $m_{3}$ and $m_{3}^{\prime}$ have length being a multiple of $n$ so Pad will just append an identical full block to both messages, preserving the collision.

### 2.5.3 Rate-1/3 Compression Function

This construction (that we denote by Rate-1/3) of a compression function has been first defined in [SS08]. The authors explore constructing a compression function out of three functions. They also prove that if the internal functions are random, then the constructed hash function is collision resistant. Also note [MT07], for a discussion on security beyond the birthday-bound ${ }^{9}$ barrier for other constructions based on random functions.

The construction is defined as follows:

$$
\begin{equation*}
\operatorname{RATE}-1 / 3_{\mathbf{f}_{1}, \mathbf{f}_{2}, \mathbf{f}_{3}}\left(x_{1}, x_{2}\right):=\mathbf{f}_{3}\left(\mathbf{f}_{1}\left(x_{1}\right) \oplus \mathbf{f}_{2}\left(x_{2}\right)\right) \oplus \mathbf{f}_{1}\left(x_{1}\right), \tag{2.41}
\end{equation*}
$$

where $\mathbf{f}_{1}: \mathcal{X}_{1} \rightarrow \mathcal{Y}, \mathbf{f}_{2}: \mathcal{X}_{2} \rightarrow \mathcal{Y}, \mathbf{f}_{3}: \mathcal{X}_{3} \rightarrow \mathcal{Y}$, and $\mathcal{X}_{3}:=\mathcal{Y}, \mathcal{Y}$ is an Abelian group. Without loss of generality for all results in this thesis concerning Rate- $1 / 3$ we can set $\mathcal{Y}=\{0,1\}^{n}$ and $\oplus$ is the bitwise XOR. When referring to Rate-1/3, $N=2^{n}$.

In Figure 2.5 we present the scheme of the construction.


Figure 2.5: A schematic representation of the rate- $1 / 3$ hash functions Rate-1/3 $\mathbf{f}_{\mathbf{f}_{1}, \mathbf{f}_{2}, \mathbf{f}_{3}}\left(x_{1}, x_{2}\right)=y$.

### 2.5.4 Encrypted Davis-Meyer Construction

The Encrypted Davis-Mayer (EDM) construction was introduced in [CS16] and further analyzed in [DHT17; MN17a]. The construction can be used to define a secure Message Authentication Code (MAC) or a PRF. Again, the advantage of constructing a function from permutations comes from practical reasons.

The EDM construction is defined as

$$
\begin{equation*}
\operatorname{EDM}_{\boldsymbol{\pi}_{1}, \boldsymbol{\pi}_{2}}(x):=\boldsymbol{\pi}_{2}\left(\boldsymbol{\pi}_{1}(x) \oplus x\right), \tag{2.42}
\end{equation*}
$$

where $\boldsymbol{\pi}_{1}$ and $\boldsymbol{\pi}_{2}$ are permutations $\mathcal{X} \rightarrow \mathcal{X}$, where $\mathcal{X}=\{0,1\}^{n}$. In Figure 2.6 we present a scheme of the construction.

[^10]

Figure 2.6: A scheme of the EDM construction.

In [CS16] the authors prove MAC and PRF security of the construction based on PRPs. The definition of MAC security can be found in [KL14], it is not the subject of this thesis, though. In [MN17a] the authors prove indistinguishability from a random function of the construction based on random permutations. In Chapter 7 we prove that EDM is classically indifferentiable from a random oracle when instantiated with random permutations and quantumly indifferentiable from a random oracle when instantiated with one-way random permutations (the adversary is given only forward access).

### 2.5.5 Encrypted Davis-Meyer Dual Construction

A construction very similar to EDM was defined in [MN17a]. The Encrypted Davis-Mayer Dual (EDMD) construction is also a design of a function using two permutations. The construction is defined as

$$
\begin{equation*}
\operatorname{EDMD}_{\boldsymbol{\pi}_{1}, \boldsymbol{\pi}_{2}}(x):=\boldsymbol{\pi}_{2}\left(\boldsymbol{\pi}_{1}(x)\right) \oplus \boldsymbol{\pi}_{1}(x), \tag{2.43}
\end{equation*}
$$

where $\boldsymbol{\pi}_{1}$ and $\boldsymbol{\pi}_{2}$ are permutations $\mathcal{X} \rightarrow \mathcal{X}$, where $\mathcal{X}=\{0,1\}^{n}$. In Figure 2.7 we present a scheme of the construction.


Figure 2.7: A scheme of the EDMD construction.
In [MN17a] the authors prove indistinguishability from a random function of the construction based on random permutations. In [MN17b] the authors show an interesting instantiation of EDMD. In Chapter 7 we prove that EDMD is classically indifferentiable from a random oracle when instantiated with random permutations and quantumly indifferentiable from a random oracle when instantiated with one-way random permutations (the adversary is given only forward access).

CHAPTER

Chapter contents
3.1 Introduction ..... 47
3.2 Collision-resistance of the sponge construction ..... 48
3.2.1 Collision Resistance of Random Sponges ..... 51
3.3 Quantum Collision-Finding Algorithms ..... 53
3.3.1 Quantum Collision Finding Without a Random Oracle ..... 54
3.3.2 Quantum Collision Finding With Random Oracle ..... 65
3.4 Collapsingness of the Sponge Construction ..... 66

This chapter is dedicated to standard security notions and security proofs that relate them. We analyze collision resistance and collapsingness of the sponge construction. The assumptions we make are also limited to collision resistance, collapsingness, and zero-preimage resistance.

We show what these results mean for ideal primitives-random functionsand provide analogous statements that use stronger results, namely quantum indifferentiability.

We also present two quantum algorithms for collision search. One algorithm finds collisions in random sponges and the other in any functions (but only given access to an external random oracle).

### 3.1 Introduction

In the classical setting, we know that the sponge construction is collision-resistant if the internal function $\mathbf{f}$ is modeled as a random function or a random permutation [Ber+08]. Bertoni et al. [Ber+08] shows that the sponge construction is indifferentiable from a random oracle in the classical setting. Together with the fact that the random oracle is collision-resistant, collision-resistance of the sponge construction follows. However, the proof in [Ber+08] does not carry over to the post-quantum setting: their proof relies on the fact that queries performed by the adversary to the internal function are classical (i.e., not in superposition between different values). As first argued in [Bon +11 ], random oracles and related objects should be modeled as functions that can be queried in superposition of different inputs. Thus, we do not know whether the sponge construction (and thus hash functions like SHA-3) is collapsing (or at least collision-resistant in the post-quantum setting).

In Section 3.2 we prove that if the internal function $\mathbf{f}$ is collision-resistant when restricted to the outer and inner part of its output and it is hard to find a zero-preimage of $\mathbf{f}$ (restricted to the inner part of its output), then the sponge construction is collision-resistant. This result was first presented in [Cza+18]. In Chapter 7 we state that the sponge construction is indifferentiable from a random oracle if $\mathbf{f}$ is a random function; We give bounds that come from the fact that quantum collision-resistance is implied by quantum indifferentiability and compare them to the direct approach.

Then, in Section 3.3, we show a quantum algorithm for finding collisions in a random sponge. $\overline{\mathrm{We}}$ also state the result of $[\mathrm{Cza}+18]$ where we show an algorithm that finds collisions in any function (given access to a random oracle), in particular in the sponge construction. The number of quantum queries to $f$ asymptotically matches our bounds for collision resistance.

At the end of the chapter, in Section 3.4, we state results about collapsingness from [Cza+18]. If the internal function $\mathbf{f}$ is collapsing when restricted to
the outer and inner part of its output, respectively, and if it is hard to find a zero-preimage of $\mathbf{f}$ (restricted to the inner part of its output), then the sponge construction is collapsing. If the internal function $f$ is a random function, then the sponge construction is collapsing. We show this result directly and via indifferentiability.

It should be stressed that we do not show that the sponge construction is collapsing (or even collision-resistant) if the internal function $\mathbf{f}$ is an efficiently invertible random permutation. In this case, it is trivial to find zero-preimages by applying the inverse permutation to 0 . This means that the presented result cannot be directly used to show the security of, say, SHA-3, because SHA-3 uses an efficiently invertible permutation as internal function. Our results apply to hash functions where the internal function is not (efficiently) invertible, e.g., Gluon [Ber+12a]. It seems that this limitation is just a residue of our technique. We do believe, however, that the results hold for permutations too, note for example that sponges are indistinguishable from random oracles for functions and permutations ${ }^{1}$.

The special role of the $0 \in \mathcal{C}$ comes from the fact that if the sponge state is of the form $(a, 0)$ at some point (except for the initial value), then it is possible to construct an inner-collision. In turn, an inner-collision can be easily transformed into a full collision in Sponge, which breaks the security of the construction. For the preimage of zero to be useful, though, it has to lie in a sponge path. Intuitively speaking, the chances of an adversary finding a sponge path that leads to $0 \in \mathcal{C}$ are extremely low. This fact is difficult to formally incorporate into our proofs without solving a much harder task of proving quantum indifferentiability of Sponge.

### 3.2 Collision-resistance of the sponge construction

In this section we state our result concerning collision-resistance of the sponge construction. We motivate our statement with Lemma 3.2 connecting attacks on some features of the internal function with collision-resistance of the overall construction. Those features are collision-resistance of $\hat{\mathbf{f}}$, collision-resistance of $\overline{\mathbf{f}}$, as in Definition 2.7, and zero-preimage-resistance of $\hat{\mathbf{f}}$, Definition 2.6.

Before we proceed, let us discuss our choice of sponge parameters. We state our results in terms of the general sets $\mathcal{A}$ and $\mathcal{C}$. The group of outer states is a Cartesian product: $\mathcal{A}=\mathcal{A}_{0}^{n}$ with action $\oplus: \mathcal{A} \times \mathcal{A} \rightarrow \mathcal{A}$ defined as $a \oplus b:=$ $a_{1} \oplus_{0} b_{1} \oplus_{0} \cdots \oplus_{0} a_{n} \oplus_{0} b_{n}$, where $\oplus_{0}$ is the action in the group $\mathcal{A}_{0}$. We chose such parameters to make our result the most general. An example of parameters that is widely used is $\{0,1\}^{r}$. When discussing the last $\mathbf{f}$ in an evaluation of SPonge $_{f}$

[^11]we write:
\[

$$
\begin{equation*}
\overline{\mathbf{f}}_{\min }:=\lfloor\overline{\mathbf{f}}\rfloor_{\min \{\ell, n\}} \tag{3.1}
\end{equation*}
$$

\]

to denote the function outputting the first $\min \{\ell, n\}$ symbols in the outer part of the output.

Here we state the reduction between features of $f$ and collision-resistance of the sponge construction.

Theorem 3.1. Assume a quantum $\tau$-time adversary B with quantum access to f that finds a collision in $\operatorname{Sponge}_{\mathrm{f}}[\mathrm{Pad}, \mathcal{A}, \mathcal{C}, \ell]$ with probability $\varepsilon$. Then there exist:

- $a\left(\tau+2 \tau_{\text {PAD }}+O\left(\left(4 T_{m}+2\left\lceil\frac{\ell}{n}\right\rceil\right) \tau_{\mathbf{f}}\right)\right.$-time adversary $\mathrm{A}_{1}$ that finds a collision in $\hat{\mathbf{f}}$ with probability $\hat{\varepsilon}_{\text {coll }}$
- $a\left(\tau+2 \tau_{\text {PAD }}+O\left(\left(4 T_{m}+2\left\lceil\frac{\ell}{n}\right\rceil\right) \tau_{\mathrm{f}}\right)\right.$-time adversary $\mathrm{A}_{2}$ that finds a pre-image of 0 under $\hat{\mathbf{f}}$ with probability $\hat{\varepsilon}_{\text {zero }}$,
- and a $\left(\tau+2 \tau_{\text {PAD }}+O\left(\left(4 T_{m}+2\left\lceil\frac{\ell}{n}\right\rceil\right) \tau_{\mathrm{f}}\right)\right.$-time adversary $\mathrm{A}_{3}$ that finds a collision in $\overline{\mathbf{f}}_{\text {min }}$ with probability $\bar{\varepsilon}_{\text {coll }}$,
such that $\varepsilon \leq \hat{\varepsilon}_{\text {coll }}+\hat{\varepsilon}_{\text {zero }}+\bar{\varepsilon}_{\text {coll }} . T_{m}$ denotes an upper bound on the number of blocks in the padding of the input messages, $\tau_{\mathrm{f}}$ is the time required for a single classical invocation of $\mathbf{f}$ and $\tau_{\text {PAD }}$ is the time required for one invocation of PAD. The same bounds hold when measuring the time in number of oracle queries.

Before proving Theorem 3.1 we present the lemma relating the output of a sponge-collision-finder with collisions and pre-images of $\mathbf{f}$.
Lemma 3.2. Assume that pad is injective. There is a deterministic polynomial-time oracle algorithm A such that for any $m \neq m^{\prime}$ with $\operatorname{Sponge}_{\mathbf{f}}(m)$
$=\operatorname{SPONGE}_{\mathbf{f}}\left(m^{\prime}\right), \mathrm{A}^{\mathbf{f}}\left(m, m^{\prime}\right)$ outputs one of the following:

- (inner, $\left.\left(s, s^{\prime}\right)\right)$ where $\left(s, s^{\prime}\right)$ is a collision of $\hat{\mathbf{f}}$,
- (zero, s) where s is a zero-preimage of $\hat{\mathbf{f}}$,
- or (outer, $\left(s, s^{\prime}\right)$ ) where $\left(s, s^{\prime}\right)$ is a collision of $\overline{\mathbf{f}}_{\text {min }}$.

The runtime of the algorithm is at most $2 \tau_{\mathrm{PAD}}+O\left(T_{m} \tau_{f}\right)$, where $T_{m}$ denotes an upper bound on the number of blocks in the padded input messages, $\tau_{\mathbf{f}}$ is the time required for a single classical invocation of $\mathbf{f}$ and $\tau_{\text {PAD }}$ is the time of computing PAD.

Proof. Algorithm A starts by computing the first inner-state of the squeezing phase on input of the two colliding messages, i.e., it evaluates Absorb o pad, defined in Algorithm 2.2. We will denote the states traversed during this calculation by $s_{i}$ and $s_{i}^{\prime}$ for $m$ and $m^{\prime}$, respectively. As our analysis starts with the
final state of this computation and revisits the intermediate states in backwards direction, we denote by $s_{0}$ the final state, whose outer part is output (for $\ell<n$ only the first $\ell$ symbols), by $s_{-1}$ the state just before the last application of $\mathbf{f}$ and so on. Using $p:=\operatorname{PAD}(m)$ and $p^{\prime}:=\operatorname{PAD}\left(m^{\prime}\right)$, the intermediate states $s_{-i}$ for $1 \leq i \leq|p|_{n}-1$, where $|p|_{n}$ denotes the number of $n$-symbol blocks in $p$, are defined by $s_{-i}:=\overline{\mathbf{f}}\left(s_{-i-1}\right) \oplus p_{|p|_{n}+1-i} \| \hat{\mathbf{f}}\left(s_{-i-1}\right), s_{0}:=\mathbf{f}\left(s_{-1}\right)$ and $s_{-|p|_{n}}:=p_{1} \| 0$. As $m$ and $m^{\prime}$ collide per assumption, we have $\left\lfloor s_{0}\right\rfloor_{\min \{\ell, n\}}=\left\lfloor s_{0}^{\prime}\right\rfloor_{\min \{\ell, n\}}$.

1. Algorithm A first checks if $s_{-1}$ or $s_{-1}^{\prime}$ are a preimage of $0 \in \mathcal{C}$, or form a collision under $\overline{\mathbf{f}}_{\text {min }}$. If the inner part of $s_{0}$ (or $\left.s_{0}^{\prime}\right)$ is $0, s_{-1}\left(s_{-1}^{\prime}\right)$ is a preimage of 0 under $\hat{\mathbf{f}}$ and A outputs (zero, $\left.s_{-1}\right)$ ((zero, $s_{-1}^{\prime}$ ), respectively). If $s_{-1} \neq s_{-1}^{\prime}$, A outputs (outer, $s_{-1}, s_{-1}^{\prime}$ ). These two states form a collision under $\overline{\mathbf{f}}_{\text {min }}$ because they are the inputs to the last $\mathbf{f}$ in Sponge and $\left\lfloor s_{0}\right\rfloor_{\min \{\ell, n\}}=\left\lfloor s_{0}^{\prime}\right\rfloor_{\min \{\ell, n\}}$. Otherwise, $s_{-1}=s_{-1}^{\prime}$ and there are no preimages of zero.
2. If not done yet, $s_{-1}=s_{-1}^{\prime}$ and A checks for a preimage of $0 \in \mathcal{C}$ or a collision in $\hat{\mathbf{f}}$. If $\hat{s}_{-1}=0$, A found a preimage of 0 . This is true as if both messages ended here then $s_{-1}=s_{-1}^{\prime}$ would imply that $p=p^{\prime}$ (and so $m=m^{\prime}$ ) which contradicts the assumptions of the lemma. Hence, at least one message must be longer. Assuming the longer message is $m, \mathrm{~A}$ outputs (zero, $s_{-2}$ ) (or (zero, $s_{-2}^{\prime}$ ) if it was $m^{\prime}$ ). Next the algorithm checks if $p_{-1}=p_{-1}^{\prime}$, where we follow a similar notation for message blocks as for the states. The last block of the input is denoted by $p_{-1}$. If $p_{-1} \neq p_{-1}^{\prime}$, A outputs (inner, $s_{-2}, s_{-2}^{\prime}$ ). This is a collision of $\hat{\mathbf{f}}$ because $p_{-1} \neq p_{-1}^{\prime}$ but $s_{-1}=s_{-1}^{\prime}$. Thus $\mathbf{f}\left(s_{-2}\right) \neq \mathbf{f}\left(s_{-2}^{\prime}\right)$ which in turn implies $s_{-2} \neq s_{-2}^{\prime}$ while $\hat{\mathbf{f}}\left(s_{-2}\right)=\hat{\mathbf{f}}\left(s_{-2}^{\prime}\right)$. We can be certain that there are at least two applications of $\mathbf{f}$ both in $\operatorname{Sponge}(m)$ and $\operatorname{Sponge}\left(m^{\prime}\right)$ because the right half of $s_{-1}=\hat{s}_{-1}$ is not 0 .
3. If $p_{-1}=p_{-1}^{\prime}$ we end up in the same situation as before but now for $i=2$. Namely we have that $s_{-2}=s_{-2}^{\prime}$ and the algorithm performs the same checks as before but for a bigger $i$. Repeat Step 2 for all $2 \leq i \leq \min \left\{|p|_{n},\left|p^{\prime}\right|_{n}\right\}$.

If the iteration ends without success, this especially means that no collision was found but at least one message was fully processed. In this case A outputs a preimage of 0 under $\hat{\mathbf{f}}$. That is because no collisions means that all compared message blocks are the same but the two messages are different per assumption. Hence, they must have different lengths. With different length messages that traverse the same state values at the point of $i=\min \left\{|p|_{n},\left|p^{\prime}\right|_{n}\right\}$ the inner part of both states is 0 , so the algorithm will output (zero, $s_{-|p|_{n}-1}^{\prime}$ ) (assuming $|p|_{n}<$ $\left|p^{\prime}\right|_{n}$ ).

Proof of Theorem 3.1. We reduce the problem of finding collisions in Sponge to attacks on the internal function. Adversaries $\mathrm{A}_{1}, \mathrm{~A}_{2}$, and $\mathrm{A}_{3}$-that have quantum access to f -run B and then classically compute Sponge on the outputs of the collision finder. If that in fact is a collision they run algorithm A from Lemma 3.2 and output the last register of its output. Otherwise the algorithms outputs $\perp$. Note that the runtime of the described adversaries agrees with the claim. That allows us to write

$$
\begin{align*}
& \mathbb{P}\left[m \neq m^{\prime} \wedge \operatorname{SPONGE}(m)=\operatorname{SPONGE}\left(m^{\prime}\right):\left(m, m^{\prime}\right) \leftarrow \mathbf{B}\right]= \\
& \mathbb{P}\left[\left(s \neq s^{\prime} \wedge \hat{\mathbf{f}}(s)=\hat{\mathbf{f}}\left(s^{\prime}\right):\left(s, s^{\prime}\right) \leftarrow \mathbf{A}_{1}\right)\right. \\
& \left.\vee\left(s \in \hat{\mathbf{f}}^{-1}(0): s \leftarrow \mathrm{~A}_{2}\right) \vee\left(s \neq s^{\prime} \wedge \overline{\mathbf{f}}_{\min }(s)=\overline{\mathbf{f}}_{\min }\left(s^{\prime}\right):\left(s, s^{\prime}\right) \leftarrow \mathrm{A}_{3}\right)\right] \\
& \leq \hat{\varepsilon}_{\text {coll }}+\hat{\varepsilon}_{\text {zero }}+\bar{\varepsilon}_{\text {coll }}, \tag{3.2}
\end{align*}
$$

where the inequality comes from the union bound.
Note that the same bounds hold when measuring the time in number of oracle queries.

It is true that for $\ell>n$ our bound seems to be not optimal but our reductionist approach is not well suited to deal with consecutive applications of $\mathbf{f}$.

### 3.2.1 Collision Resistance of Random Sponges

Let us now analyze the case of a random sponge. The success probability of a generic collision-finding algorithm in $\mathbf{h}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{C}$ is at most $\frac{\pi^{2}}{3} \frac{(q+2)^{3}}{|\mathcal{C}|}$, as proven by Zhandry in Theorem 7 in [Zha15a]. To use Zhandry's results we need to make sure the distribution of $\hat{\mathbf{f}}$ is in fact uniform.

Lemma 3.3. If $\mathrm{f}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{A} \times \mathcal{C}$ is a random function and A that looks for collisions in $\hat{\mathbf{f}}$ makes at most $q$ quantum queries to $\mathbf{f}$ and has success probability $\hat{\varepsilon}_{\text {coll }}$, then $\hat{\varepsilon}_{\text {coll }} \leq$ $\frac{\pi^{2}}{3} \frac{(q+2)^{3}}{|\mathcal{C}|}$.

Proof. Let $\mathrm{h}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{C}$ be a uniformly random function. Let $\mathrm{A}^{\prime}$ perform the following steps: It picks a uniformly random function $\mathrm{g}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{A}$ (we do not care about the runtime of $\mathrm{A}^{\prime}$, so it is not a problem that picking g takes exponential time). Then it simulates A where $f^{\prime}$ is the function defined by $\mathbf{f}^{\prime}(x):=\mathbf{g}(x) \| \mathbf{h}(x)$. Note that an oracle query to $\mathbf{f}^{\prime}$ can be implemented using a single oracle query to $h$. So A' still performs $q$ oracle queries.

The joint distribution of $\mathbf{f}^{\prime}$ and $h$ is the same as that of $f$ and $\hat{\mathbf{f}}$. Thus the advantage of $A^{\prime}$ against $h$ is the same as the advantage $\hat{\varepsilon}_{\text {coll }}$ of $A$ against $\hat{f}$. Thus we can use results proven in [Zha15a], $\hat{\varepsilon}_{\text {coll }} \leq \frac{\pi^{2}}{3} \frac{(q+2)^{3}}{|\mathcal{C}|}$.

Similarly for $\overline{\mathbf{f}}_{\text {min }}$ and $\overline{\mathbf{f}}$ it holds that the advantage of a $q$-query collision finder is $\bar{\varepsilon}_{\text {coll }} \leq \frac{\pi^{2}}{3} \frac{(q+2)^{3}}{\left|\mathcal{A}_{0}\right|^{e}}$ and $\frac{\pi^{2}}{3} \frac{(q+2)^{3}}{|\mathcal{A}|}=\frac{\pi^{2}}{3} \frac{(q+2)^{3}}{\left|\mathcal{A}_{0}\right|^{n}}$, respectively.

Zero-pre-image finding in a random function has probability of success at most $\hat{\varepsilon}_{\text {zero }} \leq 2^{5}(q+1)^{2}|\mathcal{C}|^{-1}$ as shown next.

Lemma 3.4. Let $\mathrm{f}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{A} \times \mathcal{C}$ be a random function. Then a $q$-query adversary finds a zero-preimage of $\hat{\mathbf{f}}$ with probability $\leq \frac{2^{5}(q+1)^{2}}{|\mathcal{C}|}$.

Proof. Assume an algorithm $A^{f}$ that finds a zero-preimage of $\hat{\mathbf{f}}$ with some probability $\hat{\varepsilon}_{\text {zero }}$. Let $\mathbf{h}: \mathcal{A} \times \mathcal{C} \rightarrow\{0,1\}$ be a random function where each $\mathbf{h}(z)$ is independently chosen, with $\mathbb{P}[\mathbf{h}(z)=1]=\gamma:=|\mathcal{C}|^{-1}$. Let $\mathrm{B}^{\mathrm{h}}$ be the following algorithm: It picks functions $\mathbf{f}_{1}, \mathbf{f}_{0}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{A} \times \mathcal{C}$, where each $\mathbf{f}_{0}(x)$ is independently and uniformly chosen from $\mathcal{A} \times(\mathcal{C} \backslash\{0\})$ and each $\mathbf{f}_{1}(x)$ is independently and uniformly chosen from $\mathcal{A} \times\{0\}$. Define $\mathbf{f}^{\prime}(x):=\mathbf{f}_{\mathbf{h}(x)}(x)$. Then $\mathrm{B}^{\mathrm{h}}$ runs $x \leftarrow \mathrm{~A}^{\mathbf{f}^{\prime}}$ and returns $x$. A query to $\mathbf{f}^{\prime}$ can be implemented using 2 queries to $h$. Thus $\mathrm{B}^{\mathbf{h}}$ performs $\leq 2 q$ queries to $\mathbf{h}$. (We do not care about the runtime of $B^{h}$. Thus the exponential time required for implementing $f_{0}, f_{1}$ is not a problem.)

Note that $\mathbf{f}^{\prime}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{A} \times \mathcal{C}$ is a uniformly random function (for h distributed as described above). Thus $\mathrm{A}^{\mathrm{f}^{\prime}}$ finds a zero-preimage of $\hat{\mathbf{f}}$ with probability $\hat{\varepsilon}_{\text {zero }}$, i.e., an $x$ with $\hat{\mathbf{f}}(x)=0$. Such an $x$ then satisfies $\mathbf{h}(x)=1$. Thus $B^{h}$ finds a 1-preimage of $h$ with probability $\hat{\varepsilon}_{\text {zero }}$. [HRS16, Theorem 1] shows that a $2 q$-query adversary can find a 1-preimage in $\mathbf{h}$ with probability at most $8 \gamma(2 q+1)^{2}$. Thus $\hat{\varepsilon}_{\text {zero }} \leq 8 \gamma(2 q+1)^{2} \leq 2^{5}(q+1)^{2}|\mathcal{C}|^{-1}$.

We are now ready to bound the probability to find collisions in a random Sponge. By coll $\leftarrow \mathbf{B}^{\mathbf{f}}$ we denote $m \neq m^{\prime} \wedge \operatorname{Sponge}(m)=\operatorname{Sponge}\left(m^{\prime}\right):\left(m, m^{\prime}\right) \leftarrow$ $B^{f}$.

Corollary 3.5. For any quantum adversary B finding collisions in SPONGE $_{f}\left[\operatorname{PAD}, \mathcal{C}, \mathcal{A}_{0}^{n}\right]$ with random $\mathbf{f}$, we have that

$$
\begin{equation*}
\mathbb{P}\left[\text { coll } \leftarrow \mathrm{B}^{\mathrm{f}}\right] \leq \frac{\pi^{2}}{3}(q+2)^{3} \max \left\{|\mathcal{C}|^{-1},|\mathcal{A}|^{-1},\left|\mathcal{A}_{0}\right|^{-\ell}\right\} \tag{3.3}
\end{equation*}
$$

The fact that we have a $|\mathcal{A}|^{-1}=\left|\mathcal{A}_{0}\right|^{-n}$ term in the above bound is a result of restricting $\overline{\mathrm{f}}_{\text {min }}$ to $\overline{\mathrm{f}}$ in the case of $\ell>n$.

One possible approach to filling this gap between $1 /|\mathcal{A}|$ and $1 /\left|\mathcal{A}_{0}\right|^{\ell}$ for $\ell>n$ is through quantum indifferentiability of the sponge construction. In Chapter 7 we prove quantum indifferentiability of sponges with uniformly ran$\operatorname{dom} f$, the bound that we get is then:

Theorem 3.6. For any quantum adversary B finding collisions in Spongef $\left[\mathrm{PAD}, \mathcal{C}, \mathcal{A}_{0}^{n}\right]$ with random $\mathbf{f}$ is bounded as

$$
\begin{equation*}
\mathbb{P}\left[\operatorname{coll} \leftarrow \mathrm{B}^{\mathrm{f}}\right] \leq \frac{\pi^{2}}{3} \frac{(q+2)^{3}}{\left|\mathcal{A}_{0}\right|^{\ell}}+56 \frac{q(q+1)}{|\mathcal{C}|}+\sqrt{7 \frac{q(q+1)^{2}}{|\mathcal{C}|}} \tag{3.4}
\end{equation*}
$$

Proof. Given that Spongef is quantumly indifferentiable we can write

$$
\begin{align*}
\mathbb{P}\left[\operatorname{coll} \leftarrow \mathrm{B}^{\prime}\left[\text { SPONGE }^{\prime}, \mathbf{f}\right]\right] & \leq \varepsilon_{I}+\underset{\mathbf{h} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[\operatorname{coll} \leftarrow \mathrm{B}^{\prime}[\mathbf{h}, \mathrm{S}]\right]  \tag{3.5}\\
& \leq \varepsilon_{I}+\frac{\pi^{2}}{3} \frac{(q+2)^{3}}{\left|\mathcal{A}_{0}\right|^{\ell}} \tag{3.6}
\end{align*}
$$

where $B^{\prime}$ simulates $B$ but is given access to Spongef $_{f}$ and $f$. We denote the indifferentiability advantage by $\varepsilon_{I}$. From Theorem 7.9 we know that $\varepsilon_{I}=56 \frac{q(q+1)}{|\mathcal{C}|}+$ $\sqrt{7 \frac{q(q+1)^{2}}{|\mathcal{C}|}}$. The inequality follows from using an indifferentiability distinguisher that outputs 1 if $\mathrm{B}^{\prime}$ outputs a collision.

### 3.3 Quantum Collision-Finding Algorithms

In the following we present two quantum collision-finding algorithms against the sponge construction. The main contribution of this section is an algorithm that outputs collisions in random sponges with high probability. We also present the result from [Cza+18] where the collision can be found in any function $h$ but with the use of an external random oracle. We focus on the standard parameters of Sponge: we set $\mathcal{A}=\{0,1\}^{r}$ and $\mathcal{C}=\{0,1\}^{c}$. We also put requirements on Pad so that the padding just adds bits to the end of the message.

The general working of both attacks is to select a suitable function g , run a collision-finding algorithm by Ambainis [Amb07] to obtain a collision for g , and finally turn this collision into a collision for the target sponge. The suitable function in this context refers to the function giving a result that is optimal with respect to the number of queries to the internal function. We make a case distinction whether the length of the required collision $\ell$ is smaller or bigger than the capacity $c$ of the sponge; This distinction in the algorithm that does not use a random oracle is done against $\mathbf{b}(c)$, an almost linear function of $c$ defined in Equation (3.7). In the case $\ell<\mathbf{b}(c)$, we simply search for an output collision in Sponge. In the other case $\ell \geq \mathbf{b}(c)$, it is more efficient to search for an inner-collision, as an inner-collision is a collision in a function with $c$ bits of output and can be extended to arbitrary-length output collision.

In this section, we assume that the padding function is of the form $\operatorname{PAD}(m)=$ $m \| \widetilde{\mathrm{PAD}}(|m|-\lfloor|m| / r\rfloor)$, where $\widetilde{\text { PAD }}$ denotes the function outputting a bitstring,
such that the length of the padded message is a multiple of $r$. For instance, the padding used in Keccak is $\operatorname{Pad}(m)=m \| 10^{*} 1$ which appends to message $m$ the bitstring $10^{*} 1$ with a suitable number of 0 's (possibly none) such that the padded message is a multiple of $r$ [NIS14]. Note that attaching a binary encoding of the message length $|m|$ is not possible according to this assumption. Say that $n_{\text {PAD }}$ is the minimal number of bits appended by PAD (i.e. two in the example above) and we will assume that $0<n_{\text {PAD }}<r$.

Our attacks make heavy use of the following quantum algorithm by Ambainis [Amb07].

Theorem 3.7. ([Amb07] Theorem 3) There exists a constant $k_{\text {coll }}$ and a quantum algorithm Coll that finds a collision in any $\mathrm{g}: \mathcal{X} \rightarrow \mathcal{Y}$ that has at least one collision. Coll makes $k_{\text {coll }} \cdot|\mathcal{X}|^{2 / 3}$ quantum queries to g and finds a collision with probability at least 15/16.

We note that [Amb07] also gives guarantees on the actual quantum running time and memory requirements of the quantum collision-finding algorithm. Concretely, there exist (small) constants $k_{\text {coll }}^{\prime}, k_{\text {coll }}^{\prime \prime}$ such that the running time and quantum memory is at most $k_{\text {coll }}^{\prime} \cdot|\mathcal{X}|^{2 / 3} \cdot \log ^{k_{\text {coll }}^{\prime \prime}}(|\mathcal{X}|+|\mathcal{Y}|)$. Therefore, all our results of this section which are stated in terms of query complexity also yield guarantees on the running time and memory, incurring the same blowup by a poly-logarithmic factor in the number of queries.

### 3.3.1 Quantum Collision Finding Without a Random Oracle

In this section we present a collision-finding algorithm for random sponges that does not use an external independent random oracle. The algorithm has quantum access to the internal function f . As we already mentioned we make heavy use of algorithm Coll from Theorem 3.7 for the crucial algorithmic part of the proof. Our contributions lie mostly in designing the appropriate function g that is queried by Coll and then proving that g has a collision in set $\mathcal{M}$-the key assumption of Theorem 3.7; We define $\mathcal{M}$ below in Definition 3.9. Note that in Equation (2.21) we specify what we mean by having a collision in a set.

Generic quantum collision-finding algorithms require some structure in the function in which we look for collisions. In [BHT98; Amb07; Zha15a] the function has to be two-to-one or have at least one collision, in [BES18] the distribution of outputs has to be independent (which is not the case for random sponges). We are not aware of any other generic collision-finding algorithms so we use the results of [Amb07] and prove that the assumption is indeed fulfilled by random sponges.

We first state the main theorem of this section. Later we state and prove two lemmas important for proving the main result. We finish with the proof of Theorem 3.8.

Theorem 3.8. Let $\mathbf{f}$ be a random internal function (function or permutation). There exists a quantum algorithm Sponge-Coll making q quantum queries to $\mathbf{f}$ that outputs a collision of length $\ell$ in $\operatorname{Sponge}_{\boldsymbol{f}}\left[\mathrm{Pad},\{0,1\}^{r},\{0,1\}^{c}\right]$, i.e. two messages $m \neq m^{\prime}$ such that $\operatorname{Sponge}_{\mathbf{f}}(m, \ell)=\operatorname{Sponge}_{\mathbf{f}}\left(m^{\prime}, \ell\right)$, with error independent of the sponge parameters.

The number of queries depends on the sponge parameters, the distinction between which is done with

$$
\begin{equation*}
\mathbf{b}(c):=\frac{r-n_{\mathrm{PAD}}}{r-n_{\mathrm{PAD}}+2} c-2 \log _{2}\left(\left[\frac{c}{r}\right\rceil\right)-2\left(r-n_{\mathrm{PAD}}\right)-5 \tag{3.7}
\end{equation*}
$$

Depending on $\mathbf{b}(c)$ we have two regimes of Sponge-Coll:

- If $\ell<\mathbf{b}(c)$, then the number of queries to $\mathbf{f}$ is at most $3 k_{\text {coll }} \cdot \frac{3 \ell+2\left(r-n_{\mathrm{PaD}}\right)+6}{4\left(r-n_{\mathrm{PAD}}\right)} 2^{n^{\prime} / 3}$, where $n^{\prime}=\frac{r-n_{\text {PAD }}+1}{r-n_{\text {PAD }}} \ell+2\left(r-n_{\text {PAD }}+1\right)+6 \frac{r-n_{\text {PAD }}+1}{r-n_{\text {PAD }}}$.
- If $\ell \geq \mathbf{b}(c)$, then the number of queries to $\mathbf{f}$ is at most $3 k_{\mathrm{coll}} \cdot \frac{c+2\left(r-n_{\mathrm{PaD}}\right)+6}{4\left(r-n_{\mathrm{PAD}}\right)} 2^{n^{\prime} / 3}$, where $n^{\prime}=\frac{r-n_{\text {PAD }}+1}{r-n_{\text {PAD }}} c+2\left(r-n_{\text {PAD }}+1\right)+6 \frac{r-n_{\text {PDD }}+1}{r-n_{\text {PAD }}}$.

Proof idea. We prove our statement by constructing a collision-finding algorithm Sponge-Coll and proving how many queries it makes. The main ingredient of Sponge-Coll is Ambainis' collision-finding algorithm Coll, as stated in Theorem 3.7. Both query complexity and probability of error of Sponge-Coll are inherited from this subroutine. The query complexity is derived from the size of the domain of the function $\mathrm{g}: \mathcal{X} \rightarrow \mathcal{Y}$ in which we are looking for collisions.

The two sources of collisions in SPONGE $_{f}$ are inner-collisions and outputcollisions, we defined them in detail in Section 2.5.2.3. We distinguish two regimes, divided by $\mathbf{b}(c)$. Note that for long outputs, $\ell \geq \mathbf{b}(c)$ it is easier to find an inner-collision and use it to construct an output collision; In the other case, $\ell<\mathbf{b}(c)$, it is more reasonable to go directly for an output collision. These two cases are the two choices of $g$ : the inner part of the absorbing phase and a regular sponge respectively.

The assumption one makes in order to use Ambainis' algorithm is that there exists at least one collision in g . In case of a random function $\mathrm{g}^{\prime}: \mathcal{X} \rightarrow \mathcal{Y}$ it can be argued that such a collision exists for $|\mathcal{X}|=|\mathcal{Y}|^{1 / 2}$ [Zha15a]. In our case this function is a random sponge, i.e. Sponge constructed using a random internal function.

The main task that needs to be solved to argue that there is a collision in g , is to construct the domain $\mathcal{X}$ of the right size and a structure, which allows to deal with the padding function in Sponge. Then we define the algorithm Sponge-Coll, using Ambainis' algorithm as a black box. In order to show that there exists at least one collision in sponge with the domain $\mathcal{X}$ and codomain defined by the parameters of Sponge (rate $r$, capacity $c$, and output length $\ell$ ),
we use the fact that the internal function is random, and we calculate the probability of getting a collision if the whole domain of $\mathbf{g}$ was sampled. We assume that every new input to $f$ yields an independently distributed output (the distribution depends on whether our internal function is a random function or a random permutation).

We prove the assumption of $\mathbf{g}$ having at least one collision in the two cases ( $\ell \geq \mathbf{b}(c)$ and $\ell<\mathbf{b}(c)$ ) using Lemma 3.11 and Lemma 3.12. The last ingredient of the proof is calculating the query complexity-in terms of queries to $\mathbf{f}$-of algorithm Sponge-Coll.

We follow the plan sketched in the proof idea above. First we define the domain of g . Remember that in this section, $n_{\text {PAD }}$ denotes the minimal number of bits appended by PAD, and we assumed that $0<n_{\text {PAD }}<r$. Moreover we require that the padding rule is injective, does not output messages ending with 0 , and works by just appending bits to the message.

We construct domain $\mathcal{X}$ in such a way that querying its elements to Sponge in the right order makes just a single fresh query to $f$ in the absorbing phase. We define a set of inputs to Sponge and denote it by $\mathcal{M}$. The intuition is that short messages in $\mathcal{M}$ are prefixes of longer messages in $\mathcal{M}$. We need to be careful though to include the padding function from Sponge.
Definition 3.9. Let us define $\mathcal{M}(1):=\bigcup_{i=0}^{r-n_{\mathrm{PAD}}}\{0,1\}^{i}$. For some parameter $n^{\prime}$ to be specified in algorithm Sponge-Coll below and $k:=\left\lfloor\frac{n^{\prime}}{2\left(r-n_{\text {PAD }}+1\right)}\right\rfloor$, we define

$$
\begin{align*}
\mathcal{M}(j) & :=\left\{\operatorname{PAD}\left(m_{1}\right)\|\cdots\| \operatorname{PAD}\left(m_{j-1}\right) \| m_{j}: m_{1}, \ldots, m_{j} \in \mathcal{M}(1)\right\} \text { and }  \tag{3.8}\\
\mathcal{M}_{n^{\prime}} & :=\bigcup_{j=1}^{k} \mathcal{M}(j) . \tag{3.9}
\end{align*}
$$

The domain of $\mathbf{g}$ is going to be defined as $\mathcal{X}=\mathcal{M}_{n^{\prime}}$ for an appropriately chosen $n^{\prime}$. We omit the subscript $n^{\prime}$ when it is clear from the context or not necessary for the argument.

The size of the set defined above can be easily bounded. First of all we have

$$
\begin{equation*}
\left|\mathcal{M}_{n^{\prime}}\right|=\frac{2^{r-n_{\mathrm{PAD}+1}}-1}{2\left(2^{r-n_{\mathrm{PAD}}}-1\right)}\left(\left(2^{r-n_{\mathrm{PAD}+1}}-1\right)^{k}-1\right), \tag{3.10}
\end{equation*}
$$

which can be bounded as follows:

$$
\begin{align*}
& \left|\mathcal{M}_{n^{\prime}}\right| \leq \frac{3}{2} 2^{\left(r-n_{\mathrm{PAD}}+1\right) k} \leq \frac{3}{2} 2^{n^{\prime} / 2}  \tag{3.11}\\
& \left|\mathcal{M}_{n^{\prime}}\right| \geq \frac{1}{2} 2^{\left(r-n_{\mathrm{PAD}}\right) k} \geq \frac{1}{2} \frac{1}{2^{k+r-n_{\mathrm{PAD}}} 2^{n^{\prime} / 2}} \tag{3.12}
\end{align*}
$$

The special feature of the set $\mathcal{M}$ is that for every $m^{\prime} \in \mathcal{M}:\left|m^{\prime}\right|>r$ there exists $m \in \mathcal{M}:|\operatorname{PAD}(m)|<\left|m^{\prime}\right|$ such that $\operatorname{PAD}(m)$ is a prefix of $m^{\prime}$. Moreover we can choose this $m$ so that $|\operatorname{PAD}(m)|=r\left\lfloor\frac{\left|m^{\prime}\right|}{r}\right\rfloor$, this statement is proven in the lemma below.

Lemma 3.10. $\mathcal{M}$ is defined as in Definition 3.9, $n_{\text {PAD }}<r$, then

$$
\begin{align*}
& \forall m^{\prime} \in \mathcal{M}:\left|m^{\prime}\right|>r \exists m \in \mathcal{M}: \\
& |\operatorname{PAD}(m)|=r\left\lfloor\left|m^{\prime}\right| / r\right\rfloor \wedge \operatorname{PAD}(m) \text { is a prefix of } m^{\prime} \tag{3.13}
\end{align*}
$$

Proof. Note that $\left|m^{\prime}\right|>r$ implies that the number of blocks of $m^{\prime}$ is $k>1$ and in the definition of $\mathcal{M}$ there are at least two subsets $\mathcal{M}(j)$ constituting the set. From the definition of $\mathcal{M}$ and the fact that $m^{\prime} \in \mathcal{M}$ we have that
 $\operatorname{PAD}\left(m_{1}\right)\|\cdots\| \operatorname{PAD}\left(m_{n}\right)=\operatorname{PAD}\left(m_{1}\right)\|\cdots\| \operatorname{PAD}\left(m_{n-1}\right)\|b\| \widetilde{\operatorname{PAD}}(b)=\operatorname{PAD}\left(m^{\prime \prime}\right)$, where $m^{\prime \prime}=\operatorname{PAD}\left(m_{1}\right)\|\cdots\| \operatorname{PAD}\left(m_{n-1}\right) \| b$ and $b \in \mathcal{M}(1)$. From the assumptions we know that $n \geq 1$, together with $|b|<r-n_{\text {pad }}$ we have that $m^{\prime \prime} \in \mathcal{M}$. Now we see that $\left|\operatorname{PAD}\left(m^{\prime \prime}\right)\right|=\left|\operatorname{PAD}\left(m_{1}\right)\|\cdots\| \operatorname{PAD}\left(m_{n}\right)\right|=r\left\lfloor\frac{\left|m^{\prime}\right|}{r}\right\rfloor$ and $\operatorname{PAD}\left(m^{\prime \prime}\right)$ is a prefix of $m^{\prime}$.

Let us consider the following order relation on the set $\mathcal{M}$ : for $m, m^{\prime} \in \mathcal{M}$ we say that $m \prec m^{\prime}$ if $|m|<\left|m^{\prime}\right|$ or in case that $|m|=\left|m^{\prime}\right|$, if $m$ is prior to $m^{\prime}$ in lexicographical order. Then a corollary of Lemma 3.10 is that if all elements $m_{1} \prec m_{2} \prec \ldots \prec m_{|\mathcal{M}|}$ of $\mathcal{M}$ are queried in this order then each query to Absorb o pad makes exactly one fresh query to $f$.

Let us provide an example of $\mathcal{M}$ for a simple padding that appends a single 1 bit followed by the minimal number of 0 's and another 1 such that the total length of the message is a multiple of $r$. In this case $n_{\text {PAD }}=2$ and $\mathcal{M}(1)$ is the set of all strings of length up to $r-2$ bits. Padding $m \in \mathcal{M}(1)$ prolongs it to $r$-bits, so $\mathcal{M}(2)$ is the set of all strings of length at least $r$ and up to $2 r-2$ with the exception of strings starting with the string $0^{r}$. The whole domain $\mathcal{M}$ is the set of strings composed of up to $k$ blocks.

Before we proceed with the proof we state two important lemmas providing bounds on the probability of collisions of Sponge in $\mathcal{M}$.

Lemma 3.11. We set $M:=\left|\mathcal{M}_{n^{\prime}}\right|\left(j_{\max }+1\right)$, where $j_{\max }=0$ or $j_{\max }=\left\lfloor\frac{\ell}{r}\right\rfloor$ depending on whether $\ell \geq \mathbf{b}(c)$ or $\ell<\mathbf{b}(c)$ respectively. Below $\mathcal{S}=\{0,1\}^{r} \times\{0,1\}^{c}$ and $\mathcal{I}_{\text {per }}(\mathcal{S})$ denotes the set of bijections $\mathbf{f}: \mathcal{S} \rightarrow \mathcal{S}$.

The probability that $\operatorname{SPONGE}_{\mathbf{f}}\left[\operatorname{PAD},\{0,1\}^{r},\{0,1\}^{c}, \ell\right]$ with a random internal function has an inner-collision in $\mathcal{M}_{n^{\prime}}$ defined in Definition 3.9 is bounded as follows
(i) when instantiated with a random function:

$$
\begin{align*}
& \underset{\substack{\mathbb{P}}}{\mathbb{P} \mathcal{S}^{\mathcal{S}}}\left[\text { SPONGE }_{\mathbf{f}} \text { has an inner-collision in } \mathcal{M}_{n^{\prime}}\right] \leq \frac{M(M+1)}{2^{c+1}},  \tag{3.14}\\
& \underset{f}{\mathbb{P}} \underset{\mathcal{S}^{\mathcal{S}}}{\mathbb{P}}\left[\text { SPONGE }_{\mathrm{f}} \text { has an inner-collision in } \mathcal{M}_{n^{\prime}}\right] \geq \frac{M(M+1)}{2^{c+2}}, \tag{3.15}
\end{align*}
$$

(ii) when instantiated with a random permutation:

$$
\begin{align*}
& \underset{\substack{\mathfrak{f}-\mathcal{I}_{\text {per }}(\mathcal{S})}}{\mathbb{P}}\left[\text { SPONGE }_{f} \text { has an inner-collision in } \mathcal{M}_{n^{\prime}}\right] \\
& \leq \frac{2^{r} M(M+1)-(M-1) M}{2^{r+c+1}-2 M}, \tag{3.16}
\end{align*}
$$

$$
\begin{align*}
& \geq \frac{M(M+1)}{2^{c+2}}-\frac{(M-1) M}{2^{r+c+2}} . \tag{3.17}
\end{align*}
$$

Proof. The main part of the proof are algorithms Inner-Coll and Output-Coll defined in Algorithm 3.1. The two algorithms are just loops over the whole set $\mathcal{M}$ evaluating Spongef on all elements of $\mathcal{M}$. Set $\Sigma$ is the set of all traversed states-that is all states output by $f$ in all evaluations of the internal function. By $\widehat{\Sigma}$ we denote the set of inner parts of elements of $\Sigma$. Set $\Omega$ is the set of all traversed outputs of length $\ell$. Throughout the proof we treat $\mathcal{M}, r, c$, and $\ell$ as global constants. In this proof we only use Inner-Coll, the second algorithm is used in the proof of Lemma 3.12.

```
Algorithm 3.1 Inner-Coll, Output-Coll
    Output: \(b \in\{0,1\}\)
    \(\Sigma:=\emptyset, \Omega:=\emptyset\)
    if \(\ell<\mathbf{b}(c)\) then \(j_{\text {max }}:=\left\lfloor\frac{\ell}{r}\right\rfloor\)
    else \(j_{\text {max }}:=0\)
    for \(i=1, \ldots,|\mathcal{M}|\) do
        for \(j=0, \ldots, j_{\max }\) do
            \(s:=\underbrace{\mathbf{f} \circ \mathbf{f} \circ \cdots \circ \mathbf{f}} \circ \operatorname{ABSORB}_{\mathbf{f}} \circ \operatorname{PAD}\left(m_{i}\right) \quad \triangleright m_{1} \prec \cdots \prec m_{i} \prec \cdots \prec m_{|\mathcal{M}|}\)
                    times
            if \(\hat{s} \in \widehat{\Sigma} \cup\left\{0^{c}\right\}\) then \(\quad \triangleright\) Inner-collision
                return \(\mathrm{b}=1 \quad \triangleright\) set random variable \(C_{j}^{i}=1\)
            Append \(s\) to \(\Sigma\)
        \(z:=\operatorname{SPONGE}_{\mathbf{f}}\left(\ell, m_{i}\right)\)
        if \(z \in \Omega\) then \(\triangleright\) Output-collision
            return \(\mathrm{b}=1\)
        Append \(z\) to \(\Omega\)
    return \(b=0\)
```

With the above algorithm defined we connect its output to the existence of collisions in Sponge:

$$
\begin{equation*}
\mathbb{P}\left[\text { Sponge }_{f} \text { has an inner-collision in } \mathcal{M}\right]=\mathbb{P}[1 \leftarrow \text { InNer-Coll }] . \tag{3.18}
\end{equation*}
$$

The probability on the left- and the right-hand sides are over sampling of a random f , there is no internal randomness of Inner-Coll, moreover algorithm Inner-Coll is just a loop over all states traversed when evaluating the sponge on all elements of $\mathcal{M}$, i.e. $\operatorname{Sponge}(\mathcal{M})$; For this reason the events are a different way of stating the same fact: when evaluating $\operatorname{Sponge}(\mathcal{M})$ at least one inner-state is $0^{c}$ or some other traversed inner-state. The only difference is the notion of time introduced by Inner-Coll, it does not change the event but makes our task of evaluating the probability easier. The two bounds we want to calculate in this proof are an upper and a lower bound on $\mathbb{P}[1 \leftarrow$ InNer-Coll $]$. Note however that $\mathbb{P}[0 \leftarrow$ InNer-Coll $]=1-\mathbb{P}[1 \leftarrow$ InNer-Coll $]$, the two bounds are lower bounds on $\mathbb{P}[0 \leftarrow$ Inner-Coll $]$ and $\mathbb{P}[1 \leftarrow$ Inner-Coll $]$.

For now we do not specify the distribution of $\mathbf{f}$ and expand the event $b \leftarrow$ InNer-Coll in terms of more concise events. For all $1 \leq i \leq|\mathcal{M}|$ and $0 \leq$ $j \leq j_{\text {max }}$ we define a random variable $C_{j}^{i} \in\{0,1\}$. The variable $C_{j}^{i}=1$ if in Algorithm 3.1 for indices $i$ and $j$ condition $\hat{s} \in \widehat{\Sigma} \cup\left\{0^{c}\right\}$ is fulfilled. Note that if $1 \leftarrow$ InNer-Coll, it must be that some $C_{j}^{i}=1$ while all previous $C_{j^{\prime}}^{i^{\prime}}$ are 0 . By previous events we mean such that $\left(i^{\prime}, j^{\prime}\right) \prec(i, j)$, which denotes indices $\left(i^{\prime}, j^{\prime}\right)$ that appear prior to $(i, j)$ in Inner-Coll's loops, that is $i^{\prime}<i$ or $j^{\prime}<j$ if $i^{\prime}=i$. Note that the events are disjoint and we have equality in the second equality below:

$$
\begin{align*}
& \mathbb{P}[1 \leftarrow \text { InNer-CoLL }]=\mathbb{P}\left[\bigvee_{(i, j) \in[|\mathcal{M}|] \times\left\{0, \ldots, j_{\max }\right\}}\left(1 \leftarrow C_{j}^{i} \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)} 0 \leftarrow C_{j^{\prime}}^{i^{\prime}}\right)\right]  \tag{3.19}\\
& =\sum_{(i, j) \in\left[|\mathcal{M}| \mid \times\left\{0, \ldots, j_{\max }\right\}\right.} \mathbb{P}\left[1 \leftarrow C_{j}^{i} \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)} 0 \leftarrow C_{j^{\prime}}^{i^{\prime}}\right] . \tag{3.20}
\end{align*}
$$

Note that we mention explicitly only the events that are no later than $(i, j)$. Given that $1 \leftarrow C_{j}^{i}$ what happens after that is of no consequence for the probability of $1 \leftarrow$ Inner-Coll so we leave it implicit.

For the second probability $\mathbb{P}[0 \leftarrow$ InNer-Coll $]$ we have

$$
\begin{equation*}
\mathbb{P}[0 \leftarrow \text { InNer-CoLl }]=\mathbb{P}\left[\bigwedge_{(i, j) \in[M] \times\left\{0, \ldots, j_{\max }\right\}} 0 \leftarrow C_{j}^{i}\right] \tag{3.21}
\end{equation*}
$$

Due to the padding rule (as defined in Section 2.5.2) and the construction of $\mathcal{M}$, for every pair $(i, j)$ in Line 6 of Algorithm 3.1 only one new edge is created in the sponge graph; All but the last query to $f$ had already been done in previous steps of Inner-Coll. Note that we can interpret the computation of the $j$-th output block of message $p=\operatorname{Pad}\left(m_{i}\right)$ as an evaluation of Absorb on message $p \| 0^{(j-1) r}$, a message that has not been processed before (note that $0^{r} \notin \mathcal{M}(1)$ ).

Next we evaluate the probability of $b \leftarrow C_{j}^{i}$ :

$$
\begin{align*}
& \mathbb{P}\left[b \leftarrow C_{j}^{i} \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)} 0 \leftarrow C_{j^{\prime}}^{i^{\prime}}\right] \\
& =\mathbb{P}\left[b \leftarrow C_{j}^{i} \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right)\langle(i, j)} 0 \leftarrow C_{j^{\prime}}^{i^{\prime}}\right] \mathbb{P}\left[\bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)} 0 \leftarrow C_{j^{\prime}}^{i^{\prime}}\right] . \tag{3.22}
\end{align*}
$$

The correct interpretation of the condition $\bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)} 0 \leftarrow C_{j^{\prime}}^{i^{\prime}}$ is that all inner states output by $\mathbf{f}$ in the evaluations of Sponge in Inner-Coll up to $(i, j)$ are distinct and different from $0^{c}$. So the condition only puts restrictions on $\mathbf{f}$ and possibly changes the distribution of its outputs.

To calculate the probability that the condition in Equation (3.22) holds we split it into a product of conditional probabilities:

$$
\begin{equation*}
\mathbb{P}\left[\bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)} 0 \leftarrow C_{j^{\prime}}^{i^{\prime}}\right]=\prod_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)} \mathbb{P}\left[0 \leftarrow C_{j^{\prime}}^{i^{\prime}} \mid \bigwedge_{\left(i^{\prime \prime}, j^{\prime \prime}\right) \prec\left(i^{\prime}, j^{\prime}\right)} 0 \leftarrow C_{j^{\prime \prime}}^{i^{\prime \prime}}\right] . \tag{3.23}
\end{equation*}
$$

Let us give an example of the correct interpretation of the above conditions, that we already explained above. For $j_{\max }=0$ and $i=2$ we have:

$$
\begin{align*}
& \mathbb{P}\left[0 \leftarrow C_{0}^{2} \mid 0 \leftarrow C_{0}^{1}\right] \mathbb{P}\left[0 \leftarrow C_{0}^{1}\right] \\
& =\mathbb{P}\left[\mathbf{f}\left(p_{2} \| 0^{c}\right)=s_{2}: \hat{s}_{2} \notin\left\{0^{c}, \hat{s}_{1}\right\} \mid \mathbf{f}\left(p_{1} \| 0^{c}\right)=s_{1}, \hat{s}_{1} \neq 0^{c}\right] \\
& \cdot \mathbb{P}\left[\mathbf{f}\left(p_{1} \| 0^{c}\right)=s_{1}: \hat{s}_{1} \neq 0^{c}\right] \tag{3.24}
\end{align*}
$$

where $p_{i}:=\operatorname{PaD}\left(m_{i}\right)$. Coming back to how we defined $\mathcal{M}$, with the above conditions for each $(i, j)$ we not only make just one additional query to $\mathbf{f}$ but we make one additional fresh query to $f$.

Considering the above interpretation, $\mathbb{P}\left[b \leftarrow C_{j}^{i} \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)} 0 \leftarrow C_{j^{\prime}}^{i^{\prime}}\right]$ is just the probability of an inner-collision, or lack of it, given that all the traversed inner-states are distinct and not $0^{c}$. Note that this is quite a similar situation to the discussion in Chapter 4, where we analyze sets of queries to Sponge, from the perspective of states being unique.

Now we introduce the two cases: $\mathrm{f} \stackrel{\$ \mathcal{S}^{\mathcal{S}}}{\leftarrow}$ and $\mathrm{f} \stackrel{\$}{\leftarrow} \mathcal{I}_{\text {per }}(\mathcal{S})$. By $\stackrel{\text { Fun }}{=}$ and $\stackrel{\text { Per }}{=}$ we denote the relation (in this case equality) valid when $f$ is a random function or permutation respectively. We start with bounds on the probability of there being collisions:

$$
\begin{align*}
& \mathbb{P}[1 \leftarrow \text { InNer-CoLL }] \leq \sum_{(i, j) \in[|\mathcal{M}|] \times\left\{0, \ldots, j_{\max }\right\}} \mathbb{P}\left[1 \leftarrow C_{j}^{i} \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right)<(i, j)} 0 \leftarrow C_{j^{\prime}}^{i^{\prime}}\right]  \tag{3.25}\\
& \stackrel{\text { Fun }}{=} \sum_{k=1}^{|\mathcal{M}|\left(j_{\max }+1\right)} \frac{k}{2^{c}}=\frac{|\mathcal{M}|\left(j_{\max }+1\right)\left(|\mathcal{M}|\left(j_{\max }+1\right)+1\right)}{2^{c+1}} \tag{3.26}
\end{align*}
$$

$$
\begin{align*}
& \stackrel{\text { Per }}{=} \sum_{k=1}^{|\mathcal{M}|\left(j_{\max }+1\right)} \frac{\left(2^{r}-1\right)(k-1)+2^{r}}{2^{r+c}-(k-1)} \leq \sum_{k=1}^{|\mathcal{M}|\left(j_{\text {max }}+1\right)} \frac{2^{r} k-(k-1)}{2^{r+c}-|\mathcal{M}|\left(j_{\max }+1\right)}  \tag{3.27}\\
& \leq \frac{|\mathcal{M}|\left(j_{\max }+1\right)\left(2^{r}\left(|\mathcal{M}|\left(j_{\max }+1\right)+1\right)-\left(|\mathcal{M}|\left(j_{\max }+1\right)-1\right)\right)}{2^{r+c+1}-2|\mathcal{M}|\left(j_{\max }+1\right)} . \tag{3.28}
\end{align*}
$$

In the first inequality we bound the probability of the condition by 1 . The probability that a uniformly sampled $c$-bit string matches one of the $k-1$ previous right states is $\frac{k}{2^{c}}$ in case $\mathbf{f}$ is a random function. For permutations we have $2^{r}$ states with inner part $0^{c}$ and $2^{r}-1$ states for every traversed inner-state.

To upper bound the probability of no collisions
$\mathbb{P}\left[0 \leftarrow C_{j^{\prime}}^{i^{\prime}} \mid \bigwedge_{\left(i^{\prime \prime}, j^{\prime \prime}\right) \prec\left(i^{\prime}, j^{\prime}\right)} 0 \leftarrow C_{j^{\prime \prime}}^{i^{\prime \prime}}\right]$ we first calculate the conditional probability of a single $0 \leftarrow C_{j}^{i}$ for random functions $\stackrel{\text { Fun }}{=}\left(1-\frac{k}{2^{n}}\right)$ and random permutations $\stackrel{\text { Per }}{=}\left(1-\frac{\left(2^{r}-1\right)(k-1)+2^{r}}{2^{r+c}-(k-1)}\right)$. The total conditional probability is

$$
\begin{align*}
& \mathbb{P}[0 \leftarrow \text { InNER-CoLL }]=\prod_{(i, j) \in\left[|\mathcal{M}| \mid \times\left\{0, \ldots, j_{\max }\right\}\right.} \mathbb{P}\left[0 \leftarrow C_{j}^{i} \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)} 0 \leftarrow C_{j^{\prime}}^{i^{\prime}}\right]  \tag{3.29}\\
& \stackrel{\text { Fun }}{=} \prod_{k=1}^{|\mathcal{M}|\left(j_{\text {max }}+1\right)}\left(1-\frac{k}{2^{c}}\right) .  \tag{3.30}\\
& \stackrel{\text { Per }}{=} \prod_{k=1}^{|\mathcal{M}|\left(j_{\text {max }}+1\right)}\left(1-\frac{\left(2^{r}-1\right)(k-1)+2^{r}}{2^{r+c}-(k-1)}\right) . \tag{3.31}
\end{align*}
$$

To calculate a more useful bound we use two important facts:

$$
\begin{align*}
& \forall x \in \mathbb{R}: 1-x \leq e^{-x}  \tag{3.32}\\
& \forall x \in[0,1]: 1-e^{-x} \geq \frac{x}{2} \tag{3.33}
\end{align*}
$$

With these we have $\Pi_{k}(1-x(k)) \leq \prod_{k} \exp (-x(k))=\exp \left(-\sum_{k} x(k)\right)$. For the final bound we can apply the second inequality from above: $1-\exp \left(-\sum_{k} x(k)\right) \geq$ $\frac{1}{2} \sum_{k} x(k)$.

In the case of a random function we use the above statements to derive that

$$
\begin{align*}
\mathbb{P}[1 \leftarrow \text { InNER-CoLL }] & =1-\mathbb{P}[0 \leftarrow \text { InNer-CoLL }] \\
& \stackrel{\text { Fun }}{\geq} \frac{|\mathcal{M}|\left(j_{\max }+1\right)\left(|\mathcal{M}|\left(j_{\max }+1\right)+1\right)}{2^{c+2}} . \tag{3.34}
\end{align*}
$$

In the case of a random permutation we use the same techniques as above to obtain

$$
\mathbb{P}[1 \leftarrow \text { InNer-CoLL }] \stackrel{\text { Per }}{2} \frac{1}{2} \sum_{k=1}^{|\mathcal{M}|\left(j_{\max }+1\right)} \frac{2^{r} k-(k-1)}{2^{r+c}-(k-1)} \geq \sum_{k=1}^{|\mathcal{M}|\left(j_{\max }+1\right)} \frac{2^{r} k-(k-1)}{2^{r+c+1}}
$$

$$
\begin{equation*}
=\frac{|\mathcal{M}|\left(j_{\max }+1\right)\left(|\mathcal{M}|\left(j_{\max }+1\right)+1\right)}{2^{c+2}}-\frac{\left(|\mathcal{M}|\left(j_{\max }+1\right)-1\right)|\mathcal{M}|\left(j_{\max }+1\right)}{2^{r+c+2}} . \tag{3.35}
\end{equation*}
$$

In both lower bounds we assume that the sum is smaller than 1, as required in Inequality (3.33).

The second lemma states lower bounds on the probability of output-collisions.

Lemma 3.12. The probability that $\operatorname{SpoNGe}_{f}\left[\operatorname{Pad},\{0,1\}^{r},\{0,1\}^{c}, \ell\right]$ for a random internal function has an output-collision in $\mathcal{M}_{n^{\prime}}$, with size denoted by $M:=\left|\mathcal{M}_{n^{\prime}}\right|$, defined in Definition 3.9, is bounded as follows
(i) when instantiated with a random function:

$$
\begin{align*}
\underset{\mathbf{f}}{\substack{\mathbb{P}}} \begin{array}{l}
\mathcal{S}
\end{array} \text { SPONGE }^{\text {has a collision in } \left.\mathcal{M}_{n^{\prime}}\right]} \\
\geq \frac{(M-1) M}{2^{\ell+2}}\left(1-\frac{M\left(j_{\max }+1\right)\left(M\left(j_{\max }+1\right)+1\right)}{2^{c+1}}\right), \tag{3.36}
\end{align*}
$$

(ii) when instantiated with a random permutation:

$$
\begin{align*}
& \stackrel{\mathbb{P}}{\substack{\mathbb{S}} \mathcal{I}_{\text {per }}(\mathcal{S})}\left[\text { SPONGE }_{\mathbf{f}} \text { has a collision in } \mathcal{M}_{n^{\prime}}\right] \\
& \geq \frac{(M-1) M}{2^{\ell+2}}\left(1-\frac{2^{r} M\left(j_{\max }+1\right)\left(M\left(j_{\max }+1\right)+1\right)}{2^{r+c+1}-2 M\left(j_{\max }+1\right)}\right. \\
& \left.+\frac{\left(M\left(j_{\max }+1\right)-1\right) M\left(j_{\max }+1\right)}{2^{r+c+1}-2 M\left(j_{\max }+1\right)}\right), \tag{3.37}
\end{align*}
$$

where $j_{\max }=0$ or $j_{\max }=\left\lfloor\frac{\ell}{r}\right\rfloor$ depending on whether $\ell \geq \mathbf{b}(c)$ or $\ell<\mathbf{b}(c)$ respectively. Above $\mathcal{S}=\{0,1\}^{r} \times\{0,1\}^{c}, \mathcal{I}_{\text {per }}(\mathcal{S})$ denotes the set of bijections $\mathbf{f}: \mathcal{S} \rightarrow \mathcal{S}$.

Proof. The intuition for the proof is as follows: Having traversed only distinct inner-states at any point of the loop implies that the output of Sponge is uniformly random (Theorem 1 in [Ber+07]), which allows us to use birthday bounds. In more detail we have:
$\mathbb{P}[$ Sponge has a collision in $\mathcal{M}]$
$=\mathbb{P}[$ Sponge has a collision in $\mathcal{M} \wedge$ Sponge has an inner-collision in $\mathcal{M}]$
$+\mathbb{P}[$ Sponge has a collision in $\mathcal{M} \wedge$ Sponge has no inner-collisions in $\mathcal{M}]$
$\geq \mathbb{P}[$ Sponge has a collision in $\mathcal{M} \mid$ Sponge has no inner-collisions in $\mathcal{M}]$
$\cdot \mathbb{P}[$ Sponge has no inner-collisions in $\mathcal{M}]$

Similarly to the previous lemma we have $\mathbb{P}[$ Sponge has a collision in $\mathcal{M}]=$ $\mathbb{P}[1 \leftarrow$ Output-Coll $]$. Conditioning on "Sponge has no inner-collisions in $\mathcal{M}$ " is also done through the algorithm Inner-Coll and more specifically through the random variables $C_{j}^{i}$ defined in the proof of Lemma 3.11. As we already explained in Equation (3.24) and in the comments above it, we interpret $\bigwedge_{i, j} 0 \leftarrow$ $C_{j}^{i}$ by the appropriate constraints on f .

Conditioning on "Sponge has no inner-collisions in $\mathcal{M}$ " changes the overall distribution of $\mathbf{f}$. For random functions though, outputs are distributed just uniformly at random. The bound that we get in the case of random functions is

$$
\begin{align*}
& \mathbb{P}\left[1 \leftarrow \text { Output-Coll } \mid \bigwedge_{(i, j) \in[M] \times\left\{0, \ldots, j_{\max }\right\}} 0 \leftarrow C_{j}^{i}\right] \stackrel{\text { Fun }}{=} 1-\prod_{i=1}^{|\mathcal{M}|}\left(1-\frac{i-1}{2^{\ell}}\right)  \tag{3.39}\\
& \geq \frac{(|\mathcal{M}|-1)|\mathcal{M}|}{2^{\ell+2}} \tag{3.40}
\end{align*}
$$

where we use the same techniques as in the proof of Lemma 3.11. The bound on inner-collisions comes from Equation (3.26).

For random permutations, outer and inner states are not sampled independently. To calculate the probability of output-collisions we need to analyze the conditional distribution of the outer part of the outputs of $f$. We can think of sampling outputs of a random permutation $\mathrm{f}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{A} \times \mathcal{C}$ as a two-step process: first sampling the inner part of the output and then the outer part. By $\mathcal{D}$ we denote the set of outputs of previous queries. In the language of the sponge graph, $\mathcal{D}$ is the set of nodes with incoming edges. By $\overline{\mathcal{D}}(\hat{s})$ we denote the set of nodes in the supernode $\hat{s}$ with an incoming edge. We first sample uniformly from $\mathcal{A} \times \mathcal{C} \backslash \mathcal{D}$ but then discard the outer state. The value of the inner state $\hat{s}$ is then effectively sampled from $\mathcal{C}$ with weights $\frac{|\mathcal{A} \backslash \overline{\mathcal{D}}(\hat{s})|}{|\mathcal{A} \times \mathcal{C}|}$. To sample the outer state we just sample uniformly from $\mathcal{A} \backslash \overline{\mathcal{D}}(\hat{s})$.

Given the above sampling, note that the conditional probability is such that the inner part of the state of the outcome is distinct from $0^{c}$ and any other output inner-states. So for the output inner-state $\hat{s}$ there are no incoming edges in $\overline{\mathcal{D}}(\hat{s})$ and the outer state is sampled uniformly at random. Hence, for random permutations the probability of output-collisions, given no inner-collisions is

$$
\begin{equation*}
\mathbb{P}\left[1 \leftarrow \text { Output-CoLL } \mid \bigwedge_{(i, j) \in[M] \times\left\{0, \ldots, j_{\max }\right\}} 0 \leftarrow C_{j}^{i}\right] \stackrel{\operatorname{Per}}{\geq} \frac{(|\mathcal{M}|-1)|\mathcal{M}|}{2^{\ell+2}} \tag{3.41}
\end{equation*}
$$

and the bound on inner-collisions comes from Equation (3.28).
With these bounds we can proceed with the proof of the main theorem of this section.

Proof of Theorem 3.8. First we state the quantum collision-finding algorithm:

```
Algorithm 3.2 Sponge-Coll
    Output: \(m \neq m^{\prime}\) such that \(\operatorname{SpONGE}_{\mathbf{f}}(\ell, m)=\operatorname{Spongef}_{\mathbf{f}}\left(\ell, m^{\prime}\right)\) or "fail"
    if \(\ell<\mathbf{b}(c)\) then
        Set \(n^{\prime}:=\frac{r-n_{\text {PAD }}+1}{r-n_{\text {PAD }}} \ell+2\left(r-n_{\text {PAD }}\right)+6 \frac{r-n_{\text {PAD }}+1}{r-n_{\text {PAD }}}\), define \(\mathbf{g}: \mathcal{M}_{n^{\prime}} \rightarrow\{0,1\}^{\ell}\) as
    \(\mathrm{g}:=\) Sponge \(_{\mathrm{f}}\)
    else if \(\ell \geq \mathbf{b}(c)\) then
        Set \(n^{\prime}:=\frac{r-n_{\text {PRD }}+1}{r-n_{\text {PAD }}} c+2\left(r-n_{\text {PAD }}\right)+6 \frac{r-n_{\text {PND }}+1}{r-n_{\text {PAD }}}\), define \(\mathbf{g}: \mathcal{M}_{n^{\prime}} \rightarrow\{0,1\}^{c}\) as
    \(\mathrm{g}:=\widehat{A B S O R B} \circ\) PAD
    Run algorithm Coll from Theorem 3.7 on g , making \(k_{\text {coll }} \cdot\left|\mathcal{M}_{n^{\prime}}\right|^{2 / 3}\) queries.
    if \(\left(m, m^{\prime}\right) \leftarrow\) Coll then
        if \(\ell<\mathbf{b}(c)\) then
            return \(\left(m, m^{\prime}\right)\)
        else if \(\ell \geq \mathbf{b}(c)\) then
            return an output collision constructed from \(\left(m, m^{\prime}\right)\) according to the
    proof of Claim \(\underline{2.27}\)
```

The probability of success of Algorithm 3.2 comes from the probability of success of Coll, which in turn is guaranteed to be high if there is a collision in the domain of $\mathbf{g}$, Theorem 3.7 does not make any assumptions about other properties of $\mathbf{g}$. If Ambainis' algorithm succeeds in outputting a collision then Sponge-Coll outputs a collision:

$$
\begin{align*}
& \mathbb{P}[\text { collision } \leftarrow \text { SpONGE-COLL }] \geq \mathbb{P}[\text { collision } \leftarrow \text { CoLL }]  \tag{3.42}\\
& =\mathbb{P}[\text { collision } \leftarrow \operatorname{CoLL} \wedge \mathrm{g} \text { has a collision }] \\
& +\mathbb{P}[\text { collision } \leftarrow \operatorname{ColL} \wedge \mathrm{g} \text { has no collisions }]  \tag{3.43}\\
& \geq \mathbb{P}[\text { collision } \leftarrow \text { Coll } \mid \mathrm{g} \text { has a collision }] \mathbb{P}[\mathrm{g} \text { has a collision }]  \tag{3.44}\\
& \geq \frac{15}{16} \cdot \mathbb{P}[\mathrm{~g} \text { has a collision }] . \tag{3.45}
\end{align*}
$$

The main ingredient of bounding the probability of success of sponge-coll is bounding the probability that $g$ has collisions.

The two regimes are distinguished by $\mathbf{b}(c)=\frac{r-n_{\mathrm{PaD}}}{r-n_{\mathrm{PAD}}+2} c-2 \log \lceil c / r\rceil-2(r-$ $\left.n_{\text {PAD }}\right)-5$. We choose this value so that in the case of short outputs $(\ell<\mathbf{b}(c))$ $2^{n^{\prime}-c}$ is small.

Let us first deal with random functions, we start with the case $\ell<\mathbf{b}(c)$, where we look for output-collisions. To find the lower bound on $\mathbb{P}\left[\right.$ SPONGE $_{f}$ has a collision] we focus on Equation (3.36). We use Equations (3.11) and (3.12) to get a bound on $|\mathcal{M}|$ in terms of $n^{\prime}$. Given that
$n^{\prime}:=\frac{r-n_{\text {PAD }}+1}{r-n_{\text {PAD }}} \ell+2\left(r-n_{\text {PAD }}+1\right)+6 \frac{r-n_{\text {PAD }}+1}{r-n_{\text {PAD }}}$, we have an expression that crucially depends on $\ell$ and $c$. Our assumption $\ell<\mathbf{b}(c)$ guarantees that all terms are bounded by constants from below.

The same line of reasoning can be applied to the case $\ell<\mathbf{b}(c)$ with random permutations. Now instead of Equation (3.36) we focus on Equation (3.37).

In the case of $\ell \geq \mathbf{b}(c)$ the crucial bound is a lower bound on $\mathbb{P}\left[\right.$ Sponge $_{f}$ has an inner collision $]$. For the bounds we use Equation (3.34) in the case of functions and (3.35) in the case of permutations. We again appropriately bound $|\mathcal{M}|$. There is no need, though, to use $\ell \geq \mathbf{b}(c)$, as all the bounds on inner collisions do not depend on $\ell$.

The number of queries made by Sponge-Coll to Sponge is bounded by $\frac{3}{2} 2^{n^{\prime} / 3}$. A single evaluation of Sponge requires at most

$$
\begin{align*}
& k+\lfloor\ell / r\rfloor=\left\lfloor\frac{n^{\prime}}{2\left(r-n_{\mathrm{PAD}}+1\right)}\right\rfloor+\lfloor\ell / r\rfloor  \tag{3.46}\\
& \leq \begin{cases}\frac{1}{2\left(r-n_{\mathrm{PAD}}\right)} \ell+1+\frac{3}{r-n_{\mathrm{PAD}}}+\frac{\ell}{r} & \text { if } \ell<\mathbf{b}(c) \\
\frac{1}{2\left(r-n_{\mathrm{PAD}}\right)} c+1+\frac{3}{r-n_{\mathrm{PAD}}} & \text { if } \ell \geq \mathbf{b}(c)\end{cases} \tag{3.47}
\end{align*}
$$

queries to the internal function $f$.
By bounding Equation (3.46) we get the following final parameters of the algorithm: In the case $\ell<\mathbf{b}(c)$ one query to Sponge requires at most $\frac{3 \ell+2\left(r-n_{\mathrm{PAD}}\right)+6}{2\left(r-n_{\mathrm{PAD}}\right)}$ queries to the internal function f . Therefore, a collision in Sponge can be found with at most $3 k_{\text {coll }} \cdot \frac{3 \ell+2\left(r-n_{\text {PAD }}\right)+6}{4\left(r-n_{\text {PDD }}\right)} 2^{n^{\prime} / 3}$ queries to $f$, where $n^{\prime}=\frac{r-n_{\text {PAD }}+1}{r-n_{\text {PAD }}} \ell+2(r-$ $\left.n_{\text {PAD }}+1\right)+6 \frac{r-n_{\text {PAD }}+1}{r-n_{\text {PAD }}}$.

In the other case $\ell \geq \mathbf{b}(c)$, the algorithm makes at most $3 k_{\text {coll }} \cdot \frac{c+2\left(r-n_{\mathrm{PaD}}\right)+6}{4\left(r-n_{\mathrm{PAD}}\right)} 2^{n^{\prime} / 3}$ queries to $\mathbf{f}$, where $n^{\prime}=\frac{r-n_{\text {PAD }}+1}{r-n_{\mathrm{PAD}}} c+2\left(r-n_{\mathrm{PAD}}+1\right)+6 \frac{r-n_{\text {PQD }}+1}{r-n_{\mathrm{PAD}}}$.

### 3.3.2 Quantum Collision Finding With Random Oracle

In [Cza+18] the task of bounding the probability of collisions-that we solve in Lemmas 3.11 and 3.12-is solved with a use of an external independent random oracle. Instead of just relying on the randomness of Spongef $_{f}$ we can feed first the input to the hash function to a random function and with an algorithm similar to Algorithm 3.2 find collisions in any h. Note that the algorithm that uses the random oracle works for any hash function, not only for Spongef. The drawback is though that it requires a lot of external randomness. One might consider using SPongef for the external oracle as well, and use indistinguishability or indifferentiability results for the required randomness. Note however that for the number of queries made by the collision-finding algorithm the distinguishing advantage would no longer be negligible. This fact points to the statement that the algorithm does require an actual random oracle to work or
a construction with much higher parameters-in case of sponges this crucial parameter would be the capacity.

We state the general result and point to Theorem 36 in [Cza+18] for the proof.

Theorem 3.13 (Theorem 36 in [Cza+18]). For finite sets $\mathcal{X}, \mathcal{Y}$ with $|\mathcal{Y}| \geq 3$ and $|\mathcal{X}| \geq 40|\mathcal{Y}|$, there exists a quantum algorithm which requires access to a random oracle $\mathrm{H}: \mathcal{M} \rightarrow \mathcal{X}$, that outputs a collision in any any function $\mathbf{h}: \mathcal{X} \rightarrow \mathcal{Y}$ with probability at least $1 / 8$ after at most $k_{\text {coll }} \cdot|\mathcal{Y}|^{1 / 3}$ queries to $\mathbf{h}$ and at most $2 k_{\text {coll }} \cdot|\mathcal{Y}|^{1 / 3}+2$ queries to H where $k_{\text {coll }}$ is the constant from Theorem 3.7.

As noted after Theorem 3.7, there exist constants $k_{\text {coll }}^{\prime}, k_{\text {coll }}^{\prime \prime}$ such that the running time and quantum memory of the collision-finding algorithm is at most $k_{\text {coll }}^{\prime} \cdot|\mathcal{Y}|^{1 / 3} \cdot \log ^{k_{\text {coll }}^{\prime \prime}}(|\mathcal{Y}|)$.

A corollary of the above theorem is a statement on the number of queries sufficient to find collisions in SPONGE $_{f}$ with high probability.

Corollary 3.14 (Theorem 37 in [Cza+18]). There exists a quantum algorithm coll-ro that finds a collision in $\left.\operatorname{Spongef}^{[P A d},\{0,1\}^{r},\{0,1\}^{c}, \ell\right]$, a sponge construction, for an arbitrary internal function $\mathbf{f}$. coll-Ro makes at most $q_{\mathbf{f}}$ quantum queries to f and $q_{\mathrm{H}}$ quantum queries to a independent random oracle H . coll-ro outputs colliding messages $m \neq m^{\prime}$ such that $\operatorname{Spongef}_{\mathbf{f}}(m)=\operatorname{Sponge}_{\mathbf{f}}\left(m^{\prime}\right)$ with probability at least $1 / 8$, where
$q_{\mathrm{f}}:=2 k_{\text {coll }} \cdot \min \left\{\frac{c+6+2 r}{r} 2^{c / 3}, \frac{2 n+6+3 r}{r} 2^{n / 3}\right\}$, and $q_{\mathcal{H}}:=2 k_{\text {coll }} \cdot \min \left\{2^{c / 3}, 2^{n / 3}\right\}+2$, where $k_{\text {coll }}$ is the constant from Theorem 3.7 and PAD is any padding function which appends at most $2 r$ bits.

Typical padding functions do not append more than $r+1$ bits to the message, and are therefore covered by the theorem. Otherwise, the proof of Corollary 3.14 could be easily modified to take longer paddings into account, resulting in increased factors in the expression of $q_{\mathrm{f}}$ above.

### 3.4 Collapsingness of the Sponge Construction

The notion of collapsingness is explained in detail in Section 2.2.3. In [Cza+18] it is proven that the sponge construction is collapsing if the internal function is collapsing on the inner and outer part and the inner part is zero-preimage resistant. Here we state the result and give an idea of the proof, for proofs of the following statements we refer to [Cza+18]. In the end of this section we state a theorem connecting indifferentiability with collapsingness. We simplify the general $t$-valid adversaries from [Cza+18] and focus on 1-valid adversaries.

The proof of collapsingness of $\operatorname{SPONGE}_{f}$ is done in three stages: first we prove collapsingness of the absorbing phase (shortened by one application of $\mathbf{f}$ ), then
we prove collapsingness of the squeezing phase (modified by applying f before outputting the first block), and finally we conclude security of the whole sponge Sponge, consisting of padding, absorbing, and squeezing.

First, we analyze the absorbing phase. For the absorbing phase (without padding or squeezing) to be collapsing, we will need two properties of $\hat{\mathbf{f}}$ :

- $\hat{\mathbf{f}}$ is collapsing. This is the main property required from the internal function f . If we restricted the domain of Аbsorb to fixed length messages, then we could show the collapsing property of Absorb based on that property alone.
- $\hat{\mathbf{f}}$ is zero-preimage-resistant. To see why we need this property, consider an internal function $\mathbf{f}$ where the adversary can find, e.g., $x, y \in\{0,1\}^{r}$ with $f\left(x \| 0^{c}\right)=y \| 0^{c}$. Then we can see that $\operatorname{Absorb}(x \| y)=0^{c+r}$, and thus $\operatorname{Absorb}(x\|y\| z)=z \| 0^{c}=\operatorname{Absorb}(z)$ for any $z \in\{0,1\}^{r}$. Thus Аbsorb would not be collision-resistant, and in particular not collapsing.

The reduction that proves collapsingness of $\mathrm{AbSORb}_{f}$ is given below.
Lemma 3.15. Let (A, B) be a $\tau$-time adversary, valid against Sponge on $\left(\{0,1\}^{r}\right)^{*}$, with collapsing-advantage $\varepsilon$. Assume that A outputs messages of length at most $l \cdot r$ bits. Then there are:

- a $\left(\tau+l \tau_{\mathbf{f}}+O(l c)\right)$-time adversary $\mathrm{A}^{\prime}$ that finds a zero-preimage ${ }^{2}$ of $\hat{\mathbf{f}}$ with probability $\varepsilon^{\prime}$, and
- a $\left(\tau+O\left(\tau_{\mathbf{f}}\right)\right)$-time adversary $\left(\mathrm{A}^{\prime \prime}, \mathrm{B}^{\prime \prime}\right)$, valid against $\hat{\mathrm{f}}$, with collapsing-advantage $\varepsilon^{\prime \prime}$
such that $\varepsilon \leq \sqrt{\varepsilon^{\prime}}+(l-1) \varepsilon^{\prime \prime}$. Here $\tau_{\mathrm{f}}$ is the time required for a single classical invocation of $\mathbf{f}$. If time is measured in queries to $\mathbf{f}$ (instead of computation steps), the term $O(l c)$ in the runtime of $A^{\prime}$ can be omitted.

The proof works by excluding zero-preimages via zero-preimage resistance and step by step (steps are the evaluations of $\mathbf{f}$ ) collapsing the states from the back of the evaluation of Sponge. Zero preimages have such a special role because they mark the beginning of the message, if one gets a zero inner state in the middle of an evaluation of Sponge one can get a collision (note that in Section 3.2 we have a similar situation) and hence win in the collapsingness game. We believe the necessity to assume zero-preimage resistance is just a consequence of the step by step nature of the proof. For random internal functions (or permutations) the probability that the inner-state equals to 0 is very small.

[^12]Next, we show that the squeezing phase is collapsing. Let $\overline{\mathrm{f}}_{\text {min }}$ be defined for $\ell>0$, as the first $\min (\ell, r)$ bits of the output of $\mathbf{f}$ (in particular, $\overline{\mathbf{f}}_{\text {min }}=\overline{\mathbf{f}}$ for $\ell \geq r$ ). Then the collapsing property of the squeezing phase is a relatively trivial consequence of the fact that $\bar{f}_{\text {min }}$ is collapsing.

Lemma 3.16. Let $\ell>0$ be the output length of Sponge. Let (A, B) be a valid adversary against the squeezing phase of Spongef with runtime $\tau$ and collapsing-advantage $\varepsilon$. Then there is an adversary $\left(\mathrm{A}^{\prime}, \mathrm{B}^{\prime}\right)$ that is valid for $\overline{\mathbf{f}}_{\text {min }}$, has runtime $\tau+O(\min (\ell, r))$, and collapsing-advantage $\varepsilon$. If time is measured in $\mathbf{f}$-queries (instead of computation steps), the runtime of $\left(\mathrm{A}^{\prime}, \mathrm{B}^{\prime}\right)$ is $\tau$.

Connecting the above statements via Lemma 2.11 we get
Theorem 3.17. Let $\ell>0$ be the output length of Sponge. Assume that pad is injective. Assume a $\tau$-time adversary (A, B), valid for Sponge, with collapsing-advantage $\varepsilon$ against Sponge. Then there are:

- $a\left(\tau+O\left(\tau_{\text {Pad }}\right)+O\left(\tau_{\text {Absorb }}\right)\right.$-time adversary $\mathrm{A}_{1}$ that finds a zero-preimage of $\hat{\mathbf{f}}$ with probability $\varepsilon_{1}$, and
- a $a\left(\tau+O\left(\tau_{\text {PAD }}\right)+O\left(\tau_{\text {Absorb }}\right)\right)$-time adversary $\left(\mathrm{A}_{2}, \mathrm{~B}_{2}\right)$, valid against $\hat{\mathbf{f}}$, with collapsing-advantage $\varepsilon_{2}$, and
- $a\left(\tau+O\left(\tau_{\text {PAD }}\right)+O\left(\tau_{\text {ABsorb }}\right)\right.$-time adversary $\left(\mathrm{A}_{3}, \mathrm{~B}_{3}\right)$ that is valid for $\overline{\mathbf{f}}_{\text {min }}$, with collapsing-advantage $\varepsilon_{3}$,
such that $\varepsilon \leq \sqrt{\varepsilon_{1}}+(\ell-1) \varepsilon_{2}+\varepsilon_{3}$. Here $\tau_{\text {PAD }}$ refers to the maximum runtime of PAD. And $\tau_{\text {Absorb }}$ refers to the maximum runtime of Absorb (on outputs of pad). If time is measured in $\mathbf{f}$-queries (instead of computation steps), the runtimes are $\tau+O\left(\ell \tau_{\mathbf{f}}\right)$ where $\tau_{\mathrm{f}}$ is the number of H -queries performed by $\mathbf{f}$, and $\ell$ is an upper bound on the length (in $r$-bit blocks) of the messages $m$ that A outputs on $M_{j}$.

For a random function we have Lemma 2.12 and so for a random internal function we have:

Lemma 3.18. If $\mathbf{f}:\{0,1\}^{r+c} \rightarrow\{0,1\}^{r+c}$ is a random function, and $\left(\mathrm{A}^{\mathbf{f}}, \mathrm{B}^{\mathbf{f}}\right)$ is valid for $\overline{\mathbf{f}}_{\text {min }}$ (or for $\left.\hat{\mathbf{f}}\right)$, makes $\leq q$ queries to $\mathbf{f}$, and has collapsing-advantage $\varepsilon$, then $\varepsilon \in O\left(q^{3 / 2} 2^{-\min (\ell, r) / 2}\right)\left(\right.$ or $\left.\varepsilon \in O\left(q^{3 / 2} 2^{-c / 2}\right)\right)$.

Using the above statement we can prove collapsingness of random sponges.
Theorem 3.19. Let $\mathbf{f}:\{0,1\}^{r+c} \rightarrow\{0,1\}^{r+c}$ be a random function. Let $(\mathrm{A}, \mathrm{B})$ be an adversary that is valid against Sponge with output length $n$ and that makes $\leq q$ queries to f . Then (A, B) has collapsing-advantage

$$
\begin{equation*}
O\left(\ell(q+\ell)^{3 / 2} 2^{-c / 2}+(q+\ell)^{3 / 2} 2^{-\min (n, r) / 2}\right) \tag{3.48}
\end{equation*}
$$

In the rest of this section we state and prove that any function that is indifferentiable from a collapsing function is itself collapsing. In the context of sponges, together with Theorem. 7.11, we reprove the result of $[\mathrm{Cza}+18]$ in a modular way that might become useful when indifferentiability of sponges with permutations is established.

Theorem 3.20 (Quantum indifferentiability preserves collapsingness). Let C be a construction based on an internal function $\mathbf{f}$, and let C be ( $q, \varepsilon_{I}(q)$ )-indifferentiable from an ideal function $\mathrm{C}_{\text {ideal }}$ with simulator S . Assume further that $\mathrm{C}_{\mathrm{ideal}}$ allows for a collapsingness advantage at most $\varepsilon_{\text {coll }}(q)$ for a $q$-query adversary. Then C is collapsing with advantage $\varepsilon_{\text {coll }}\left(q_{\mathrm{c}}, q_{\mathrm{f}}\right)=2 \varepsilon_{I}\left(q_{\mathrm{c}}+q_{\mathrm{f}}\right)+\varepsilon_{\text {coll }}\left(q_{\mathrm{C}}+\alpha q_{\mathrm{f}}\right)$, where $q_{\mathrm{c}}$ and $q_{\mathrm{f}}$ are the number of queries to C and $\mathbf{f}$, respectively, and $\alpha$ is the number of queries the simulator S makes (at most) to $\mathrm{C}_{\text {ideal }}$ each time it is queried.
Proof. Given a collapsingness distinguisher $\tilde{D}$ against C with advantage $\varepsilon \geq$ $\varepsilon_{\text {coll }}\left(q_{\mathrm{C}}+\alpha q_{\mathrm{f}}\right)$ that makes $q_{\mathrm{C}}$ queries to C and $q_{\mathrm{f}}$ queries to f , we build an indifferentiability distinguisher D as follows. Chose $b \in\{0,1\}$ at random. Running $\tilde{\mathrm{D}}$, if $b=0$ simulate Collapse 1, if $b=1$ simulate Collapse 2. Output 1 if D outputs $b$, and 0 otherwise.

In the real world, we have that

$$
\begin{align*}
& \mathbb{P}[1 \leftarrow \mathrm{D}: \text { Real }]=\frac{1}{2}\left(\mathbb{P}\left[0 \leftarrow \tilde{\mathrm{D}}^{\mathrm{C}, \mathrm{f}}: \text { Collapse } \mathbf{1}\right]+\mathbb{P}\left[1 \leftarrow \tilde{\mathrm{D}}^{\mathrm{C}, \mathrm{f}}: \text { Collapse } 2\right]\right) \\
& =\frac{1}{2}+\frac{1}{2}\left(\mathbb{P}\left[1 \leftarrow \tilde{\mathrm{D}}^{\mathrm{C,f}}: \text { Collapse } 2\right]-\mathbb{P}\left[1 \leftarrow \tilde{\mathrm{D}}^{\mathrm{C,f}}: \text { Collapse } 1\right]\right) \tag{3.49}
\end{align*}
$$

In the ideal world, the distinguisher together with the simulator $S$ can be seen as a collapsingness distinguisher for $C_{\text {ideal }}$. Therefore we get

$$
\begin{align*}
& \mathbb{P}[1 \leftarrow \mathrm{D}: \text { Ideal }] \\
& =\frac{1}{2}+\frac{1}{2}\left(\mathbb{P}\left[1 \leftarrow \tilde{\mathrm{D}}^{\mathrm{C}_{\text {ideal }}, \mathrm{S}}: \text { Collapse } 2\right]-\mathbb{P}\left[1 \leftarrow \tilde{\mathrm{D}}^{\mathrm{C}_{\text {ideal }}, \mathrm{S}}: \text { Collapse } \mathbf{1}\right]\right) \tag{3.51}
\end{align*}
$$

and hence

$$
\begin{align*}
& \mid \mathbb{P}[1 \leftarrow \mathrm{D}: \text { Real }]-\mathbb{P}[1 \leftarrow \mathrm{D}: \text { Ideal }] \mid \\
& \left.=\frac{1}{2} \right\rvert\, \mathbb{P}\left[1 \leftarrow \tilde{\mathrm{D}}^{\mathrm{C}, \mathrm{f}}: \text { Collapse 2 }\right]-\mathbb{P}\left[1 \leftarrow \tilde{\mathrm{D}}^{\mathrm{C}, \mathrm{f}}: \text { Collapse 1 }\right]  \tag{3.52}\\
& -\mathbb{P}\left[1 \leftarrow \tilde{\mathrm{D}}^{\mathrm{C}_{\text {ideal }, \mathrm{S}}}: \text { Collapse 2 }\right]+\mathbb{P}\left[1 \leftarrow \tilde{\mathrm{D}}^{\mathrm{C}_{\text {cdeal }}, \mathrm{S}}: \text { Collapse 1 }\right] \mid  \tag{3.53}\\
& \geq \frac{1}{2}\left(\varepsilon-\varepsilon_{\text {coll }}\left(q_{\mathrm{C}}+\alpha q_{\mathrm{f}}\right)\right) . \tag{3.54}
\end{align*}
$$
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In this chapter we show that the sponge construction can be used to construct quantum-secure pseudorandom functions. The main contribution is a proof that random sponges are quantum indistinguishable from random functions. Our proofs hold under the assumption that the internal function is a random function or permutation. We then use this result to obtain a quantumsecurity version of a result by Andreeva, Daemen, Mennink, and Van Assche [And +15 ] which shows that a sponge that uses a secure PRP or PRF as internal function is a secure PRF. This result also proves that the recent attacks against CBC-MAC in the quantum-access model by Kaplan, Leurent, Leverrier, and Naya-Plasencia [Kap+16] and Santoli and Schaffner [SS17] can be prevented by introducing a state with a non-trivial inner part.

The proof of our main contribution is derived by analyzing the joint distribution of any $q$ input-output pairs. Our method analyzes the statistical behavior of the considered construction in great detail. The used techniques might prove useful in future analysis of different cryptographic primitives considering quantum adversaries. Using Zhandry's PRF/PRP switching lemma [Zha15a] we then obtain that quantum indistinguishability also holds if the internal block function is a random permutation.

### 4.1 Introduction

Originally introduced in the context of cryptographic hash functions, the sponge construction [Ber+07] became one of the most widely used constructions in symmetric cryptography. Consequently, sponges get used in keyed constructions, including message authentication codes (MAC), stream ciphers, and authenticated encryption (AE), see e.g. [Ber+10; Ber+11a; Ber+12b; MRV15; RS14; And+15; GPT15]. For all these applications it is either necessary or at least sufficient for security that a secretly keyed sponge is indistinguishable from a random function. That this is indeed the case was already shown in the original security proof for the sponge construction [Ber+08] where cryptographic sponges were shown to be indifferentiable from random functions. This result is widely applicable and consequently was followed up with several improved bounds for specific applications. Recent works [MRV15; And+15; GPT15] improved the bound for the setting of indistinguishability of secretly keyed sponges.

While these results show the applicability of the sponge construction in today's computing environment, they leave open the question of its applicability in a future post-quantum setting where adversaries have access to quantum computers. Such an attacker can for example run Shor's algorithm [Sho94] to break the security of constructions based on the RSA or discrete-logarithm problem. While such constructions are hardly ever considered for practical symmetric cryptography due to their slow operations, the impact of quantum
adversaries goes beyond Shor's algorithm. Conventional security proofs, especially in idealized models, might break down in the light of quantum attackers who are allowed to ask queries in superposition [Bon+11]. Going even further, allowing adversaries superposition access to secretly keyed primitives, it was shown that several well known MACs and encryption schemes, including CBCMAC and the Even-Mansour block cipher become insecure [KM12; Kap+16; SS17]. While these latter attacks are not applicable in the post-quantum setting, they are indications that secret-key cryptography does not trivially withstand quantum adversaries and that it is necessary to study the security of symmetric cryptography in the post-quantum setting. In this chapter we do exactly this: We study the security of secretly keyed sponges against quantum adversaries.

In this chapter we are concerned with proving that domain extension using the sponge construction leads to a somewhat random behaving function if the internal building block $f$ behaves random in some way. Formally, we prove indistinguishability of the construction from a random oracle given that the internal building block $f$ is a random function or permutation. When discussing the notion of indistinguishability of cryptographic constructions we assume that the distinguisher has oracle access either to the constructed function-e.g. $S_{\text {PONGEf - or }}$ a random oracle, but not the internal function $f$. Not allowing the distinguisher access to $f$ is especially well justified for a secretly keyed building block such as a pseudorandom function or permutation.

Against non-quantum attackers, it was proven that SPONGE $_{f}$ with a random internal function is indistinguishable from a random function [Ber+07]. The proof presented by the inventors of the sponge construction relies on the fact that with polynomially many queries to Spongef $_{\mathrm{f}}$, the adversary is likely not to see collisions in the hidden part of the construction's state. That argument is no longer valid in the quantum world. As one can query SPONGEf $_{f}$ on a superposition of exponentially many messages there will certainly occur collisions in different branches of the superposition. It is not at all obvious how to use this fact to break security but one certainly needs to use a different proof technique to establish security. Hence the classical argument is not useful if we assume that the adversary has access to a quantum computer.

Contributions. As the main contribution, we prove that the sponge construction using a random function or permutation is quantumly indistinguishable from a random function (see Theorems 4.2 and 4.9). This result can be used to obtain a quantum version of Theorem 1 from [And+15] (see Theorem 4.5) which states that the indistinguishability of keyed-internal-function sponges can be derived from the quantum-PRF-security (or quantum-PRP-security in case of a block-cipher) of the keyed internal function. Thereby we not only provide a proof for the security of keyed-internal-function sponges in the post-quantum setting, but even in the stronger quantum settings where the adversary gets full quantum-access to the keyed-internal-function sponge, i.e
we prove that keyed-internal-function sponges are quantum PRFs.
Another implication of our result is that the quantum attacks against CBCMAC mentioned above can be prevented using a state with a non-trivial inner part. The authors of the attack already noted ${ }^{1}$ that their attack does not work in this case. More specifically, CBC-MAC can be viewed as full-width sponge (where the state has no inner part, i.e., the capacity is 0 ). On the other hand, a CBC-MAC where all message blocks are padded with $0 \in \mathcal{C}$ and the output is truncated to the first character can be viewed as an keyed-internalfunction sponge. Hence, our result applies and shows that the quantum attacks by Kaplan, Leurent, Leverrier, and Naya-Plasencia [Kap+16] and Santoli and Schaffner [SS17] using Simon's algorithm are not applicable any longer. Even more, our result proves that this little tweak of CBC-MAC indeed results in a quantum secure MAC.

We also show a direct proof of indistinguishability for $f$ being a random permutation. In this proof we state and prove a lemma that generalizes the average case polynomial method to allow for functions that are not necessarily polynomials but are close to one; this result is not necessary to achieve the main goal of the chapter but might be useful in other works using similar techniques.

In this chapter, we provide a quantum security guarantee more suitable for keyed primitives where an attacker does not have access to the internal building block. On the one hand, we increase the trust that hash functions based on the sponge construction are quantum safe and on the other hand, we formally prove that it is a quantum secure pseudorandom function when used with a keyed internal function-like it is used in the hash-based signatures scheme SPHINCS+ [Tea17] in the instantiation using the Haraka hash function [Köl+16].
A limitation. The authors of [And+15] use their Theorem 1 to show security of inner-keyed sponges using the PRP-security of single-key Even-Mansour. Their result does not carry over to the quantum setting as Even-Mansour is vulnerable in the quantum setting [KM12]. This does not lead to an actual attack on inner-keyed sponges in the quantum setting. The attack needs access to the full input to the Even-Mansour cipher, which is never the case for innerkeyed sponges as long as a non-trivial inner state is used. However, the attack on Even-Mansour does render the modular proof strategy not applicable for inner-keyed sponges. We also need to stress that our result does not cover the commonly used approaches to secretly key SHA-3 for this very reason.
Our approach. The main technical contribution of this chapter is a proof that the probability for any given input-output behavior of SPONGEf is a polynomial in the capacity of the sponge. This observation allows us then to apply the average-case polynomial method of [Zha12] (see Theorem 2.21 below).

[^13]In more detail, recall that the capacity of a $\operatorname{Sponge}_{f}$ is the size of the inner state (there are $|\mathcal{C}|$ possible inner states for a sponge as in Figure 2.4). If the capacity of a sponge increases, it becomes less and less likely that there are collisions in the inner state. Hence for infinite capacity, the inner states are unique and so the internal functions are called on unique inputs and therefore, the sponge behaves like a random function. Our proof formalizes this intuition by carefully analyzing the probabilities for $q$ given input-output values of the sponge in terms of the capacity. We show that these probabilities are in fact polynomials in the inverse of the capacity of degree at most $q$ times the length of the input-output values. We refer to Lemma 4.3 for the formal statement.

By establishing the capacity as this crucial parameter, we fit directly into the proof technique from [Zha12] that uses approximating polynomials of low degree to show closeness of distributions and in turn small quantum distinguishing advantage. By the PRF/PRP switching lemma from [Zha15a], quantum indistinguishability also holds for the case of $f$ being a random permutation. In the appendix, we provide an alternative proof for this case by generalizing the proof technique of [Zha12] to the case of permutations.

To sum up, we deal directly with the statistical behavior of the sponge construction. Our proof technique might be generalized to analyze other cryptographic constructions or used for establishing other properties than indistinguishability. After all it provides insight into the workings of constructions based on repeatedly applying a fixed internal function $f$. From a different perspective, our proof is based on the observations that the probability of any multiple input-output pairs occurring is a polynomial in $|\mathcal{C}|^{-1}$; the existence of such a parameter is a specific feature of the sponge construction. Hence, our method does not directly apply to other schemes like the Merkle-Damgård construction.

Let us also highlight the difference in our definition of the sponge construction compared to the standardized version. Instead of $\{0,1\}^{r}$ and $\{0,1\}^{c}$ we use $\mathcal{A}$ and $\mathcal{C}$ respectively. The fact that $\mathcal{C}$ can be any finite set allows us to use the polynomial method; If we want to use the statement about closeness of polynomials we have to show that $p$ is a polynomial for any inverse integer and not only for $2^{-c}$. Using the more general definition solves the problem of defining distributions for any integer, not only powers of 2 . Note that of course all our results hold also for the standard definition.

Organization. In Section 4.2 we show that Spongef is indistinguishable from a random oracle in the conventional-access setting (in contrast to the quantumaccess model). In Section 4.3 we state the main result of this chapter as well as several derived results. In Section 4.4 we provide an example proof valid for limited distinguishers but giving sufficient details to understand our approach and verify correctness without all the particulars of the full proof. Section 4.5 contains the proof of Lemma 4.3, the main technical result of this chapter. The case of random permutations is covered in Section 4.6.

### 4.2 Classical Indistinguishability of Random Sponges

In the following we state the indistinguishability result in the classical domain.
Theorem 4.1 (Classical indistinguishability of Sponge). If f is a random transformation or a random permutation then SPONGE defined in Algorithm 2.1 is classically indistinguishable from a random oracle. Namely for all quantum algorithms A making polynomially many classical queries there is a negligible function $\epsilon$ such that

$$
\begin{equation*}
\left|\underset{\mathbf{f} \leftarrow \mathcal{S}^{\mathcal{S}}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\text {Spongef }_{\mathrm{f}}}\right]-\underset{\mathbf{h} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\mathbf{h}}\right]\right| \leq \boldsymbol{\epsilon}, \tag{4.1}
\end{equation*}
$$

where $\mathcal{S}=\mathcal{A} \times \mathcal{C}$, and $\mathfrak{R}$ is defined according to Definition 2.13.
Proof. The proof follows closely the proof of theorem 2 of [Ber+07]. Even though we give more power to the adversary by giving her access to a quantum computer, the queries are considered to be classical. All arguments in the proof of Bertoni and others depend only on the queries made by the adversary and not her computing power. For that reason we can use the discussion around Equation (7) from [MS17], which states that if a classical result holds for $q$-query distinguishers with unlimited computational power then it also holds for quantum distinguishers that make classical queries. The former class of distinguishers is exactly what we consider, as the classical result depends only on the number of queries done.

### 4.3 Quantum Indistinguishability of Random Sponges

We want to show that the distribution corresponding to random sponges is quantumly indistinguishable from a random oracle. We can define a family of distributions indexed by the security parameter that intuitively gets closer to a random oracle with increasing parameter. For that reason Theorem 2.21 is a perfect theoretical tool to be used. The relevant tasks that remain are to identify the family of distributions that correspond to our figure of merit, to show that in fact the most secure member of the family with $t=\infty$ is a random oracle, and to prove that the assumptions of Theorem 2.21 are fulfilled.

The security parameter in SPONGE is the capacity; we parametrize the family of random sponges by the size of the inner state space $t=|\mathcal{C}|$. Intuitively speaking, for $c \rightarrow \infty$ each evaluation of the internal function is done with a different inner state. In this case irrespective of the input, the output is a completely random string, which is the definition of a random oracle (R). Hence we conclude
that we identified a family of distributions that is well suited to be used with Theorem 2.21. If we show that indeed for $t=\infty$ the member of the family is the random oracle we have that:

$$
\begin{align*}
& \mathfrak{F}_{|\mathcal{C}|} \text { is quantumly indistinguishable from } \mathfrak{F}_{\infty} \\
& \Rightarrow \text { random sponge is quantumly indisitinguishable from } R . \tag{4.2}
\end{align*}
$$

We are left with the task to prove the left-hand side of the above statement. The assumption of Theorem 2.21 is that the probability of witnessing any inputoutput behavior on $q$ queries is a polynomial in $1 /|\mathcal{C}|$. Following the statement og Theorem 2.21 we define $\mathbf{p}(1 / t)=\mathbb{P}_{\mathbf{h} \leftarrow \mathfrak{F}_{t}}\left[\forall i \in[2 q]: \mathbf{h}\left(X^{i}\right)=Y^{i}\right]$. It remains to prove that $\mathbf{p}\left(|\mathcal{C}|^{-1}\right)$ is in fact a polynomial in $|\mathcal{C}|^{-1}$, where by $|\mathcal{C}|$ we denote cardinality of the set. With that statement proven we fulfill the assumptions of Theorem 2.21 and show quantum indistinguishability of Sponge.

Let us now formally state the main claim of this chapter. We are going to focus on the internal function being modeled as a random function, in Section 4.6 though, we are going to cover the case of random permutations.

Theorem 4.2. Spongef $\left.^{[P A D}, \mathcal{A}, \mathcal{C}\right]$ for random $\mathbf{f}$ is quantumly indistinguishable from a random oracle. More concretely, for all quantum algorithms A making at most $q$ quantum queries to $\mathrm{SPONGE}_{\mathrm{f}}$, such that the length of the padded input is at most $m$ and the output length is at most $z$ symbols of $\mathcal{A}$,

$$
\begin{equation*}
\left|\underset{\mathbf{f} \oplus \mathcal{S}^{\mathcal{S}}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\left.\mid \text {SPoNGEF }_{\boldsymbol{f}}\right\rangle}\right]-\underset{\mathbf{h} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]\right|<\frac{\pi^{2}}{6} \eta^{3}|\mathcal{C}|^{-1}, \tag{4.3}
\end{equation*}
$$

where $\eta:=2 q(m+z-2)$ and $\mathfrak{R}$ is defined according to Definition 2.13. The domain is defined as $\mathcal{S}=\mathcal{A} \times \mathcal{C}$ for a finite $\mathcal{A}$ in an Abelian group $(\mathcal{A}, \oplus)$ and a non-empty finite set $\mathcal{C}$.

Our result is stated for a general $\mathcal{A}$ but one can just consider $\mathcal{A}=\{0,1\}^{r}$.
Before we prove the above theorem we state the main technical lemma. In the lemma we consider a set of messages that are already padded according to PAD and the sponge itself is done without padding. This is done without loss of generality and simplifies the discussion.

Lemma 4.3. Let us assume the padding function to be the identity, $\mathrm{PAD}=\mathrm{ID}$, and set $\mathcal{M}=\mathcal{M}_{\mathrm{PAD}}$, where $\mathcal{M}_{\mathrm{PAD}}$ is a set of messages padded according to PAD. For a fixed $q$ and for every $(\mathbf{M}, \mathbf{Z}):=\left(\left(\mathbf{M}^{i}, \mathbf{Z}^{i}\right)\right)_{i \in[2 q]}$, where $\forall i \in[2 q]:\left(\mathbf{M}^{i}, \mathbf{Z}^{i}\right) \in \mathcal{M} \times \mathcal{A}^{*}$, such that $\forall i \in[2 q]:\left|\mathbf{M}^{i}\right| \leq m,\left|\mathbf{Z}^{i}\right| \leq z$, it holds that
(i) the probability function is a polynomial in $|\mathcal{C}|^{-1}$ of degree $\eta$

$$
\begin{equation*}
\mathbb{P}\left[\forall i \in[2 q]: \operatorname{SPONGEf}\left(\mathbf{M}^{i}, \ell_{i}\right)=\mathbf{Z}^{i}\right]=\sum_{j=0}^{\eta} a_{j}|\mathcal{C}|^{-j}=: \mathbf{p}\left(|\mathcal{C}|^{-1}\right), \tag{4.4}
\end{equation*}
$$

(ii) and the constant term is

$$
\begin{equation*}
a_{0}=\prod_{i=1}^{2 q} \boldsymbol{\delta}(\mathbf{M}, \mathbf{Z}, i)|\mathcal{A}|^{-\left|\mathbf{Z}^{i}\right|} . \tag{4.5}
\end{equation*}
$$

All coefficients $a_{j}$ are real and independent of $|\mathcal{C}|^{-1}$, the degree of the polynomial equals $\eta:=2 q(m+z-2)$. In the equation describing $a_{0}$ we use $\boldsymbol{\delta}(\mathbf{M}, \mathbf{Z}, i)$ to denote a Boolean function that is 0 if $\mathbf{M}^{i}$ is input more than once and $\mathbf{Z}^{i}$ is inconsistent with other outputs (inputting the same message for the second time should yield the same output), the function is 1 otherwise.

The full proof is presented in Section 4.5.
Proof idea. Our goal is to explicitly evaluate $\mathbb{P}\left[\forall i \in[2 q]: \operatorname{Sponge} f\left(\mathbf{M}^{i}, \ell_{i}\right)=\mathbf{Z}^{i}\right]$. We base all of our discussion on two facts: Sponge has a structure that we know and it involves multiple evaluations of the internal function $\mathbf{f}$. $\mathbf{f}$ is a random function with well specified probability of yielding some output on a given input. The main idea of our approach is to extract terms like $\mathbb{P}\left[\mathbf{f}\left(S_{1}\right)=S_{2}\right]$ for some states $S_{1}, S_{2}$ from the overall probability expression and evaluate them.

Let us go through a more detailed plan of the proof. Fix ( $\mathbf{M}, \mathbf{Z}$ ) and set $\ell_{i}:=\left|\mathbf{Z}^{i}\right|$. In the first step we include all intermediate states in the probabilistic event $\left(\forall i \in[2 q]: \operatorname{SpONGEf}_{\mathbf{f}}\left(\mathbf{M}^{i}, \ell_{i}\right)=\mathbf{Z}^{i}\right)$. We write explicitly all inner states and outer states not specified by the input-output pairs $(\mathbf{M}, \mathbf{Z})$. Next we rewrite the full probability expression in the form $\sum \Pi \mathbb{P}\left[\mathbf{f}\left(S_{1}\right)=S_{2} \mid \ldots\right]$. The sum comes from the fact that there are many possible intermediate states that yield the given input-output behavior. The product is the result of using Bayes' rule to isolate a single evaluation of $\mathbf{f}$ in the probability. To correctly evaluate the summands we need to analyze all states in $\mathbb{P}\left[\mathbf{f}\left(S_{1}\right)=S_{2} \mid \ldots\right]$ from the perspective of uniqueness-we say a state is unique if it is input to f just a single time. Given a specific setup of unique states in all $2 q$ evaluations of Sponge we can easily evaluate the probabilities, as the only thing we need to know is that $\mathbf{f}$ is random. The final step of the proof is to calculate the number of states in the sum. We sum over all values of states that fulfill the constraints of $\left(\forall i \in[2 q]: \operatorname{Spongef}_{\mathbf{f}}\left(\mathbf{M}^{i}, \ell_{i}\right)=\mathbf{Z}^{i}\right)$ and $\mathbf{f}$ being a function. The previous analysis of uniqueness of states makes it easier to include the latter constraint; nonunique states have predetermined outputs under f decreasing the number of possible states. After those steps we end up with an explicit expression for $\mathbb{P}\left[\forall i \in[2 q]: \operatorname{SpONGE}_{\mathbf{f}}\left(\mathbf{M}^{i}, \ell_{i}\right)=\mathbf{Z}^{i}\right]$, which allows us to show that $\mathbf{p}$ is a polynomial of the claimed degree and its limit in $t \rightarrow \infty$, i.e. the constant term $a_{0}$ is the probability of uniformly random outputs.
Proof of Theorem 4.2. Let us define a family $\mathfrak{F}_{t}$ indexed by $t \in \mathbb{N} \cup\{\infty\}, t>0$. $\mathfrak{F}_{t}$ is a distribution on functions from $\mathcal{M} \times \mathbb{N}$ to $\mathcal{M}$, where $\mathcal{M}$ is an arbitrary set. The family is additionally parametrized by the choice of $r \in \mathbb{N}$ and a spongecompliant padding function Pad. We define $\mathbf{h} \leftarrow \mathfrak{F}_{t}$ as follows:

- Choose f uniformly at random from $\mathcal{S}^{\mathcal{S}}$, where $\mathcal{S}:=\mathcal{A} \times \mathcal{C}$ and $\mathcal{C}$ is any finite set of size $t>0$.
- Use $\mathbf{f}, \mathcal{C}$, the fixed $\mathcal{A}$, and pad to construct $\operatorname{Sponge}_{f}[\operatorname{Pad}, \mathcal{A}, \mathcal{C}]$.
- For each $(X, \ell) \in \mathcal{M} \times \mathbb{N}$ set $\mathbf{h}(X, \ell):=\operatorname{Spongef}_{f}[\mathrm{Pad}, \mathcal{A}, \mathcal{C}](X, \ell)$.

To show that we defined $\mathfrak{F}_{t}$ in the right way, let us analyze Equation (4.2) from the point of view of the newly defined distribution. On the one hand from our definition it follows that
where the equality follows from our definition of $h$. On the other hand if we take $t \rightarrow \infty$, then intuitively the internal function is going to be injective on its inner part. Namely $\hat{\mathbf{f}}$-the internal function with its output restricted to the inner part-is injective. That implies a different inner state in every evaluation of $\mathbf{f}$ in Sponge what in turn implies a random and independent outer part in every step of generating the output, formally

$$
\begin{equation*}
\underset{\mathbf{h} \leftarrow \mathbb{F}_{\infty}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]=\underset{\mathbf{h} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right] . \tag{4.7}
\end{equation*}
$$

This intuition is formally captured by statement (ii) of Lemma 4.3, where we state that in the limit of $|\mathcal{C}| \rightarrow \infty$ the probability of getting particular outputs of Sponge is the same as for a random oracle.

From the above discussion we get that

$$
\begin{align*}
& \left|\underset{\mathbf{h} \leftarrow \mathfrak{F}_{t}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]-\underset{\mathbf{h} \leftarrow \mathfrak{F}_{\infty}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]\right|= \\
& \underset{\mathbf{f} \leftrightarrows \mathcal{S}^{\mathcal{S}}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\mid \text {SPoNGEF }\rangle}\right]-\underset{\mathbf{h} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right] \mid, \tag{4.8}
\end{align*}
$$

which is the crucial equality for using Theorem 2.21 to prove our statement. The last element of the proof is the assumption about $\mathbf{p}$ being a polynomial and that is exactly the statement of Lemma 4.3. Note that the statement of Theorem 2.21 does not include inputs like $\ell_{i}$ but is still general enough that it works in our setting.

Quantum indistinguishability of commonly used sponges with binary state follows directly from the general result.

Corollary 4.4. If $\mathbf{f}$ is a random function or a random permutation, then Spongef $\left.^{[P A D},\{0,1\}^{r},\{0,1\}^{c}\right]$ is quantumly indistinguishable from a random oracle.

Proof. For a random function we use Theorem 4.2 and for a random permutation Theorem 4.9 and set $\mathcal{C}=\{0,1\}^{c}$.

### 4.3.1 Application to keyed-internal-function sponges

We show that Theorem 4.2 implies that keyed-internal-function sponges are indistinguishable from a random oracle under quantum access if the used internal function is a quantum-secure PRF (or if the internal function is a permutation, a quantum-secure PRP). This means that in the case $\mathbf{f}$ is a quantum-secure pseudorandom function or permutation the sponge construction is a quantum-secure pseudorandom function. For keyed primitives, indistinguishability from a random oracle/permutation is exactly what we call pseudorandomness.

Now we state and prove a quantum version of theorem 1 of [And+15] which formalizes the above statement about quantum security of keyed-internal-function sponges. Note that we state the theorem for the general sponge construction but thanks to Corollary 4.4 it holds for the regular construction as well.

Theorem 4.5. If the internal function $\mathbf{f}$ used in Sponge $_{\mathbf{f}}$ is a quantumsecure PRF/PRP, Definition 2.5 with advantage $\epsilon^{\mathrm{PR}}$, then the resulting keyed-internal-function sponge is a quantum-secure PRF with advantage

$$
\begin{equation*}
\left|\underset{K \leftarrow \mathcal{S}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\left|\operatorname{SPONGE}_{\mathrm{f}_{K}}\right\rangle}\right]-\underset{\mathbf{g} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathrm{g}\rangle}\right]\right| \leq \boldsymbol{\epsilon}^{\mathrm{PR}}+\frac{\pi^{2}}{6} \eta^{3}|\mathcal{C}|^{-1} \tag{4.9}
\end{equation*}
$$

where $\eta:=2 q(m+z-2)$, $q$ is the number of queries A makes to its oracle, $m$ and $z$ are as defined in the statement of Theorem 4.2, and $\mathfrak{R}$ is defined according to definition 2.13.

Proof. We give the proof for $\mathbf{f}$ being a keyed function. The proof when f is a keyed permutation is obtained by using Theorem 4.9 in place of Theorem 4.2 and restricting the sets from which g and f are drawn below to permutations.

We show that the advantage of any quantum adversary in distinguishing the keyed-internal-function sponge from a random oracle is bound by its ability to distinguish f from a random oracle (permutation, respectively) plus its ability to distinguish a random sponge from a random oracle. In the following calculation we use the triangle inequality and the result of Theorem 4.2.

$$
\begin{aligned}
& \left|\underset{K \underset{\&}{ }+\mathcal{K}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\left|\operatorname{SPoNGE}_{\mathrm{F}_{K}}\right\rangle}\right]-\underset{\mathbf{g} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{g}\rangle}\right]\right|
\end{aligned}
$$

$$
\begin{align*}
& \underset{\mathbf{f} \leftarrow \mathcal{S}^{\mathcal{S}}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\left.\mid \text {SPoNGEf }_{\mathrm{f}}\right\rangle}\right]-\underset{\mathbf{g} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{g}\rangle}\right] \mid \tag{4.10}
\end{align*}
$$

$$
\begin{align*}
& \underbrace{\substack{\mathbb{P} \\
\mathbf{f} \dot{\leftarrow} \mathcal{S}}}\left[b=1: b \leftarrow \mathrm{~A}^{\left.\mid \text {SPONGE }^{\mathcal{S}}\right\rangle}\right]-\left.\underset{\mathbf{g} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{g}\rangle}\right]\left|\leq \boldsymbol{\epsilon}^{\mathrm{PR}}+\frac{\pi^{2}}{3} \eta^{3}\right| \mathcal{C}\right|^{-1}, \\
& \text { Quantum Indistinguishability, Theorem } 4.2 \text { or } 4.9 \tag{4.11}
\end{align*}
$$

where B is an adversary that uses A as a subroutine, simulating A's oracle using its own oracle and the sponge construction. B outputs the same output as A.

### 4.4 Example proof of Lemma 4.3

In this section we prove Lemma 4.3 in a setting limited enough that every step can be done in all details. The main difficulty of our technique is of combinatorial nature, namely counting the possible values of intermediate states in multiple evaluations of Sponge. In the full proof we provide an algorithmic explanation of some steps but here we can execute these algorithms and explicitly write down their outputs.

We want to show that the probability function describing the input-output behavior of Sponge is a polynomial of bounded degree in $|\mathcal{C}|^{-1}$. By that we mean that the expression for $\mathbf{p}\left(|\mathcal{C}|^{-1}\right)$ can be written as $\sum_{i} a_{i}|\mathcal{C}|^{-i}$. The proof goes as follows: Firstly we expand the event that on some inputs Sponge gives some outputs, this allows us to pinpoint the individual evaluations of $f$. Secondly we impose an order on the evaluations of the internal function; which in turn allows us to exclude state values that would require $f$ to output different values on the same input, calculate the probability of $f$ having particular input-output behavior, and divide the set of state values in a way allowing to calculate its size. Finally we obtain a closed expression for $\mathbf{p}\left(|\mathcal{C}|^{-1}\right)$.

The limitation we make in the example proof is to consider only single-query algorithms $(q=1)$. We also restrict ourselves to a limited Sponge that allows only 2 -symbol inputs and always outputs a single element of $\mathcal{A}$. As $q=1$ the number of input-output pairs we need to consider is 2 . The array of inputs and outputs is $(\mathbf{M}, \mathbf{Z})=\left(\left(\mathbf{M}^{1}, \mathbf{Z}^{1}\right),\left(\mathbf{M}^{2}, \mathbf{Z}^{2}\right)\right)$ and for $i \in\{1,2\}: \mathbf{M}^{i}=M_{1}^{i} \| M_{2}^{i}$, $\mathbf{Z}^{i}=Z_{1}^{i}$. In the following example $\mathbf{f}: \mathcal{S} \rightarrow \mathcal{S}$, where $\mathcal{S}:=\mathcal{A} \times \mathcal{C}$.

The probabilistic event we analyze throughout this section is

$$
\begin{equation*}
\forall i \in[2]: \operatorname{Sponge}\left(\mathbf{M}^{i}\right)=\mathbf{Z}^{i} \Leftrightarrow \forall i \in[2]: \overline{\mathbf{f}}\left(\overline{\mathbf{f}}\left(M_{1}^{i}, 0\right) \oplus M_{2}^{i}, \hat{\mathbf{f}}\left(M_{1}^{i}, 0\right)\right)=Z_{1}^{i}, \tag{4.12}
\end{equation*}
$$

where by $\overline{\mathrm{f}}: \mathcal{S} \rightarrow \mathcal{A}$ and $\hat{\mathbf{f}}: \mathcal{S} \rightarrow \mathcal{C}$ we denote the outer part and the inner part of the output of $\mathbf{f}$ respectively.

In the following paragraph we are going to make explicit all inputs to f . Particularly in Figure 4.1 we show the two evaluations of Sponge we analyze. The values of not-boxed-states are fixed by the requirement of inputs being M and outputs $\mathbf{Z}$. By $M_{j}^{i}$ we denote the $j$-th block of $\mathbf{M}^{i}$, and similarly by $Z_{j}^{i}$ the $j$-th block of $\mathbf{Z}^{i}$.


Figure 4.1: Table showing the intermediate states of the limited Sponge. Boxed states are the elements of $\nabla$-c (pronounced as "nabla-c" and defined in Equation (4.16)) that do not have a fixed value across different $\nabla-\mathbf{c} \in \nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$, the arrows indicate the order in which Flag-Assign assigns flags.

Note that by including intermediate states we can further expand the above event, Equation (4.12). By intermediate states we mean the value of the state of Sponge during the calculation of $\operatorname{Sponge}(\mathbf{M})$. Namely $\hat{S}_{3}^{i}$ :

$$
\begin{align*}
\forall i: \overline{\mathbf{f}}\left(\overline{\mathbf{f}}\left(M_{1}^{i}, 0\right) \oplus M_{2}^{i}, \hat{\mathbf{f}}\left(M_{1}^{i}, 0\right)\right) & =Z_{1}^{i} \Leftrightarrow \\
\forall i: \bigvee_{\hat{S}_{3}^{i} \in \mathcal{C}} \mathbf{f}\left(\overline{\mathbf{f}}\left(M_{1}^{i}, 0\right) \oplus M_{2}^{i}, \hat{\mathbf{f}}\left(M_{1}^{i}, 0\right)\right) & =\left(Z_{1}^{i}, \hat{S}_{3}^{i}\right) . \tag{4.13}
\end{align*}
$$

We are using the upper index to count the number of the evaluation of Sponge. Note that there is one inner state that we have not made explicit, the one being output by the first f. Following the above reasoning we get

$$
\begin{equation*}
\forall i: \bigvee_{S_{2}^{i} \in \mathcal{A} \times \mathcal{C}} \bigvee_{\hat{S}}^{3} \in \mathcal{C} \text { f } f\left(M_{1}^{i}, 0\right)=S_{2}^{i} \wedge \mathbf{f}\left(\bar{S}_{2}^{i} \oplus M_{2}^{i}, \hat{S}_{2}^{i}\right)=\left(Z_{1}^{i}, \hat{S}_{3}^{i}\right), \tag{4.14}
\end{equation*}
$$

where $S_{2}^{i}=\left(\bar{S}_{2}^{i}, \hat{S}_{2}^{i}\right)$, we denote the above as

$$
\begin{align*}
& \forall i: \bigvee_{S_{2}^{i} \in \mathcal{A} \times \mathcal{C}} \widehat{S}_{3}^{i} \in \mathcal{C} \\
& \text { where } \forall i: S_{1 \oplus}^{i}:=\left(M_{1}^{i}, 0\right) \wedge S_{2 \oplus}^{i}:=\left(\bar{S}_{2}^{i} \oplus M_{2}^{i}, \hat{S}_{2}^{i}\right) \wedge \bar{S}_{3}^{i}:=Z_{1}^{i} . \tag{4.15}
\end{align*}
$$

By adding the subscript " $\oplus$ " we highlight that the state output by f has been updated by adding the appropriate block of M. Up to this point we have expanded the initial event from Equation (4.12) to a form with all inputs and outputs of $\mathbf{f}$ being explicit, namely $\mathbf{f}\left(S_{1}\right)=S_{2}$. From now on we are going to denote the set of the states by $\nabla$-c (read as "nabla configuration", where the $\nabla$ is suggested by the three values that can be seen as vertices of a triangle), which we define as a matrix

$$
\nabla-\mathbf{c}:=\left[\begin{array}{ccc}
\left(\begin{array}{cc}
\bar{S}_{1}^{1} & \bar{S}_{1 \oplus}^{1} \\
\hat{S}_{1}^{1}
\end{array}\right) & \binom{\bar{S}_{2}^{1} \bar{S}_{2 \oplus}^{1}}{\hat{S}_{2}^{1}} & \left(\begin{array}{c}
\bar{S}_{3}^{1} \bar{S}_{3 \oplus}^{1} \\
\hat{S}_{3}^{1} \\
\bar{S}_{2}^{2}
\end{array}\right.  \tag{4.16}\\
\binom{\bar{S}_{1}^{2} S_{1 \oplus}^{2}}{\hat{S}_{1}^{2}} & \binom{\bar{S}_{2}^{2} \bar{S}_{2 \oplus}^{2}}{\hat{S}_{2}^{2}} & \binom{\bar{S}_{3}^{2} \bar{S}_{3 \oplus}^{2}}{\hat{S}_{3}^{2}}
\end{array}\right],
$$

where $\forall i: S_{1 \oplus}^{i}=\left(M_{1}^{i}, 0\right) \wedge S_{2 \oplus}^{i}=\left(\bar{S}_{2}^{i} \oplus M_{2}^{i}, \hat{S}_{2}^{i}\right) \wedge \bar{S}_{3}^{i}=Z_{1}^{i}=\bar{S}_{3 \oplus}^{i} ;$ the constraints we impose fix the input-output behavior of the two evaluations of Sponge. Nabla-configurations $\nabla$-c are matrices of triples but when we want to refer to a part of the triple in row $i$ and column $j$ of $\nabla$-c we are going to write $S_{j}^{i} \in \nabla$-c. More formally $S_{j}^{i} \in \nabla-\mathbf{c} \Leftrightarrow \nabla-\mathbf{c}_{j}^{i}=\binom{\bar{S} \bar{S}_{\oplus}}{\hat{S}} \wedge S_{j}^{i}=(\bar{S}, \hat{S})$, where by $\nabla-\mathbf{c}_{j}^{i}$ we denote the element of $\nabla$ - $\mathbf{c}$ in row $i$ and column $j$, similarly for the second part of the state $S_{j \oplus}^{i}=\left(\bar{S}_{j \oplus}^{i}, \hat{S}_{j}^{i}\right)$, of the corresponding triple. We introduce this notation of $\nabla$-c to capture possible values of the states in Sponge( $\mathbf{M}^{i}$ ) that are consistent with (M, Z).

The set of all possible values of states in $\nabla-\mathbf{c}$ is denoted by $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ (the set of nabla configurations). The size of $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ is the number of different $\nabla$-c for a particular ( $\mathbf{M}, \mathbf{Z}$ ),

$$
\begin{equation*}
|\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})|=\left|\mathcal{A}^{2} \times \mathcal{C}^{4}\right|=|\mathcal{A}|^{2} \cdot|\mathcal{C}|^{4} \tag{4.17}
\end{equation*}
$$

In Figure 4.1, values of not-boxed-states are fixed by the requirement of inputs being $M$ and outputs $\mathbf{Z}$. In what follows we analyze this set to find out how many possible values of states correspond to each value of probability of seeing $\left(\forall i \in[2]: \operatorname{Sponge}\left(\mathbf{M}^{i}\right)=\mathbf{Z}^{i}\right)$. To better understand our approach we should clarify the implicit equivalence between $\nabla$-c-so values of the internal states of Sponge-and $\mathbf{f}$ i.e. the function taken at random from $\mathcal{S}^{\mathcal{S}}$. Note that for every $\mathrm{f} \in \mathcal{S}^{\mathcal{S}}$ we have at most a single $\nabla$-c, we say at most because some f are not consistent with the input-output pairs ( $\mathbf{M}, \mathbf{Z}$ ). On the other
hand, for a single $\nabla$-c we have plenty of functions: all those that have inputoutput pairs consistent with values of states in $\nabla$-c and any outputs on all inputs not present in $\nabla$-c. Also note that there are many $\nabla$-c that will result in $\left(\forall i \in[2]: \operatorname{Sponge}\left(\mathbf{M}^{i}\right)=\mathbf{Z}^{i}\right)$. What we do is basically counting the number of functions $f$ that will result in Sponge evaluating to $\mathbf{Z}$ on $\mathbf{M}$ and dividing it by the number of all functions. The only difference is that we immediately simplify the result by not counting the functions with behavior outside of our scopelimited to few (in this section four) evaluations. This simplification is made easier by focusing on relevant values of inputs and outputs; on a few rows of the evaluation tables of $f$.

The events we take the OR of are disjoint, so in terms of probabilities we get

$$
\begin{align*}
& \underset{\substack{\mathbb{P}}}{\mathbb{P}}\left[\forall i \in[2]: \operatorname{Sponge}\left(\mathbf{M}^{i}\right)=\mathbf{Z}^{i}\right] \tag{4.18}
\end{align*}
$$

where the sum is taken over $S_{2}^{1}, S_{2}^{2} \in \mathcal{S}$ and $\hat{S}_{3}^{1}, \hat{S}_{3}^{2} \in \mathcal{C}$ and $\bar{S}_{1 \oplus}^{i}, \bar{S}_{2 \oplus}^{i}, \bar{S}_{3 \oplus}^{i}$ are constrained by ( $\mathbf{M}, \mathbf{Z}$ ). Now that we have exposed the individual evaluations of $f$ we can use the chain rule to specify the order in which we analyze the evaluations of the internal function. This order is only a tool for the analysis of the probability, not the actual time evolution. Note that the probability on the right hand side of Equation (4.18) is taken over a conjunction of events depending only on a single evaluation of $f$. The next step is to extract events with a single evaluation of $\mathbf{f}$. We can do it simply by using Bayes' formula and the chain rule,

$$
\begin{align*}
& \underset{\substack{\mathbb{P}}}{\mathbb{P} \mathcal{S}}[\operatorname{SPONGE}(\mathbf{M})=\mathbf{Z}]=\sum_{S_{2}^{1}, S_{2}^{2}, \hat{S}_{3}^{1}, \hat{S}_{3}^{2}} \mathbb{P}\left[\forall i: \mathbf{f}\left(S_{1 \oplus}^{i}\right)=S_{2}^{i} \wedge \mathbf{f}\left(S_{2 \oplus}^{i}\right)=\left(\bar{S}_{3}^{i}, \hat{S}_{3}^{i}\right)\right]  \tag{4.19}\\
& =\sum_{\nabla-\mathbf{c}} \mathbb{P}\left[\forall i: \mathbf{f}\left(S_{1 \oplus}^{i}\right)=S_{2}^{i} \wedge \mathbf{f}\left(S_{2 \oplus}^{i}\right)=S_{3}^{i} ; \forall i, j: S_{j}^{i}, S_{j \oplus}^{i} \in \nabla-\mathbf{c}\right] \\
& =\sum_{\nabla-\mathbf{c}} \mathbb{P}\left[\mathbf{f}\left(S_{1 \oplus}^{1}\right)=S_{2}^{1}\right] \\
& \quad \cdot \mathbb{P}\left[\mathbf{f}\left(S_{1 \oplus}^{2}\right)=S_{2}^{2} \mid \mathbf{f}\left(S_{1 \oplus}^{1}\right)=S_{2}^{1}\right] \\
& \quad \cdot \mathbb{P}\left[\mathbf{f}\left(S_{2 \oplus}^{1}\right)=S_{3}^{1} \mid \mathbf{f}\left(S_{1 \oplus}^{2}\right)=S_{2}^{2} \wedge \mathbf{f}\left(S_{1 \oplus}^{1}\right)=S_{2}^{1}\right] \\
& \quad \cdot \mathbb{P}\left[\mathbf{f}\left(S_{2 \oplus}^{2}\right)=S_{3}^{2} \mid \mathbf{f}\left(S_{2 \oplus}^{1}\right)=S_{3}^{1} \wedge \mathbf{f}\left(S_{1 \oplus}^{2}\right)=S_{2}^{2} \wedge \mathbf{f}\left(S_{1 \oplus}^{1}\right)=S_{2}^{1}\right] \tag{4.20}
\end{align*}
$$

where in the last equation we have omitted $\forall i, j: S_{j}^{i}, S_{j \oplus}^{i} \in \nabla$-c in each probability function. We denote the order specified above by " $\prec$ ".

We still cannot evaluate the above expression because we do not know if $f$ is queried on a "fresh" input or not. First of all, note that thanks to conditioning on one event, we can treat $\left(\mathbf{f}\left(S_{1 \oplus}^{1}\right)=S_{2}^{1}\right)$ from the second factor in Equation (4.20)
as being prior to $\left(\mathbf{f}\left(S_{2 \oplus}^{1}\right)=S_{3}^{1}\right)$. Prior in that case means that $\mathbf{f}$ is sampled on $S_{1 \oplus}^{1}$ before it is sampled on $S_{1 \oplus}^{2}$. That implies, e.g., that if $S_{1 \oplus}^{2}=S_{1 \oplus}^{1}$ then the outputs have to be the same, otherwise the probability is 0 . This is what we mean when saying that an input is fresh or not. To separate a particular $\nabla$-c with different numbers of fresh states, we perform a procedure on each $\nabla$-c that assigns flags to the states. Flags mark whether the value of the state was previously input to $f$ or not. By performing this procedure we want to divide $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ into subsets with the same probability-i.e. having the same probability of sampling f that yields a particular input-output behavior. Let us call this procedure Flag-Assign. Running it also identifies impossible values of internal states, calculates the probabilities of each transition, and divides $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ into sets of cardinalities we can compute.

Algorithm Flag-Assign, see Algorithm 4.2 in the next section, takes as input $\nabla$-c and goes through each state starting from the first column going down, then down from the top of the second column and so on. The order in which Flag-Assign operates is depicted by arrows in Figure 4.1. If the value of the " $\oplus$ " part of the state which is input to f appears in $\nabla$ - $\mathbf{c}$ just once, the algorithm assigns the flag " $u$ " to it, we call such states unique. If the value is not unique, i.e. it appears in $\nabla$-c more than once, the state that is encountered first is assigned the flag " f " and the rest of the states get the flag " n ". We call states with the flag " $n$ " non-unique. Flag-Assign also appends to each non-unique " $\oplus$ "-state the output it should yield, i.e. the output of the corresponding " f " state. If the state in $\nabla$ - $\mathbf{c}$ that follows the considered state is different than the claimed output we discard the whole configuration. We denote the set $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ without states that conflict with $\mathbf{f}$ being a proper map by $\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})$ (set of $p$-nabla configurations with flags, p emphasizes the fact that we have restricted f to proper transformations). By a proper map we mean that it does not output different states on the same input. Elements of $\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})$ are denoted by $\mathbf{p}-\nabla-\mathbf{c f}$ ( $p$-nabla configurations).

After running Flag-Assign on every $\nabla-\mathbf{c} \in \nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ and discarding the configurations with bad output states we still need to add more details to our picture. The procedure we describe below is depicted in Figure 4.2. Firstly we discriminate between $\mathbf{p}-\nabla$-cf with different numbers of unique states. The total number of flags is 4 , the final states are not inputs to $f$ and are not assigned a flag. We denote the number of unique states by $u$, the number of states that are non-unique but appear for the first time is $\mathbf{f}$, and the number of non-unique states is $n$. Note that $u+f+n=4$. In general there are 5 possible sets of those numbers in the case of $q=1$ and lengths of the input and output strings we specified. These are as follows: $(u=4, f=0),(u=2, f=1),(u=1, f=1)$, ( $u=0, f=2$ ), and ( $u=0, f=1$ ). Secondly we discriminate between different placements of flags. For each setup there are several possible placements of flags. For ( $u=4, f=0$ ) and ( $u=0, f=1$ ), flags can be set in only one configuration. If we have 2 unique states and the setup is ( $u=2, f=1$ ) then
there are 6 possible configurations of flags. For $(u=1, f=1)$ there are 4 and for ( $u=0, f=2$ ) only 2 . While calculating the number of configurations it is important to remember that the flag of the first state $S_{1 \oplus}^{1}$ is either $\mathbf{u}$ or $£$. There are some details of how to find the placements but they are made explicit only in the full proof of the lemma. All possible placements are depicted in Figure 4.2. The last step is calculating the number of distinct $\mathbf{p}-\nabla$ - cf. We consider


Figure 4.2: Possible placements for the limited Sponge. $\left[\begin{array}{ll}. & . \\ . & .\end{array}\right]$ denotes the flags assigned to the four states. $\bar{u}$ denotes the total number of unique states: $\bar{u}:=u+f$.
the number of outputs of $\mathbf{f}$ consistent with the specified placement. In the first case in Figure 4.2 we have $(|\mathcal{A}| \cdot|\mathcal{C}|-2)(|\mathcal{A}| \cdot|\mathcal{C}|-3)$ values of states in the second column in Figure 4.1. This value comes from the fact that the first output is distinct from the two values in the first column and the second output is also distinct form the first output. The mentioned value is multiplied by $|\mathcal{C}|^{2}$ for the inner parts of the last states in $\mathbf{p}-\nabla$ - $\mathbf{c f}$, this is true with the assumption that $\left(\mathbf{Z}_{1}^{1}, \mathbf{Z}_{1}^{2}\right)$ are distinct from each other and from $\mathbf{M}$. If $\mathbf{Z}$ does not fulfill this assumption the number of possible values is just instead multiplied by $|\mathcal{C}|-1$. Whenever a state is not unique, then the number of values that can be output by $f$ on it is 1 . With such reasoning we calculate all the values in the last column of Figure 4.2.

In most steps we perform using Flag-Assign, the distinction between uand f seems unimportant. We will need it to properly identify different placements of flags in $\mathrm{p}-\nabla-\mathrm{CF}(\mathrm{M}, \mathbf{Z})$, but indeed in all other tasks one can treat them as a single "unique" flag.

The next step is calculating the number of values that can be assigned to states in a given setup and for a given placement of flags. We calculated those
numbers assuming it is possible to have such placement. This assumption is not always fulfilled as particular messages and outputs exclude some options. For example, if both messages start with the same symbols then all positions where the two first states are unique are impossible. By Calc we denote the algorithm calculating the cardinality of subsets of $p-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})$, the details of Calc are specified below in Algorithm 4.3. It goes through a single placement of flags. The basic rules of its operation are: for every unique flag that maps to a unique flag multiply the result by $|\mathcal{A}| \cdot|\mathcal{C}|$, for every unique flag that maps to a nonunique flag multiply the result by 1 , for every non-unique flag that maps to any state multiply the result by 1 , and for every unique flag in the last column of flagged states multiply the result by $|\mathcal{C}|$. The first two rules are adjusted a bit to keep track of non-repeating unique states and allow for multiple values of non-unique states respectively. The last column in Figure 4.2 lists the results of Calc for placements in the respective rows. If the squeezing phases were longer we would have to account for the fact that the outer part of the state can be either unique or not which slightly changes the final outcome.

Now we want to show that the probability function $\mathbf{p}$ is a polynomial in $|\mathcal{C}|^{-1}$. Up to this point we have shown that

$$
\begin{align*}
& \sum_{\nabla-\mathbf{c}} \prod_{(i, j)=(1,1)}^{(2,2)} \mathbb{P}\left[\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i} \mid\right. \\
& \left.\bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)} \mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}} ; \forall i, j, i^{\prime}, j^{\prime}: S_{j}^{i}, S_{j \oplus}^{i} \in \nabla-\mathbf{c}\right] \\
& =\sum_{\mathbf{p}-\nabla-\mathbf{c f}(i, j)=(1,1)} \prod_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)}^{(2,2)} \mathbb{P}\left[\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i} \mid\right. \\
& \bigwedge_{\left.\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}} ; \forall i, j, i^{\prime}, j^{\prime}: S_{j}^{i}, S_{j \oplus}^{i} \in \mathbf{p}-\nabla-\mathbf{c f}\right],}= \tag{4.21}
\end{align*}
$$

where the order " $\prec$ " is the same as in Equation (4.20). In the above equation we have discarded those $\nabla$-c that require $f$ to output different states on the same input, because the probability is then 0 . The sum in Equation (4.21) can be expanded to

$$
\begin{equation*}
\sum_{\mathrm{p}-\nabla-\mathrm{cf}} \cdots=\sum_{u=4} \cdots+\sum_{u=0}^{2} \sum_{f=1}^{\lfloor(4-u) / 2\rfloor} \sum_{P \in \mathcal{P}(u, f)} \sum_{\mathbf{p}-\nabla-\mathbf{c f}(u, f, P)} \cdots \tag{4.22}
\end{equation*}
$$

where by $\mathbf{p}-\nabla-\mathbf{c f}(u, f, P)$ we denote the configuration with the number of unique and non-unique states and placement fixed. $\mathcal{P}(u, f)$ is the set of all placements in which the flags can be arranged given the number of unique and non-unique states. We omitted the input $(\mathbf{M}, \mathbf{Z})$ to $\mathcal{P}$ for brevity. Making
use of information from Figure 4.2 we can now evaluate expression (4.21). Note that setting $u$ and $\mathbf{f}$ to some particular values allows us to evaluate the probabilities. Denoting the total number of unique states by $\bar{u}$ we get that

$$
\begin{equation*}
\prod_{(i, j)=(1,1)}^{(2,2)} \mathbb{P}\left[\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i} \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)} \mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}}\right]=(|\mathcal{A}| \cdot|\mathcal{C}|)^{-\bar{u}} \tag{4.23}
\end{equation*}
$$

for $\mathbf{p}-\nabla$ - $\mathbf{c f}$ with $u+f=\bar{u}$. Finally we arrive at

$$
\begin{align*}
\mathbf{p}\left(|\mathcal{C}|^{-1}\right)= & \sum_{P \in \mathcal{P}_{1}^{1}}(|\mathcal{A}| \cdot|\mathcal{C}|)^{-4} \cdot(|\mathcal{A}| \cdot|\mathcal{C}|-2)(|\mathcal{A}| \cdot|\mathcal{C}|-3)|\mathcal{C}|^{2} \boldsymbol{\delta}(P) \\
& +\sum_{P \in \mathcal{P}_{1}^{2}}(|\mathcal{A}| \cdot|\mathcal{C}|)^{-3} \cdot(|\mathcal{A}| \cdot|\mathcal{C}|-2)|\mathcal{C}| \boldsymbol{\delta}(P) \\
& +\sum_{P \in \mathcal{P}_{2}^{2}}(|\mathcal{A}| \cdot|\mathcal{C}|)^{-3} \cdot(|\mathcal{A}| \cdot|\mathcal{C}|-1)|\mathcal{C}|^{2} \boldsymbol{\delta}(P) \\
& +\sum_{P \in \mathcal{P}_{1}^{3}}(|\mathcal{A}| \cdot|\mathcal{C}|)^{-2} \cdot \boldsymbol{\delta}(P)+\sum_{P \in \mathcal{P}_{2}^{3}}(|\mathcal{A}| \cdot|\mathcal{C}|)^{-2} \cdot(|\mathcal{A}| \cdot|\mathcal{C}|-1)|\mathcal{C}| \boldsymbol{\delta}(P) \\
& +\sum_{P \in \mathcal{P}_{3}^{3}}(|\mathcal{A}| \cdot|\mathcal{C}|)^{-2} \cdot|\mathcal{C}| \boldsymbol{\delta}(P)+\sum_{P \in \mathcal{P}_{1}^{4}}(|\mathcal{A}| \cdot|\mathcal{C}|)^{-2} \cdot 2 \boldsymbol{\delta}(P) \\
& +\sum_{P \in \mathcal{P}_{2}^{4}}(|\mathcal{A}| \cdot|\mathcal{C}|)^{-2} \cdot(|\mathcal{A}| \cdot|\mathcal{C}|-1)|\mathcal{C}| \boldsymbol{\delta}(P)+\sum_{P \in \mathcal{P}_{1}^{5}}(|\mathcal{A}| \cdot|\mathcal{C}|)^{-1} \cdot \boldsymbol{\delta}(P) \tag{4.24}
\end{align*}
$$

where the sets are denoted as in Figure 4.2. The function appearing in the above equation is defined as

$$
\boldsymbol{\delta}(\mathbf{M}, \mathbf{Z}, P):= \begin{cases}0 & \text { if } \mathbf{p - \nabla - \mathbf { C F }}(\mathbf{M}, \mathbf{Z})(u, f, P)=\emptyset  \tag{4.25}\\ 1 & \text { otherwise }\end{cases}
$$

where in Equation (4.24) we omitted the input of ( $\mathbf{M}, \mathbf{Z}$ ) for readability.
The degree of $\mathbf{p}\left(|\overline{\mathcal{C}}|^{-1}\right)$ is at most 2 , as claimed for messages of length 2 . The coefficient for $|\mathcal{C}|^{0}$ is

$$
\begin{equation*}
a_{0}=\sum_{P \in \mathcal{P}_{1}^{1}}|\mathcal{A}|^{-2} \boldsymbol{\delta}(P)+\sum_{P \in \mathcal{P}_{2}^{2}}|\mathcal{A}|^{-2} \boldsymbol{\delta}(P)+\sum_{P \in \mathcal{P}_{2}^{3}}|\mathcal{A}|^{-1} \boldsymbol{\delta}(P)+\sum_{P \in \mathcal{P}_{2}^{4}}|\mathcal{A}|^{-1} \boldsymbol{\delta}(P) . \tag{4.26}
\end{equation*}
$$

Let us recapitulate the results of this section. First we characterized the possible internal functions by the outputs of their consecutive evaluations, Equation (4.19). Secondly we captured the features of the intermediate states that determine the probability of seeing a particular input-output behavior, Equation (4.23). Finally we calculated an explicit formula for the probability function, Equation (4.24), (4.26).

### 4.5 Proof of Lemma 4.3

In this section we give the complete proof of Lemma 4.3 for the general case of $q \geq 1$ queries the adversary makes and message lengths bounded by some $m$, not fixed to 2 like in the previous section. In subSection 4.5 .1 we expand the probability expression to encompass all intermediate states of
$\left(\forall i \in[2 q]: \operatorname{SPONGEf}\left(\mathbf{M}^{i}, \ell_{i}\right)=\mathbf{Z}^{i}\right)$ and individual evaluations of $\mathbf{f}$. In subSection 4.5.2 we introduce the concept of unique states to evaluate the probabilities of $\left.\mathbb{P} \overline{\mathbf{f}}\left(S_{1}\right)=S_{2}\right]$. In subSection 4.5 .3 we define the algorithm that calculates the cardinality of the set of intermediate states-and equivalently inner functionsconsistent with given characteristics. In subSection 4.5 .4 we conclude the proof and provide the final expression for the probability of an input-output pair under a random Spongef.

We omit the padding function of the sponge construction. This is done without loss of generality since we can just say that all the considered messages are in fact messages after padding and we do not use any properties of the padding in the proof. Also we focus on $q$ evaluations of Sponge instead of $2 q$ to improve readability.

### 4.5.1 Expansion of the probability function

In this section we expand the probability function to the point that all intermediate states are accounted for. We consider the event

$$
\left(\forall i \in[q]: \operatorname{SPONGE}_{\mathbf{f}}\left(\mathbf{M}^{i}, \ell_{i}\right)=\mathbf{Z}^{i}\right)
$$

and then include the states that appear between consecutive evaluations of $f$.
To keep track of the states we introduce the following notation. By the upper-index we denote the number of evaluations of Sponge, going from 1 to $q$. The lower index corresponds to the number of evaluations of $\mathbf{f}$ in the $i$-th calculation of Sponge. A state occurring during the calculation on $\mathbf{M}^{i}$ that is the input to the $j$-th evaluation of $\mathbf{f}$ is denoted by $S_{j \oplus}^{i}$. The output of that evaluation is $S_{j+1}^{i}$. States traversed in $q$ evaluations of Sponge can be represented by an array with $q$ rows with $\left|\mathbf{M}^{i}\right|+\left|\mathbf{Z}^{i}\right|$ columns each. By array we mean a 2-dimensional matrix with unequal length of rows.

We call an array like that with values assigned to every state a nabla configuration $\nabla$-c. $\nabla$ symbolizes the triangle shape in which we put states between evaluations of $\mathbf{f}$, each corner being an outer or inner part of the state. Now we define $\nabla$-c relative to input-output pairs ( $\mathbf{M}, \mathbf{Z}$ ). The size of the array is determined by the number of blocks in $\mathbf{M}^{i}$ and $\mathbf{Z}^{i}$.

Definition $4.6(\nabla-\mathbf{c})$. The nabla configuration $\nabla-\mathbf{c}$ for $(\mathbf{M}, \mathbf{Z})$ is an array of triples $\binom{\bar{S} \bar{S}_{\oplus}}{\hat{S}} \in \mathcal{A}^{2} \times \mathcal{C}$, where $\mathcal{C}$ is an arbitrary non-empty finite set. The array $\nabla$-c


Figure 4.3: Table depicting states traversed in $q$ evaluations of Sponge. Vertical lines signify evaluations of the internal function.
consists of $q$ rows. For every $i$, row $i$ has $k_{i}$ columns where $k_{i}:=\left|\mathbf{M}^{i}\right|+\left|\mathbf{Z}^{i}\right|\left(\left|\mathbf{M}^{i}\right|\right.$ denotes the number of symbols in $\mathbf{M}^{i}$ ). Formally we have

$$
\begin{equation*}
\nabla-\mathbf{c}:=\left[\binom{\bar{S}_{j}^{i} \bar{S}_{j \oplus}^{i}}{\hat{S}_{j}^{i}}\right]_{\substack{i \in[q] \\ j \in\left[k_{i}\right]}} . \tag{4.27}
\end{equation*}
$$

To refer to the element of $\nabla$ - $\mathbf{c}$ that lies in row $i$ and column $j$ we write $\nabla-\mathbf{c}_{j}^{i}$. To refer to parts of the triple that lies in row i and column $j$ we write

$$
\begin{align*}
& S_{j}^{i}=(a, b) \in \nabla-\mathbf{c} \Leftrightarrow \nabla-\mathbf{c}_{j}^{i}=\binom{a \bar{S}_{\oplus}}{b} \text { for some } \bar{S}_{\oplus}  \tag{4.28}\\
& S_{j \oplus}^{i}=(a, b) \in \nabla-\mathbf{c} \Leftrightarrow \nabla-\mathbf{c}_{j}^{i}=\binom{\bar{S} a}{b} \text { for some } \bar{S} . \tag{4.29}
\end{align*}
$$

Let us define the number of evaluations of $\mathbf{f}$ in $\nabla$ - $\mathbf{c}$ for $(\mathbf{M}, \mathbf{Z})$ as

$$
\begin{equation*}
\kappa:=\sum_{i=1}^{q}\left(k_{i}-1\right) . \tag{4.30}
\end{equation*}
$$

We denote the number of triples in $\nabla$-c by $|\nabla-\mathbf{c}|$. With coefficient defined above we have $|\nabla-\mathbf{c}|=\kappa+q$.

To make good use of the newly introduced concept of nabla configurations $\nabla$-c we want to restrict the set of arrays we discuss. We want to put constraints on the set of $\nabla$-c to make explicit the requirement that states correspond to a correct input-output behavior of Sponge. The set of $\nabla-\mathbf{c}$ for $(\mathbf{M}, \mathbf{Z})$ is defined as follows.
Definition $4.7(\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z}))$. The set of nabla configurations $\nabla-\mathbf{c}$ for $(\mathbf{M}, \mathbf{Z})$ is a set of arrays of size specified by $(\mathbf{M}, \mathbf{Z}), \nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z}) \subset\left(\mathcal{A}^{2} \times \mathcal{C}\right)^{\kappa+q}$. We define $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ by the following constraints

$$
\begin{align*}
& \forall i \in[q]: \hat{S}_{1}^{i}=0  \tag{4.31}\\
& \forall i \in[q]: \bar{S}_{1}^{i}=0,  \tag{4.32}\\
& \forall i \in[q], 1 \leq j \leq\left|\mathbf{M}^{i}\right|: \bar{S}_{j \oplus}^{i}=\bar{S}_{j}^{i} \oplus M_{j}^{i},  \tag{4.33}\\
& \forall i \in[q],\left|\mathbf{M}^{i}\right|<j \leq k_{i}: \bar{S}_{j \oplus}^{i}=\bar{S}_{j}^{i}=Z_{j-\left|\mathbf{M}^{i}\right|}^{i} . \tag{4.34}
\end{align*}
$$

The formal definition reads

$$
\begin{equation*}
\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z}):=\{\nabla-\mathbf{c} \text { for }(\mathbf{M}, \mathbf{Z}): \nabla \text { - } \mathbf{c} \text { fulfills constraints }(\underline{4.31)}\} \tag{4.35}
\end{equation*}
$$

In the following we assume that rows of all $\nabla-\mathbf{c} \in \nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ are initially sorted according to the following relation. We arrange ( $\mathbf{M}^{i}, \mathbf{Z}^{i}$ ) in non-decreasing order in terms of length, so $\forall i<j: k_{i} \leq k_{j}$, this also means that rows of $\nabla$-c are ordered in this way.

The set $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ can be seen as a collection of arrays (that can be viewed as sheets with states written down on them) filled with possible values of the internal states, like the one in Figure 4.4.

Having established the notation we move on to realizing the goal of this section: rewriting the probability function in a suitable way for further analysis. In the following when we consider $\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right)$ for some $\nabla$-c we leave implicit that $S_{j \oplus}^{i}, S_{j+1}^{i} \in \nabla$-c. We have that

$$
\begin{align*}
& \forall i \in[q]: \operatorname{SpONGE}\left(\mathbf{M}^{i}\right)=\mathbf{Z}^{i} \\
& \Leftrightarrow \forall i \in[q]: \bigvee_{\nabla-\mathbf{c} \in \mathrm{V}-\mathbf{C}(\mathbf{M}, \mathbf{Z})}\left(\mathbf{f}\left(S_{1 \oplus}^{i}\right)=S_{2}^{i}\right) \wedge \cdots \wedge\left(\mathbf{f}\left(S_{\left(k_{i}-1\right) \oplus}^{i}\right)=S_{k_{i}}^{i}\right)  \tag{4.36}\\
& \Leftrightarrow \bigvee_{\nabla-\mathbf{c} \in \nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})} \bigwedge_{i=1}^{k_{i}-1} \bigwedge_{j=1}\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right) . \tag{4.37}
\end{align*}
$$

In the above equations we first include the intermediate states and then combine all evaluations of $f$. In the following we make use of the fact that the events we take the disjunction of are independent and the logical disjunction turns into a sum of the probability.

$$
\underset{\mathbf{f} \mathfrak{f}^{\mathbb{P}} \underset{\sim}{\mathbb{S}}}{\mathbb{S}}\left[\forall i \in[q]: \operatorname{SpONGE}\left(\mathbf{M}^{i}\right)=\mathbf{Z}^{i}\right]=\mathbb{P}\left[\bigvee_{\nabla-\mathrm{c}} \bigwedge_{i=1}^{q} \bigwedge_{j=1}^{k_{i}-1}\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right)\right]
$$



Figure 4.4: A pictorial description of the collection of arrays that is $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})=\left\{\nabla-\mathbf{c}_{1}, \nabla-\mathbf{c}_{2}, \ldots, \nabla-\mathbf{c}_{\nu}\right\}$.

$$
\begin{equation*}
=\sum_{\nabla-\mathbf{c} \in \nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})} \mathbb{P}\left[\bigwedge_{i=1}^{q} \bigwedge_{j=1}^{k_{i}-1}\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right)\right] . \tag{4.38}
\end{equation*}
$$

To further extract an expression involving the probability of a single $\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right)$ we use Bayes' rule. By a chain of conditions we want to arrive at a function we can evaluate in the end. At this point we want to choose a particular order of the $\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right)$ events. Let us define the order $\prec$ as

$$
\begin{equation*}
(i, j) \prec\left(i^{\prime}, j^{\prime}\right) \Leftrightarrow\left(j<j^{\prime}\right) \vee\left(j=j^{\prime} \wedge i<i^{\prime}\right) . \tag{4.39}
\end{equation*}
$$

The above rule imposes an order that begins with the top-left corner of a $\nabla$-c and proceeds downwards to the end of the column to continue from the second column from the left etc.

$$
\begin{aligned}
& \mathbf{p}\left(|\mathcal{C}|^{-1}\right)=\sum_{\nabla-\mathbf{c} \in \nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})} \mathbb{P}\left[\bigwedge_{i=1}^{q} \bigwedge_{j=1}^{k_{i}-1}\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right)\right] \\
& =\sum_{\nabla-\mathbf{c}} \mathbb{P}\left[\left(\mathbf{f}\left(S_{\left(k_{q}-1\right) \oplus}^{q}\right)=S_{k_{q}}^{q}\right) \mid \bigwedge_{(i, j) \prec\left(q, k_{q}-1\right)}\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right)\right] \\
& \cdot \mathbb{P}\left[\bigwedge_{(i, j) \prec\left(q, k_{q}-1\right)}\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right)\right]
\end{aligned}
$$

$$
\begin{equation*}
=\sum_{\nabla-\mathbf{c} \in \nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})} \prod_{(i, j)=(1,1)}^{\left(q, k_{q}-1\right)} \mathbb{P}\left[\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right) \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)}\left(\mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}}\right)\right] . \tag{4.40}
\end{equation*}
$$

In the case that there is no state $\left(q-1, k_{q}-1\right)$ we just take the next state preceding $\left(q, k_{q}-1\right)$ in the order given by Equation (4.39).

Up to this point we have performed some transformations of the event $\left(\forall i \in[q]: \operatorname{Sponge}_{\mathbf{f}}\left(\mathbf{M}^{i}, \ell_{i}\right)=\mathbf{Z}^{i}\right)$, but we did not address the issue of the constraints put on elements of $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$. Is it correct to consider state values in evaluations of Sponge instead of different $f$-are we in fact discussing the probability over the random choice of the internal function? The answer to this question is "yes", because of the equivalence of every $\nabla$ - $\mathbf{c}$ with some set of $f$. We can treat the input-output pairs for $\mathbf{f}$ assigned in $\nabla$ - $\mathbf{c}$ as values in the function table of f . By picking a single $\nabla$ - $\mathbf{c}$ we fix at most $\kappa$ rows of this table. As we sample $\mathbf{f}$ uniformly at random we are interested in the fraction of functions that are consistent with the input-output pairs ( $\mathbf{M}, \mathbf{Z}$ ) among all functions. Note however, that we only care about $\kappa$ evaluations of $\mathbf{f}$ and all the details of those future evaluations are implicitly simplified in this fraction. This simplification allows us to focus only on the part of the function table corresponding to the few evaluations made in $q$ queries and that is exactly $\nabla$-c. The summing over nabla configurations $\nabla$-c corresponds to different values of the function table that are still consistent with ( $\mathbf{M}, \mathbf{Z}$ ).

The probability $\mathbb{P}\left[\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right) \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)}\left(\mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}}\right)\right]$ equals either $\frac{1}{|\mathcal{A}| \cdot \mathcal{C} \mid}$ or 1 or 0 : If the internal function is queried on a "fresh" input, it outputs any value with uniform probability. If on the other hand it is queried on the same input for the second time, it outputs the value it has output before with probability 1 . One might think that the proof is finished, $\mathbf{p}(\lambda)=\sum_{i} \mathbf{w}_{i}(\lambda)$, where $\mathbf{w}_{i}$ are monomials in $\lambda$ of degree up to $\kappa+q$. There is one problem with that reasoning, namely that the sum limits depend on the variable $\lambda$. Up until now we have shown that $\mathbf{p}(\lambda)=\sum_{i=1}^{\mathbf{v}(1 / \lambda)} \mathbf{w}_{i}(\lambda)$, where $\mathbf{v}$ is another polynomial. Even for $\mathbf{v}=\mathbf{i d}$ (the identity function) the degree of $\mathbf{p}$ is different from the maximal degree of $\mathbf{w}_{i}$. This means that we have to analyze the expression derived in Equation (4.40) in more detail. To this end, we add more structure to $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ which will make it easier to count the number of values that the intermediate states can assume, i.e. the number of nabla configurations $\nabla$ - $\mathbf{c}$ in $\nabla$ - $\mathbf{C}(\mathrm{M}, \mathrm{Z})$.

### 4.5.2 Unique and non-unique states

The goal of this section is to evaluate
$\mathbb{P}\left[\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right) \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right)\langle(i, j)}\left(\mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}}\right)\right]$ for any $\nabla$-c and any $(\mathbf{M}, \mathbf{Z})$. We approach this problem by recognizing which states in a particular $\nabla$-c are
fed to $f$ once and which are repeated. We define an algorithm that includes the information about uniqueness of the intermediate states in $\nabla$-c. The notion of uniqueness is derived relative to the events we condition on in Equation (4.40), that is why we took special care of the order in which we use the chain rule.

In this section we introduce two algorithms Prep and Flag-Assign. The former is an auxiliary algorithm that prepares the array $\nabla$ - $\mathbf{c}$ for further analysis. The latter algorithm assigns flags to states in $\nabla$-c. Flags signify if a state appears once or more in the array. We use an algorithmic definition to explicitly show every step of the procedure.

Algorithm 4.1 takes as input an array $\nabla$ - $\mathbf{c}$ and groups its elements according to the value input to f . An important detail is the sorting rule among states with the same " $\oplus$ "-state value; we use the order defined in Equation (4.39). The output of Algorithm 4.1 $\operatorname{Prep}(\nabla-\mathrm{c})$ is a vector (1-dimensional matrix), to access its $l$-th element we write $\nabla$ - $c_{l}$.

```
Algorithm 4.1 Prep
    input: \(\nabla\)-c for \((\mathbf{M}, \mathbf{Z})\)
    output: \(\widetilde{\nabla-c}\)
    \(\widetilde{\nabla-\mathbf{c}}:=\nabla\)-c, append three work spaces to each element of \(\widetilde{\nabla-\mathbf{c}}\)
    for all \(1 \leq i \leq q, 1 \leq j \leq k_{i}-1\) do
        \(\widetilde{\nabla-\mathbf{c}_{j}}=\left(\nabla-\mathbf{c}_{j}^{i}\right.\), index, \(\oplus\)-state, image \():=\left(\nabla-\mathbf{c}_{j}^{i},(i, j), S_{j \oplus}^{i}, S_{j+1}^{i}\right)\)
    Sort \(\widetilde{\nabla-c}\) primarily according to the third entry and secondarily according
    to the second entry (using the order defined in Equation (4.39)).
    return \(\widetilde{\nabla-c}\)
```

The main contribution of this subsection is Algorithm 4.2 which adds to each $\nabla$-c information about the repetitions of the internal states. Running Prep groups the state values. The next step is to assign specific flags to states that are first (according to a specified rule) in each group. To each $S_{j \oplus}^{i}$ we will assign a flag, $\mathbf{u}$ for unique states, $n$ for non-unique states, and f for states that appear twice or more in total but from our perspective it is their first appearance. The output of Algorithm 4.2 is Flag-Assign $(\nabla-\mathbf{c})=\nabla$-cf ("nabla configuration with flags") and $\forall i, j: \nabla-\mathbf{c f}_{j}^{i}=\left({ }^{\mathbb{E}} \nabla-\mathbf{c}_{j}^{i}, S\right)$, where the first register is the whole state between evaluations together with the assigned flag $\overline{\mathrm{F}} \in\{\mathbf{u}, \mathbf{\underline { f }}, \mathbf{n}\}$ of $\mathbf{f}$ and $S$ is the corresponding image. To refer to the $l$-th register of $\nabla-\mathbf{c}_{j}^{i}$ we write $\nabla-\mathbf{c}_{j}^{i}(l)$. Flag $f$ is important when discussing the relative position of unique flags (u) or f) in the array of $\nabla$-cf. In the end of this section and in the beginning of the next section we are not going to need this distinction but it will become important when analyzing the final probability expression.

Let us define a simple function acting on elements of arrays $\nabla$-cf output by

```
Algorithm 4.2 Flag-Assign
    input: \(\nabla\)-c for (M, Z)
    output: \(\nabla\)-cf
    \(\nabla-\mathbf{c f}=\emptyset\)
    \(\widetilde{\nabla-c}:=\operatorname{Prep}(\nabla-\mathbf{c})\)
    Set counter \(l:=1\)
    while \(l \leq|\widetilde{\nabla-c}|=\kappa+q\) do
        Set counter \(i:=1 \quad \triangleright\) the number of states with the same value
        while \(\widetilde{\nabla-\mathbf{c}_{l+i}}(3)=\widetilde{\nabla-\mathbf{c}_{l}}(3)\) do
            \(i:=i+1\)
        if \(i=1\) then
            \(\binom{\bar{S} \bar{S}_{\oplus}}{\hat{S}}:=\widetilde{\nabla-\mathbf{c}_{l}}(1)\), append \(\binom{\bar{S}\) 四 \(\bar{S}_{\oplus}}{\) 凹 \(\left.\hat{S}}, \widetilde{\nabla-\mathbf{c}_{l}}(2), \widetilde{\nabla-\mathbf{c}_{l}}(4)\right)\) to \(\nabla\)-cf \(\triangleright\)
    state with the same value and a flag, indices, image
        \(\left(i^{\prime}, j^{\prime}\right):=\widetilde{\nabla-\mathbf{c}_{l}}(2)\)
        if \(i>1\) then
            \(\binom{\bar{S} \bar{S}_{\oplus}}{\hat{S}}:=\widetilde{\nabla-\mathbf{c}_{l}}(1)\), append \(\left(\binom{\bar{S}{ }^{\ddagger} \bar{S}_{\oplus}^{\oplus}}{{ }_{\mathrm{f}} \hat{S}^{\prime}}, \widetilde{\nabla-\mathbf{c}_{l}}(2), \widetilde{\nabla-\mathbf{c}_{l}}(4)\right)\) to \(\nabla\)-cf
            for \(j=1,2, \ldots, i-1\) do
                \(\binom{\bar{S} \bar{S}_{\oplus}}{\hat{S}}:=\widetilde{\nabla-\mathbf{c}_{l}}(1)\), append \(\left.\binom{\bar{S}{ }^{\mathrm{m}} \bar{S}_{\oplus}}{\mathrm{m} \hat{S}}, \widetilde{\nabla-\mathbf{c}_{l}}(2), \widetilde{\nabla-\mathbf{c}_{l}}(4)\right)\) to
    \(\nabla\)-cf
        \(l:=l+i\)
    Make a 2-dimensional array out of \(\nabla\)-cf according to the second entry in a
    standard left-to-right order \(\left((i, j) \prec_{\text {l-r }}\left(i^{\prime}, j^{\prime}\right) \Leftrightarrow\left(i<i^{\prime}\right) \vee\left(i=i^{\prime} \wedge j<j^{\prime}\right)\right)\),
    delete the second entry of \(\nabla\)-cf \(\quad \triangleright \nabla-\mathbf{c f}{ }_{j}^{i}=\) (state with a flag, image)
    return \(\nabla\)-cf
```

Flag-Assign. Flag : $\{\mathbf{u}, \mathbf{f}, \underline{\mathbf{n}}\} \times\left(\mathcal{A}^{2} \times \mathcal{C}\right) \times(\mathcal{A} \times \mathcal{C}) \rightarrow\{\mathbf{u}, \underline{\mathbf{u}}, \underline{\underline{n}}\}$,

$$
\operatorname{FLAG}\left(\nabla-\mathbf{c f}_{j}^{i}\right)=\operatorname{FLAG}\left(\left(\begin{array}{c}
\bar{S}_{j}^{i}{ }^{\mathbb{E}} \bar{S}_{j \oplus}^{i}  \tag{4.41}\\
{ }_{\mathrm{E}}^{2} \\
\hat{S}_{j}^{i}
\end{array}\right), S\right):=\mathrm{F} .
$$

One can think about this function as a projection to the flag assigned to the triple. The transition probabilities in Equation (4.40) depend on the flags we assigned to states in $\nabla$-c. We have that

$$
\begin{align*}
& \operatorname{FLAG}\left(\nabla-\mathbf{c} \mathbf{f}_{j}^{i}\right) \in\{\mathbf{u}, \mathbf{f}\} \\
& \Rightarrow \mathbb{P}\left[\mathbf{f}\left((\boxed{\lfloor } \vee \mathbb{f}) S_{j \oplus}^{i}\right)=S \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)}\left(\mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}}\right)\right]=\frac{1}{|\mathcal{A}| \cdot|\mathcal{C}|},  \tag{4.42}\\
& \operatorname{FLAG}\left(\nabla-\mathbf{c} \mathbf{f}_{j}^{i}\right)=\mathbf{n}
\end{align*}
$$

$$
\Rightarrow \mathbb{P}\left[\mathbf{f}\left({ }^{\boxed{@}} S_{j \oplus}^{i}\right)=S \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)}\left(\mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}}\right)\right]= \begin{cases}1 & \text { if } S=\nabla-\mathbf{c f}_{j}^{i}(2)  \tag{4.43}\\ 0 & \text { otherwise }\end{cases}
$$

### 4.5.3 Cardinality of $\nabla-\mathrm{C}(\mathrm{M}, \mathrm{Z})$

In this section we evaluate the number of intermediate states that give $\left(\forall i \in[q]: \operatorname{Spongef}_{\mathbf{f}}\left(\mathbf{M}^{i}, \ell_{i}\right)=\mathbf{Z}^{i}\right)$. First we impose the constraint of $\mathbf{f}$ being a function. Then we want to calculate the product of probabilities in Equation (4.40). It depends on the number of unique states in $\nabla$-c so we divide the set of possible states into subsets with the same number of states with the flag $\mathbf{u}$ or $f$. The next steps involve further divisions of $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$.

In the process of calculating the conditional probabilities in Equation (4.40) we included in each state in $\nabla$-c the image it should have under f . The set $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ does however contain states that would violate the constraint of $\mathbf{f}$ being a function-i.e. assign two or more distinct outputs to a single input. The first step to calculate the cardinality of $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ is to exclude $\nabla$ - $\mathbf{c}$ that do not fulfill this requirement. The set of states that should be taken into consideration is defined below, we denote this set by $\mathbf{p - \nabla - C F}(\mathbf{M}, \mathbf{Z})$ ( $p$ emphasizes the fact that f is a proper function).
Definition 4.8 ( $\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}))$. The set of nabla configurations $\nabla$-c for $(\mathbf{M}, \mathbf{Z})$ with flags and a proper function $\mathbf{f}$ is a set of arrays of size specified by $(\mathbf{M}, \mathbf{Z})$. $\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}) \subset\left(\left(\{\mathbf{u}, \mathbf{f}, \mathbf{n}\} \times \mathcal{A}^{2} \times \mathcal{C}\right) \times(\mathcal{A} \times \mathcal{C})\right)^{\kappa+q}$, the set is defined in two steps, first we define the set of $\nabla$-cf that are output by Flag-Assign,

$$
\begin{equation*}
\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}):=\left\{\nabla-\mathbf{c f}: \exists \nabla-\mathbf{c}_{0} \in \nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z}), \nabla-\mathbf{c f}=\operatorname{Flag}-\operatorname{Assign}\left(\nabla-\mathbf{c}_{0}\right)\right\} \tag{4.44}
\end{equation*}
$$

We define $\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})$ by the following constraints on $\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})$ :

$$
\begin{equation*}
\forall S_{j}^{i} \in \nabla-\mathbf{c f}, \forall j>1: S_{j}^{i}=\nabla-\mathbf{c} \mathbf{f}_{j-1}^{i}(2) . \tag{4.45}
\end{equation*}
$$

The formal definition reads

$$
\begin{equation*}
\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}):=\{\nabla-\mathbf{c f} \in \nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}): \nabla \text {-cf fulfills constraints }(4.45)\} \tag{4.46}
\end{equation*}
$$

One may think about $\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})$ as follows, first we consider $\nabla$ - $\mathbf{c}$ : an array of states. The collection of all those arrays-with the exception of those that do not fulfill constraints (4.31) -is denoted by $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$. On each $\nabla-\mathbf{c} \in$ $\nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})$ we run the algorithm Flag-Assign, getting a collection of $\nabla$-cfdenoted by $\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})$. Now we discard all those $\nabla$-cf that do no fulfill constraints (4.45). The collection we are left with is denoted by $\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})$. We have the following relations between sets:

$$
\begin{equation*}
\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})(1) \stackrel{\text { omitting the flags }}{\simeq} \nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z}) \tag{4.47}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{p}-\nabla-\mathrm{CF}(\mathrm{M}, \mathbf{Z}) \subset \nabla-\mathrm{CF}(\mathrm{M}, \mathbf{Z}) \tag{4.48}
\end{equation*}
$$

Each $\mathbf{p}-\nabla-\mathbf{c f} \in \mathrm{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})$ has some number of unique states: with flag $\mathbf{u}$ or f . Let us denote this number by $\bar{u}$. Equation (4.42) implies that no matter in what configurations the unique states are, the product of probabilities in Equation (4.40) is the same. Hence the first division of $\mathbf{p}-\nabla-\mathbf{C F}(\mathrm{M}, \mathbf{Z})$ is in terms of the total number of unique states. We denote the state with a fixed number $\bar{u}$ by $\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}, \bar{u})$, we have that

$$
\begin{equation*}
\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})=\bigcup_{\bar{u}=1}^{\kappa} \mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}, \bar{u}) . \tag{4.49}
\end{equation*}
$$

The product in Equation (4.40) for $\mathbf{p}-\nabla-\mathbf{c f} \in \mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}, \bar{u})$ evaluates to

$$
\begin{equation*}
\prod_{(i, j)=(1,1)}^{\left(q, k_{q}-1\right)} \mathbb{P}\left[\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right) \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)}\left(\mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}}\right)\right]=\left(\frac{1}{|\mathcal{A}| \cdot|\mathcal{C}|}\right)^{\bar{u}} \tag{4.50}
\end{equation*}
$$

where all states $\mathbf{p}-\nabla$ - $\mathbf{c f}$ are in $\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}, \bar{u})$.
We have to work a bit more to calculate the total number of states. The number of possibilities in which a single transition event can be realized depends both on the input and on the output. For that reason we need to specify the configuration of flags in more detail, not just by the total number of unique states. Let us denote a transition event from a unique state to a unique state by $\left(\mathbf{f}\left(\llbracket^{(\llbracket \vee f)} S_{\oplus}\right)=(\llbracket \vee \mathbb{f}) S\right.$ ) and similarly for other flags. The flag of the output is defined by the XORed message symbol or the output symbol. Before we go into details of the analysis of the structure of $\mathrm{p}-\nabla-\mathrm{CF}(\mathrm{M}, \mathbf{Z})$, we list the intuitive principles of counting the output states depending on the input and output states:
(a) $\left(\mathbf{f}\left((\llbracket \vee f) S_{\oplus}\right)=(\llbracket \vee f) S\right)$-the only constraint is that the output cannot be the same as any on the previous unique states, the number of possible output values is at most $|\mathcal{A}| \cdot|\mathcal{C}|$ (in the absorbing phase) or $|\mathcal{C}|$ (in the squeezing phase) and can be smaller by at most $\kappa$,
(b) $\left(\mathbf{f}\left((\llbracket \vee f) S_{\oplus}\right)={ }^{\llbracket} S\right)$-the output has to be in the set of outputs of states with the flag f , the number of possible output values is at most $\kappa$,
(c) $\left(\mathbf{f}\left({ }^{\left({ }^{( }\right.} S_{\oplus}\right)={ }^{(\llbracket \vee \vee \vee \vee)} S\right)$-the output is defined by the image memorized in the second entry of the state, the number of possible output values $=1$.

The actual numbers in the above guidelines can be calculated precisely but they depend on the actual case we deal with.

To properly treat the transition events we need to keep track of not only the total number of unique states but also the number of truly unique u states. We denote the latter by $u$ and the set with those numbers fixed by $\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}, \bar{u}, u)$. In the above paragraph we also noticed that we should include in our considerations the number of unique states in different phases of Sponge. The number of states with the flag $\mathbf{u}$ in the absorbing phase is denoted by $u_{\text {abs. }}$. Note that we are addressing all $q$ absorbing phases so we take into account flags of all states with indices $(i, j)$ in $\left\{\left(i^{\prime}, j^{\prime}\right)\right\}_{i^{\prime} \in\{1, \ldots, q\}, j^{\prime} \in\left\{1, \ldots,\left|\mathbf{M}^{i^{\prime}}\right|\right\}}$. The number of states with the flag $\mathbf{u}$ in the squeezing phase is denoted by $u_{\text {squ }}$ and we take into account states with indices $(i, j)$ in the set $\left\{\left(i^{\prime}, j^{\prime}\right)\right\}_{i^{\prime} \in\{1, \ldots, q\}, j^{\prime} \in\left\{\left|\mathbf{M}^{i^{\prime}}\right|+1, \ldots, k_{i^{\prime}}-1\right\}}$. Similarly the total number of unique states is denoted by $\bar{u}_{\text {abs }}$ and $\bar{u}_{\text {squ }}$.

Next we fix particular placements of flags in the arrays
$\mathbf{p}-\nabla-\mathbf{c f} \in \mathbf{p}-\nabla-\mathbf{C F}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\text {abs }}, u_{\text {abs }}, \bar{u}_{\text {squ }}, u_{\text {squ }}\right)$. We no longer need to keep $u$ and $\bar{u}$ explicit as $u=u_{\text {abs }}+u_{\text {squ }}$ and $\bar{u}=\bar{u}_{\text {abs }}+\bar{u}_{\text {squ }}$. Let us define a placement $P$ for $(\mathbf{M}, \mathbf{Z})$ as an array of flags $\mathrm{F} \in\{\mathbf{u}, \mathbf{f}, \mathbf{n}\}$ with its dimensions determined by $(\mathbf{M}, \mathbf{Z})$ in the same way as for nabla configurations $\nabla$-c. The set of placements $\mathcal{P}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\text {abs }}, u_{\text {abs }}, \bar{u}_{\text {squ }}, u_{\text {squ }}\right)$ is defined as the set of all placements $P$ encountered in elements of $\mathbf{p}-\nabla-\mathbf{C F}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\text {abs }}, u_{\text {abs }}, \bar{u}_{\text {squ }}, u_{\text {squ }}\right)$. We are going to write $\mathrm{FLAG}_{\mathrm{L}}\left(P_{j}^{i}\right)$ to determine the flag in the position $(i, j)$ in placement $P$. For each $P$ we are able to calculate the size of $\mathbf{p - \nabla - C F}(\mathbf{M}, \mathbf{Z}, P)$, we no longer add $\bar{u}_{\text {abs }}$ and other parameters as they are already included in $P$. Before we define the algorithm performing this calculation we need to bound the number of different placements.

Let us assume for a moment that $(\mathbf{M}, \mathbf{Z})$ restrains only the size of $\mathbf{p}-\nabla$-cf and not the values of the states. If there were no constraints coming from the workings of Flag-Assign then unique states would be distributed in all combinations of picking $\bar{u}_{\text {abs }}$ elements among states in absorbing phases. Additionally, we also want to take into account combinations of $u_{\text {abs }}$ elements among the $\bar{u}_{\text {abs }}$ flags. Let us recapitulate: first we distribute $\bar{u}_{\text {abs }}$ flags (without specifying whether they are $\bar{u}$ or $f$ ) and then assign them concrete values ( $\overline{\mathbf{u}}$ or $f$ ). The total number of state-triples in the absorbing phases of $\mathbf{p}-\nabla$ - $\mathbf{c f}$ is $\mu:=\sum_{i=1}^{q}\left|\mathbf{M}^{i}\right|$. The number of possibilities for the first step is $\binom{\mu}{\bar{u}_{\text {abs }}}$ and the second step is $\binom{\bar{u}_{\text {abs }}}{u_{\text {abs }}}$. The total number of possibilities of placing the unique flags in absorbing phases is $\binom{\mu}{\bar{u}_{\text {abs }}} \cdot\binom{\bar{u}_{\text {abs }}}{u_{\text {abs }}}$.

The problem of distributing unique states in squeezing phases is the same as in absorbing phases. The total number of state-triples with flags in the squeezing phases of $\mathbf{p}-\nabla$-cf is $\zeta:=\sum_{i=1}^{q}\left(\left|\mathbf{Z}^{i}\right|-1\right)$. The number of placements is $\binom{\zeta}{\bar{u}_{\text {squ }}}$. We also need to multiply this result by the number of placements of states with flag $\mathbf{u}$ among all unique states.

The two calculations above bring us to the conclusion that our analysis is
sufficiently detailed; we have identified and taken into account all parts of $\left(\forall i \in[q]: \operatorname{Sponge}_{\mathbf{f}}\left(\mathbf{M}^{i}, \ell_{i}\right)=\mathbf{Z}^{i}\right)$ that depend on $|\mathcal{C}|$. In summary we divided $\mathrm{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})$ into a small (relatively to $|\mathcal{C}|$ ) number of subsets whose size we can actually calculate. The last result assures that even though we do not formally describe the structure of the last level of division of $\mathbf{p - \nabla - C F}(\mathbf{M}, \mathbf{Z})$, the number of possibilities of next divisions does not depend on $|\mathcal{C}|$. So we have that

$$
\begin{align*}
\left|\mathcal{P}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\mathrm{abs}}, u_{\mathrm{abs}}, \bar{u}_{\mathrm{squ}}, u_{\mathrm{squ}}\right)\right| & \leq\binom{\mu}{\bar{u}_{\mathrm{abs}}}\binom{\bar{u}_{\mathrm{abs}}}{u_{\mathrm{abs}}} \cdot\binom{\zeta}{\bar{u}_{\text {squ }}}\binom{\bar{u}_{\text {squ }}}{u_{\text {squ }}}  \tag{4.51}\\
& \leq\binom{\mu}{\mu / 2}^{2}\binom{\zeta}{\zeta / 2}^{2} \leq\binom{\kappa}{\kappa / 2}^{4} \leq \kappa^{4 \kappa} \tag{4.52}
\end{align*}
$$

Our assumption is that $\kappa$ is fixed so the number of placements is independent of $|\mathcal{C}|$. Note that we can compute $\left|\mathcal{P}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\text {abs }}, u_{\text {abs }}, \bar{u}_{\text {squ }}, u_{\text {squ }}\right)\right|$ for fixed parameters and the above inequality just shows that irrespective of the exact value of the calculation the number of placements does not depend on $|\mathcal{C}|$ and is relatively small.

Let us define a function that helps us accommodate for the fact that some subsets of $\mathbf{p - \nabla - C F}(\mathbf{M}, \mathbf{Z})$ are empty for some specific ( $\mathbf{M}, \mathbf{Z}$ ):

$$
\boldsymbol{\delta}(\mathbf{M}, \mathbf{Z}, P):=\left\{\begin{array}{l}
1 \text { if } \mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}, P) \neq \emptyset  \tag{4.53}\\
0 \text { otherwise }
\end{array}\right.
$$

In what follows we leave out the input to $\boldsymbol{\delta}$, as it can be inferred from context. For example $\boldsymbol{\delta}$ evaluates to 0 if the input includes $\bar{u}_{\text {abs }}=\mu$ and the first block of the input messages is not always different.

The last division we make is done be characterizing uniqueness of outer and inner parts of states. This step is done to get the precise and correct result, but the high-level explanation and an approximation of the output of CALC is already captured by principle (a). We have not captured this situation in detail in our example proof because it becomes important only if longer outputs are present. Here we explain the procedure of including the necessary details.

The main detail we add is assigning flags to outer and inner parts of states individually. We introduce those flags only now to keep the proof as clear as possible; technically to include the additional flags we modify the algorithm Flag-Assign in such a way that it runs over a configuration $\nabla$ - $\mathbf{c}$ two additional times but acting solely on outer states and inner states. Those two additional runs assign the same flags as the original one but corresponding to just one of the parts of $S_{\oplus}$ states. The rest of the discussion after applying Flag-Assign is unchanged and depends only on flags of the full states.

When discussing placements, note that a unique state (u or f) can consist of a unique outer state and a unique inner state but also of a non-unique outer state
and a unique inner state or vice versa. After we assign a particular placement $P \in \mathcal{P}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\text {abs }}, u_{\text {abs }}, \bar{u}_{\text {squ }}, u_{\text {squ }}\right)$ there are still many possibilities of arranging outer and inner states flags. There are exactly three possibilities every unique state can be arranged in: $\binom{\mathbf{u} \vee f}{\mathbf{u} \vee f},\binom{\mathbf{u} \vee f}{\underline{n}}$, and $\binom{\underline{n}}{\underline{\mathbf{u}} \vee f}$, where we symbolize a state $S_{\oplus}$ by a column vector with flags assigned to its outer state in the first row and inner state in the second row. Hence, for every placement $P$ we have $3^{\bar{u}_{\text {abs }}} \bar{u}_{\text {squ }}$ placements of the outer and inner states flags. We are going to mark the fact that we have included those additional details into placements by adding a star to the set of placements $P \in \mathcal{P}^{*}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\text {abs }}, u_{\text {abs }}, \bar{u}_{\text {squ }}, u_{\text {squ }}\right)$. We have that

$$
\begin{equation*}
\left|\mathcal{P}^{*}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\mathrm{abs}}, u_{\mathrm{abs}}, \bar{u}_{\mathrm{squ}}, u_{\mathrm{squ}}\right)\right| \leq \kappa^{4 \kappa} \cdot 3^{\bar{u}_{\mathrm{abs}}+\bar{u}_{\text {squ }}} \tag{4.54}
\end{equation*}
$$

We also write $\operatorname{Flag}\left(\bar{P}_{j}^{i}\right)$ and $\operatorname{Flag}\left(\hat{P}_{j}^{i}\right)$ to access the flag of the outer and inner part of $P_{j}^{i}$ respectively.

Algorithm 4.3 below shows the algorithm CALC that outputs the number of different $\mathbf{p}-\nabla-\mathbf{c f} \in \mathbf{p}-\nabla-\mathbf{C F}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\text {abs }}, u_{\text {abs }}, \bar{u}_{\text {squ }}, u_{\text {squ }}\right)$ for some given placement $P \in \mathcal{P}^{*}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\mathrm{abs}}, u_{\mathrm{abs}}, \bar{u}_{\mathrm{squ}}, u_{\mathrm{squ}}\right)$. To capture the fact that the number of possible values a unique state can have depends on the number of unique states with already assigned values we define the following sets. For unique outer states we have

$$
\begin{align*}
\overline{\mathbf{u}}_{\text {prev }}(P, i, j): & =\left|\left\{P_{j^{\prime}}^{i^{\prime}}:\left(i^{\prime}, j^{\prime}\right) \prec(i, j) \wedge \operatorname{FLAG}\left(\bar{P}_{j^{\prime}}^{i^{\prime}}\right) \in\{\mathbf{u}, \mathbf{f}\}\right\}\right|,  \tag{4.55}\\
\overline{\mathbf{u}}_{\text {prev }}^{\mathrm{f}}(P, i, j) & :=\left|\left\{P_{j^{\prime}}^{i^{\prime}}:\left(i^{\prime}, j^{\prime}\right) \prec(i, j) \wedge \operatorname{FLAG}\left(\bar{P}_{j^{\prime}}^{i^{\prime}}\right)=\overline{\mathrm{f}}\right\}\right| . \tag{4.56}
\end{align*}
$$

For unique inner states we have

$$
\begin{align*}
& \hat{\mathbf{u}}_{\text {prev }}(P, i, j):=\left|\left\{P_{j^{\prime}}^{i^{\prime}}:\left(i^{\prime}, j^{\prime}\right) \prec(i, j) \wedge \operatorname{FLAG}\left(\hat{P}_{j^{\prime}}^{i^{\prime}}\right) \in\{\underline{\mathbf{u}}, \mathbf{f}\}\right\}\right|,  \tag{4.57}\\
& \hat{\mathbf{u}}_{\text {prev }}^{f}(P, i, j):=\left|\left\{P_{j^{\prime}}^{i^{\prime}}:\left(i^{\prime}, j^{\prime}\right) \prec(i, j) \wedge \operatorname{FLAG}\left(\hat{P}_{j^{\prime}}^{i^{\prime}}\right)=\widehat{\mathfrak{f}}\right\}\right| . \tag{4.58}
\end{align*}
$$

Note that all of the above quantities (4.55, 4.56, 4.57, 4.58) are bounded by

$$
\begin{equation*}
1 \leq \overline{\mathbf{u}}_{\text {prev }}(P, i, j), \hat{\mathbf{u}}_{\text {prev }}(P, i, j), \overline{\mathbf{u}}_{\text {prev }}^{\mathrm{f}}(P, i, j), \hat{\mathbf{u}}_{\text {prev }}^{\mathrm{f}}(P, i, j) \leq \bar{u}_{\text {abs }}+\bar{u}_{\text {squ }} \leq \kappa . \tag{4.59}
\end{equation*}
$$

In the algorithm we also use N-Possibilities which is the number of possibilities in which one can assign values to non-unique states in a nabla configuration. N-Possibilities is bounded by $\kappa^{\kappa}$, in the discussion proceeding Equation (4.64) we present its detailed derivation:

Let us consider the problem of assigning values to the non-unique states given some placement $P$. Let us denote the number of non-unique flags $n$ by $n$ and the number of "first" non-unique states with flags $f$ by $f$. We are going to

```
Algorithm 4.3 CALC
    input: \(P \in \mathcal{P}^{*}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\text {abs }}, u_{\text {abs }}, \bar{u}_{\text {squ }}, u_{\text {squ }}\right)\)
    output: \(\alpha \in \mathbb{N}\), cardinality of the set \(\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}, P)\)
    \(\alpha:=1\)
    for \(j=1, \ldots, k_{i}-2, i=1, \ldots, q\) do
        if \(j<\left|\mathbf{M}^{i}\right|\) and \(\operatorname{FLAG}\left(P_{j}^{i}\right) \in\{\mathbf{u}, \mathbf{f}\}\) then \(\quad \triangleright\) Absorbing phases
            if \(\operatorname{Flag}\left(P_{j+1}^{i}\right) \in\{\mathbf{u}, \mathbf{f}\}\) then
                    if \(\operatorname{Flag}\left(\bar{P}_{j+1}^{i}\right) \in\{\mathbf{u}, \mathbf{f}\}\) and \(\operatorname{Flag}\left(\hat{P}_{j+1}^{i}\right) \in\{\mathbf{u}, \mathbf{f}\}\) then
                                \(\alpha=\alpha \cdot\left(|\mathcal{A}|-\overline{\mathbf{u}}_{\text {prev }}(P, i, j+1)\right) \cdot\left(|\mathcal{C}|-\hat{\mathbf{u}}_{\text {prev }}(P, i, j+1)\right)\)
                if \(\operatorname{Flag}\left(\bar{P}_{j+1}^{i}\right) \in\{\mathbf{u}, \mathbf{f}\}\) and \(\operatorname{Flag}\left(\hat{P}_{j+1}^{i}\right)=\mathbf{n}\) then
                    \(\alpha=\alpha \cdot\left(|\mathcal{A}|-\overline{\mathbf{u}}_{\text {prev }}(P, i, j+1)\right) \cdot \hat{\mathbf{u}}_{\text {prev }}^{\mathrm{f}}(P, i, j+1)\)
                    if \(\operatorname{Flag}\left(\bar{P}_{j+1}^{i}\right)=\mathbf{n}\) and \(\operatorname{FLag}\left(\hat{P}_{j+1}^{i}\right) \in\{\mathbf{u}, \mathbf{f}\}\) then
                \(\alpha=\alpha \cdot \overline{\mathbf{u}}_{\text {prev }}^{\mathrm{f}}(P, i, j+1) \cdot\left(|\mathcal{C}|-\hat{\mathbf{u}}_{\text {prev }}(P, i, j+1)\right)\)
        if \(j \geq\left|\mathbf{M}^{i}\right|\) and \(\operatorname{FLAG}\left(P_{j}^{i}\right) \in\{\underline{\mathbf{u}}, \mathbf{f}\}\) then \(\quad \triangleright\) Squeezing phases
            if \(\operatorname{FLaG}\left(P_{j+1}^{i}\right) \in\{\mathbf{u}, \mathbf{f}\}\) then
            if \(\operatorname{FLAG}\left(\hat{P}_{j+1}^{i}\right) \in\{\mathbf{u}, \mathbf{f}\}\) then
                                    \(\alpha=\alpha \cdot\left(|\mathcal{C}|-\hat{\mathbf{u}}_{\text {prev }}(P, i, j+1)\right)\)
            if \(\operatorname{Flag}\left(\hat{P}_{j+1}^{i}\right)=\mathbf{n}\) then
                                    \(\alpha=\alpha \cdot \hat{\mathbf{u}}_{\text {prev }}^{\mathrm{f}}(P, i, j+1)\)
    for \(i=1, \ldots, q, j=k_{i}-1\) do
        if \(\operatorname{Flag}\left(P_{j}^{i}\right) \in\{\mathbf{u}, \mathbf{f}\}\) then
            \(\alpha=\alpha \cdot|\mathcal{C}| \cdot|\mathcal{A}|^{\left|\mathbf{Z}^{i}\right|}\)
    \(\alpha=\alpha \cdot \mathrm{N}-\operatorname{Possibilities}\left(\kappa-\bar{u}_{\text {abs }}-\bar{u}_{\text {squ }}, \bar{u}_{\text {abs }}+\bar{u}_{\text {squ }}-u_{\text {abs }}-u_{\text {squ }}, P\right)\)
    return \(\alpha \cdot \boldsymbol{\delta}(\mathbf{M}, \mathbf{Z}, P)\)
```

analyze the combinatorial problem of assigning $n$ objects to $\mathbf{f}$ classes in a way that each class is assigned at least one object. Objects in a single class are indistinguishable but are distinguishable between different classes. For example three objects that we divide among two classes putting one object in the first class and two in the second can be assigned in three ways: we put into the first class the first object or the second object or the third. The objects are indistinguishable and we only count once the situation when the two objects that are in class two can be in one order or another. The number of permutations in such a problem in the general case of $n$ objects and $\mathbf{f}$ classes is given by

$$
\begin{equation*}
\boldsymbol{\pi}\left(n ; n_{1}, n_{2}, \ldots, n_{f}\right)=\left(\frac{n!}{n_{1}!n_{2}!\cdots n_{f}!}\right) . \tag{4.60}
\end{equation*}
$$

Note that the above formula requires that we specify the occupation of classes. These occupation numbers are not fixed by the placement $P$ so we also need to analyze these occupation numbers. The occupations of the classes are defined by the possible distribution of objects among different classes. Let us define the set of possible distributions:

$$
\begin{equation*}
\mathcal{D}(n, f):=\left\{\left(n_{1}, n_{2}, \ldots, n_{f}\right) \in \mathbb{N}^{f}: \forall i \in[f], n_{i} \geq 1, n_{1}+n_{2}+\cdots+n_{f}=n\right\} \tag{4.61}
\end{equation*}
$$

There is one more detail we need to add to properly count all possible assignments of non-unique states; repeated values of each different $f$ appear in $P$ only after the initial unique state. Let us denote by $\Pi_{\text {class-ind }}\left(n ; n_{1}, n_{2}, \ldots, n_{f}\right)$ the set of permutations with classes of indistinguishable objects, enumerated by $\boldsymbol{\pi}\left(n ; n_{1}, n_{2}, \ldots, n_{f}\right)$. We need to implement the requirement coming from the nature of working of Flag-Assign. The set of permutations after including this constraint is

$$
\begin{equation*}
\Pi\left(P, n ; n_{1}, n_{2}, \ldots, n_{f}\right):=\left\{\pi \in \Pi_{\text {class-ind }}\left(n ; n_{1}, n_{2}, \ldots, n_{f}\right) \mid\right. \tag{4.62}
\end{equation*}
$$

there are no objects in class $i$ prior to the $i$-th state according to $P\}$.
Eventually we count the number of possible assignments of values of nonunique states:

$$
\begin{equation*}
\operatorname{N-Possibilities~}(n, f, P):=\sum_{\left(n_{1}, n_{2}, \ldots, n_{f}\right) \in \mathcal{D}(n, f)}\left|\Pi\left(P, n ; n_{1}, n_{2}, \ldots, n_{f}\right)\right| \tag{4.63}
\end{equation*}
$$

The most crucial observation of this subsection is that the number of possible assignments does not depend on $|\mathcal{C}|$ and

$$
\begin{equation*}
\mathrm{N} \text {-Possibilities }(n, f, P) \leq f^{n} \tag{4.64}
\end{equation*}
$$

The above is a trivial bound found by ignoring all structure and only counting the total number of possibilities to put one of $\mathbf{f}$ values in every of the $n$ places.

Thanks to the additional details we get the precise form of the expression $\mathbf{p}$.

### 4.5.4 Final expression

In the previous subsections we formalized algorithms that help us analyze the expression in Equation (4.40). First we introduced Flag-Assign that analyzes $\nabla$-c from the perspective of having the same input to $f$ multiple times. Then we defined Calc that counts the arrays of states that fulfill a given set of constraints, the number and arrangement of unique states. The final part of the proof of Lemma 4.3 is to use those algorithms to show that $\mathbf{p}\left(|\mathcal{C}|^{-1}\right)$ is of the claimed form. We start by formally writing down the expression in terms of divisions of $\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})$ we introduced and the outputs of Calc. Next we identify crucial elements of the sum that lead to the claim of the lemma, showing the maximal degree of $|\mathcal{C}|^{-1}$ in the expression $\mathbf{p}(\lambda)$.

In the previous sections we showed that

$$
\begin{align*}
& \mathbf{p}\left(|\mathcal{C}|^{-1}\right)=\sum_{\nabla-\mathbf{c} \in \nabla-\mathbf{C}(\mathbf{M}, \mathbf{Z})} \\
& \prod_{(i, j)=(1,1)}^{\left(q, k_{q}-1\right)} \mathbb{P}\left[\left.\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right)\right|_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)}\left(\mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}}\right)\right]  \tag{4.65}\\
& =\underbrace{\mathbf{p}-\nabla-\mathbf{c f} \in \mathbf{p}-\nabla \mathbf{- C F}(\mathbf{M}, \mathbf{Z})}_{\text {Equation }} \underbrace{}_{\text {Equation }(4.68)} \\
& \underbrace{\prod_{\left(q, k_{q}-1\right)}^{(i, j)=(1,1)} \mathbb{P}[\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right) \underbrace{}_{\left(i^{\prime}, j^{\prime}\right) \prec\langle i, j)}\left(\mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}}\right)]}_{(\underbrace{(q .50)}}, \tag{4.66}
\end{align*}
$$

where the second equality comes from the fact that constraints (4.45) exclude those $\nabla$-c that have probability 0 . Let us also make the division of p- $\nabla$-CF (M, Z) explicit

$$
\begin{align*}
& \mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z})= \\
& \bigcup_{\bar{u}_{\mathrm{abs}}=1}^{\mu} \bigcup_{u_{\mathrm{abs}}=0}^{\mu} \bigcup_{\bar{u}_{\mathrm{squ}}=0}^{\zeta} \bigcup_{u_{\mathrm{squ}}=0}^{\zeta} \bigcup_{P \in \mathcal{P}^{*}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\mathrm{ab}} s, u_{\mathrm{abs},}, \bar{u}_{\mathrm{sq}}, u_{\mathrm{squ}}\right)} \mathbf{p - \nabla - \mathbf { C F } ( \mathbf { M } , \mathbf { Z } , P ) .} \tag{4.67}
\end{align*}
$$

Next we use Equation (4.50) and the fact that for $P \in \mathcal{P}\left(\mathbf{M}, \mathbf{Z}, \bar{u}_{\text {abs }}, u_{\text {abs }}, \bar{u}_{\text {squ }}, u_{\text {squ }}\right)$ we have

$$
\begin{equation*}
|\mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}, P)|=\operatorname{CALC}(P) \tag{4.68}
\end{equation*}
$$

to expand $\mathbf{p}\left(|\mathcal{C}|^{-1}\right)$ to

$$
\begin{equation*}
\mathbf{p}\left(|\mathcal{C}|^{-1}\right)=\sum_{\bar{u}_{\mathrm{abs}}, u_{\mathrm{ab}}, \bar{u}_{\text {squ }}, u_{\mathrm{squ}}, P} \operatorname{CALC}(P)\left(\frac{1}{|\mathcal{A}| \cdot|\mathcal{C}|}\right)^{\bar{u}_{\mathrm{abs}}+\bar{u}_{\mathrm{squ}}} \tag{4.69}
\end{equation*}
$$

To calculate $a_{0}$ and the maximal degree of $\mathbf{p}$ let us focus on $\mathbf{p}\left(|\mathcal{C}|^{-1}\right)$ for all unique (with the flag $\mathbf{u}$ in both outer and inner part) sates:

$$
\begin{align*}
\prod_{i=1}^{q} \prod_{j=1}^{\left|\mathbf{M}^{i}\right|-1} & (|\mathcal{A}|-j q-i)(|\mathcal{C}|-j q-i) \\
& \prod_{i=1}^{q} \prod_{j=\left|\mathbf{M}^{i}\right|}^{k_{i}-2}(|\mathcal{C}|-j q-i) \prod_{i=1}^{q}\left(|\mathcal{A}|^{\left|\mathbf{z}^{i}\right|}|\mathcal{C}|\right)(|\mathcal{A}| \cdot|\mathcal{C}|)^{-\kappa} . \tag{4.70}
\end{align*}
$$

In the above expression if we take all messages of maximal length $m$ and outputs of maximal length $z$ we get a polynomial of degree $\kappa-q=q(m+z-2)$. This is necessarily the maximal degree as every evaluation of $f$ increases the degree by one, except for the last but this cannot be changed, the last column does not matter at all for the overall probability. Hence the maximal degree of p is as claimed

$$
\begin{equation*}
\eta:=q(m+z-2) . \tag{4.71}
\end{equation*}
$$

In the case all states are unique, i.e. $|\mathcal{C}| \rightarrow \infty, \mathbf{p}\left(|\mathcal{C}|^{-1}\right)$ evaluates to $\sim|\mathcal{A}|^{-\sum_{i} \ell_{i}}$ where we used the fact that $\left|\mathbf{Z}_{i}\right|=\ell_{i}$. This expression corresponds to the output probability of a random oracle, exactly how expected of a sponge with all different inner states. If we only take the terms $|\mathcal{A}| \cdot|\mathcal{C}|$ and $|\mathcal{C}|$ and the probability we arrive at $|\mathcal{A}|^{-\sum_{i} \ell_{i}}$. This result is only one of the terms in $a_{0}$ but note that all other terms will correspond to different placements and will include $\boldsymbol{\delta}(\mathbf{M}, \mathbf{Z}, P)$ with different inputs, being non-zero for different ( $\mathbf{M}, \mathbf{Z}$ ). Hence for any given input-output pairs ( $\mathbf{M}, \mathbf{Z}$ ) for $|\mathcal{C}| \rightarrow \infty$ the probability function approaches the probability of a random oracle outputting $\mathbf{Z}$ on $\mathbf{M}$.

In our proof we have focused on the case of $\mathbf{f}$ being a random transformation. In Section 4.6 we provide the details that should be considered to show that Theorem 4.2 holds also for random permutations.

### 4.6 Internal Permutations

In this section we prove the main result for the internal function f being a random permutation. We use Zhandry's PRF/PRP switching lemma from [Zha15a]. In subSection 4.6 .1 we also give a direct proof, resulting in a slightly worse bound.

Theorem 4.9. Sponge $_{f}[\operatorname{Pad}, \mathcal{A}, \mathcal{C}]$ for a random permutation $\mathbf{f}$ is quantumly indistinguishable from a random oracle. More concretely, for all quantum algorithms A making at most $q$ quantum queries to Sponge, such that the padded input length is at most $m$ and the output length is at most $z$,

$$
\begin{equation*}
\left|\underset{\mathfrak{f} \leftarrow \mathcal{I}_{\operatorname{per}(\mathcal{S})}^{\mathbb{P}}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\left|\mathrm{SPONGGF}_{\mathrm{f}}\right\rangle}\right]-\underset{\mathbf{h} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]\right|<\frac{\pi^{2}}{3} \eta^{3}|\mathcal{C}|^{-1} \tag{4.72}
\end{equation*}
$$

where the set of permutations is denoted by $\mathcal{I}_{\text {per }}(\mathcal{S}):=\{\mathbf{f}: \mathcal{S} \rightarrow \mathcal{S} \mid \mathbf{f}$ is a bijection $\}$. The domain is defined as $\mathcal{S}=\mathcal{A} \times \mathcal{C}$ for a finite $\mathcal{A}$ in an Abelian group $(\mathcal{A}, \oplus)$ and a non-empty finite set $\mathcal{C}$.
Proof. It was proven in [Zha15a] that a random permutation can be distinguished from a random function with probability at most $\pi^{2} q^{2} / 6|\mathcal{C}|$ for any adversary making at most $q$ quantum queries. We can use this result in a reduction from distinguishing Sponge using a random permutation from Sponge using a random function to distinguishing of a random permutation from a random function. Using this result together with Theorem 4.2 gives us the resulting bound as follows

$$
\begin{aligned}
& \left|\underset{\mathbf{f} \leftarrow \mathcal{I}_{\text {per }}(\mathcal{S})}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\mid \text {SPONGEf }\rangle}\right]-\underset{\mathbf{h} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]\right|
\end{aligned}
$$

$$
\begin{align*}
& +\left|\underset{\mathbf{f} \leftrightarrows \mathcal{S}^{\mathcal{S}}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\mid \text {SPonGEf }\rangle}\right]-\underset{\mathbf{h} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]\right| \tag{4.73}
\end{align*}
$$

$$
\begin{align*}
& \leq \frac{\pi^{2}}{3} \eta^{3}|\mathcal{C}|^{-1} \text {. } \tag{4.74}
\end{align*}
$$

### 4.6.1 Direct proof of indistinguishability with permutations

Here we prove Theorem 4.9 by direct application of Theorem 2.21 instead of relying on the PRF/PRP switching lemma. For this proof we need to generalize the average-case polynomial method. We show how to use it if the probability of a certain input-output behavior is not a polynomial but is close to a polynomial. This small generalization might prove useful in other applications of the polynomial method. The following is a restatement of Theorem 4.9, with a slightly worse bound.
Theorem 4.10. SPONGEf for a random permutation $\mathbf{f}$ is quantumly indistinguishable from a random oracle. More concretely, for all quantum algorithms A making at most $q$ quantum queries to Sponge, such that the input length is at most $m \cdot r$ bits long and the output length is at most $z \cdot r$ bits long,

$$
\begin{equation*}
\left|\underset{\mathbf{f} \leftarrow \stackrel{\leftrightarrow}{\leftarrow} \mathcal{I}_{\text {per }}(\mathcal{S})}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{\mid \text {SPoNGEf }\rangle}\right]-\underset{\mathbf{h} \leftarrow \mathfrak{R}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]\right|<\frac{\pi^{2}}{6}(2 \eta)^{3}(|\mathcal{C}|-1)^{-1}, \tag{4.76}
\end{equation*}
$$

where $\eta:=2 q(m+z-2), \mathfrak{R}$ is defined according to Definition 2.13, and the set of permutations is denoted by $\mathcal{I}_{\text {per }}(\mathcal{S}):=\{\mathbf{f}: \mathcal{S} \rightarrow \mathcal{S} \mid \mathbf{f}$ is a bijection $\}$. The domain is defined as $\mathcal{S}=\mathcal{A} \times \mathcal{C}$ for a finite $\mathcal{A}$ in an $\operatorname{Abelian}$ group $(\mathcal{A}, \oplus)$ and a non-empty finite set $\mathcal{C}$.

Proof sketch. The proof follows the same reasoning as the proof of Theorem 4.2 with small differences explained in the following. We define the family of distributions $\mathfrak{F}_{t}$ with random permutations f from $\mathcal{I}_{\text {per }}(\mathcal{S})$. When we get to Equation (4.8) though, we need an argument different from Lemma 4.3 because it does not hold for permutations in Sponge. We perform the same analysis of the probability function as in the proof of Lemma 4.3. Only the final argument is missing as we cannot use Theorem 2.21: $\mathbb{P}\left[\forall i \in[2 q]: \operatorname{Spongef}_{\mathbf{f}}\left(\mathbf{M}^{i}, \ell_{i}\right)=\mathbf{Z}^{i}\right]$ is not a polynomial in $|\mathcal{C}|^{-1}$ if $\mathbf{f}$ is a permutation. Instead we formulate a generalization of Theorem 2.21 in Lemma 4.12 below that leads to the claimed bound.

Let us now highlight the differences we encounter when analyzing the case of permutations when following the reasoning of the proof of Lemma 4.3. The first and main difference is that the expression for the probability of a single evaluation of $f$ (equations (4.42)) changes to:

$$
\begin{align*}
& \operatorname{FLAG}\left(\nabla-\mathbf{c} \mathbf{f}_{j}^{i}\right) \in\{\mathbf{u}, \mathbf{f}\} \\
& \Rightarrow \mathbb{P}\left[\mathbf{f}\left((\mathbb{\amalg} \vee \mathbb{f}) S_{j \oplus}^{i}\right)=S \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right)<(i, j)}\left(\mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}}\right)\right]=\frac{1}{|\mathcal{A}| \cdot|\mathcal{C}|-\mathbf{u}_{\mathrm{prev}}(i, j)}, \tag{4.77}
\end{align*}
$$

$$
\operatorname{FLAG}\left(\nabla-\mathbf{c} \mathbf{f}_{j}^{i}\right)=\mathbf{n}
$$

$$
\Rightarrow \mathbb{P}\left[\mathbf{f}\left({ }^{\mathbb{n}} S_{j \oplus}^{i}\right)=S \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)}\left(\mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}}\right)\right]= \begin{cases}1 & \text { if } S=\nabla-\mathbf{c f}_{j}^{i}(2)  \tag{4.78}\\ 0 & \text { otherwise }\end{cases}
$$

where

$$
\begin{equation*}
\mathbf{u}_{\mathrm{prev}}(i, j):=\left|\left\{P_{j^{\prime}}^{i^{\prime}}:\left(i^{\prime}, j^{\prime}\right) \prec(i, j) \wedge \operatorname{FLAG}\left(P_{j^{\prime}}^{i^{\prime}}\right) \in\{\mathbf{u}, \underline{\mathbf{f}}\}\right\}\right| \tag{4.79}
\end{equation*}
$$

is the number of unique states preceding the position $(i, j)$. Note that we assume we have done all steps leading to Equation (4.42).

The product in Equation (4.40) for $\mathbf{p}-\nabla-\mathbf{c f} \in \mathbf{p}-\nabla-\mathbf{C F}(\mathbf{M}, \mathbf{Z}, \bar{u})$ and for $\mathbf{f}$ being a random permutation evaluates not to Equation (4.50), but instead to

$$
\begin{equation*}
\prod_{(i, j)=(1,1)}^{\left(q, k_{q}-1\right)} \mathbb{P}\left[\left(\mathbf{f}\left(S_{j \oplus}^{i}\right)=S_{j+1}^{i}\right) \mid \bigwedge_{\left(i^{\prime}, j^{\prime}\right) \prec(i, j)}\left(\mathbf{f}\left(S_{j^{\prime} \oplus}^{i^{\prime}}\right)=S_{j^{\prime}+1}^{i^{\prime}}\right)\right]=\prod_{i=0}^{\bar{u}-1} \frac{1}{|\mathcal{A}| \cdot|\mathcal{C}|-i} \tag{4.80}
\end{equation*}
$$

Algorithm 4.3 also changes when we consider random permutations. We need to shrink the set of possible states in the last column to $\left(|\mathcal{C}|-\mathbf{u}_{\text {prev }}\left(P, i, k_{i}\right)\right)$ (line 19 in CALC) and modify the number of possible assignments of values of non-unique states (line 20 in Calc). The rest is exactly the same, we will refer to the modified algorithm as CalcPer.

In the case of permutations we need to add one constraint to N-Possibilities

$$
\Pi_{\text {per }}\left(P, n ; n_{1}, n_{2}, \ldots, n_{f}\right):=\left\{\pi \in \Pi_{\text {class-ind }}\left(n ; n_{1}, n_{2}, \ldots, n_{f}\right) \mid\right.
$$

there are no objects in class $i$ prior to the $i$-th state according to $P \wedge$ non-unique $\underline{\underline{n}}$ outputs of unique states $(\underline{\mathbf{u}} \vee \mathbf{f})$ have different values $\}$.

Eventually we count the number of possible assignments of values of nonunique states:

$$
\begin{equation*}
\mathrm{N}-\operatorname{PossibilitiesPer}(n, f, P):=\sum_{\left(n_{1}, n_{2}, \ldots, n_{f}\right) \in \mathcal{D}(n, f)}\left|\Pi_{\text {per }}\left(P, n ; n_{1}, n_{2}, \ldots, n_{f}\right)\right| . \tag{4.82}
\end{equation*}
$$

Up to this point we have shown how to deal with combinatorial problems emerging from changing the internal function to a permutation. The main problem is different though; for random permutations the expression we derive in the last step of the proof in Section 4.5 .4 is not an expression in $1 /|\mathcal{C}|$. The expression we end up with is similar to Equation (4.69), but the probability comes from Equation (4.80):

$$
\begin{equation*}
\mathbf{p}\left(|\mathcal{C}|^{-1}\right)=\sum_{\bar{u}_{\mathrm{abs}}, u_{\mathrm{abs}}, \bar{u}_{\text {squ }}, u_{\mathrm{squ}}, P} \operatorname{CALCPER}(P) \prod_{i=0}^{\bar{u}-1} \frac{1}{|\mathcal{A}| \cdot|\mathcal{C}|-i} . \tag{4.83}
\end{equation*}
$$

Unfortunately the above expression does not fit into the assumptions of Theorem 4.11 below which is the basis of the polynomial method allowing us to bound the adversary's advantage.

Theorem 4.11 (Theorem B.1. in [Zha12] for $\Delta=1$ ). Let $\mathbf{p}(\lambda)$ be a polynomial in $\lambda$ of degree $d$ such that $0 \leq \mathbf{p}(0) \leq 1$, and $0 \leq \mathbf{p}(1 / t) \leq 1$ for all $t \in \mathbb{Z}_{+}$Then $|\mathbf{p}(1 / t)-\mathbf{p}(0)|<\frac{\pi^{2} d^{3}}{6 t}$ for all $t \in \mathbb{Z}_{+}$.

To deal with this problem we state a lemma relaxing a bit the requirements of Theorem 2.20.

Lemma 4.12. For every $2 q$ pairs $\forall i \in[2 q]:\left(X^{i}, Y^{i}\right) \in \mathcal{X} \times \mathcal{Y}$ we define a function $\mathbf{g}_{j}(1 / t):=\underset{\mathbf{h} \leftarrow \vdash{ }_{\mathfrak{F}}}{\mathbb{P}}\left[\forall i \in[2 q]: \mathbf{h}\left(X^{i}\right)=Y^{i}\right]$, where $j$ is the index enumerating different pairs. Assume that there exists $a \in \mathbb{N}$ and for every $j$ there exist polynomials $\mathbf{p}_{j}^{\prime}, \mathbf{p}_{j}^{\prime \prime}$,
such that for every $j$ and every $t \in \mathbb{N}$ with $t>a, \mathbf{g}_{j}(1 / t)$ is bounded from below and above by polynomials $\mathbf{p}_{j}^{\prime}, \mathbf{p}_{j}^{\prime \prime}$ respectively:

$$
\begin{equation*}
\mathbf{p}_{j}^{\prime}\left(\frac{1}{t-a}\right) \leq \mathbf{g}_{j}\left(\frac{1}{t}\right) \leq \mathbf{p}_{j}^{\prime \prime}\left(\frac{1}{t-a}\right) \tag{4.84}
\end{equation*}
$$

such that $\mathbf{p}_{j}^{\prime}(0)=\mathbf{p}_{j}^{\prime \prime}(0)=\mathbf{g}_{j}(0)$ and the degrees of the polynomials are $d^{\prime}$ and $d^{\prime \prime}$ respectively. Moreover $0 \leq \mathbf{p}_{j}^{\prime}\left(\frac{1}{t-a}\right)$ and $\mathbf{p}_{j}^{\prime \prime}\left(\frac{1}{t-a}\right) \leq 1$ for all $t \in \mathbb{N}$ with $t>a$. Then

$$
\begin{equation*}
\left|\underset{\mathbf{h} \leftarrow \mathfrak{F} t}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]-\underset{\mathbf{h} \leftarrow \mathfrak{F}_{\infty}}{\mathbb{P}}\left[b=1: b \leftarrow \mathrm{~A}^{|\mathbf{h}\rangle}\right]\right|<\frac{\pi^{2}\left(\max \left\{d^{\prime}, d^{\prime \prime}\right\}\right)^{3}}{6(t-a)} \tag{4.85}
\end{equation*}
$$

Proof. Here we follow the proof of Theorem 7.3 in [Zha12] to make sure all assumptions are fulfilled to state that closeness of polynomials implies small adversarial advantage. Let us say that $\underset{\mathbf{h} \leftarrow \mathfrak{F}_{t}}{\mathbb{P}}\left[\mathrm{~A}^{|\mathbf{h}\rangle}()=1\right]-\underset{\mathbf{h} \leftarrow \mathbb{F}_{\infty}}{\mathbb{P}}\left[\mathrm{A}^{|\mathbf{h}\rangle}()=1\right]=\boldsymbol{\epsilon}$, w.l.o.g. we can assume that $\epsilon>0$. Also without loss of generality, using the fact that $\underset{\mathbf{h} \leftarrow \widetilde{\mathcal{Y}}_{t}}{\mathbb{P}}\left[\mathrm{~A}^{|\mathbf{h}\rangle}()=1\right]$ is a linear combination of $\underset{\mathbf{h} \leftarrow \widetilde{t}_{t}}{\mathbb{P}}\left[\forall i \in[2 q]: \mathbf{h}\left(X^{i}\right)=\right.$ $\left.Y^{i}\right]=\mathbf{g}_{j}(1 / t)$ we can assume that all the coefficients in this combination are real. Therefore, we have

$$
\begin{equation*}
\boldsymbol{\epsilon}=\sum_{j} \alpha_{j}\left(\mathbf{g}_{j}(1 / t)-\mathbf{g}_{j}(0)\right) \leq \sum_{j} \alpha_{j}\left(\tilde{\mathbf{p}}_{j}\left(\frac{1}{t-a}\right)-\mathbf{g}_{j}(0)\right), \tag{4.86}
\end{equation*}
$$

where $\tilde{\mathbf{p}}_{j}=\left\{\begin{array}{ll}\mathbf{p}_{j}^{\prime} & \text { if } \alpha_{j}<0 \\ \mathbf{p}_{j}^{\prime \prime} & \text { if } \alpha_{j} \geq 0\end{array}\right.$. Note that $\tilde{\mathbf{p}}\left(\frac{1}{t-a}\right):=\sum_{j} \alpha_{j} \tilde{\mathbf{p}}_{j}\left(\frac{1}{t-a}\right)$ is a polynomial of degree at most $\max \left\{d^{\prime}, d^{\prime \prime}\right\}$. If we set $t^{\prime}:=t-a$, it is straightforward to verify that $\tilde{\mathbf{p}}$ fulfills the assumptions of Theorem 4.11 above for all $t^{\prime} \in \mathbb{Z}_{+}$. As $\mathbf{g}_{j}, \mathbf{p}_{j}^{\prime}, \mathbf{p}_{j}^{\prime \prime}, \tilde{\mathbf{p}}$ all take on the same value for $t \rightarrow \infty$, we obtain that $\tilde{\mathbf{p}}(0)=\mathbf{g}_{j}(0)$, and hence the claim follows.

Now we just need to show that $\mathbb{P}\left[\forall i \in[2 q]: \operatorname{Sponge}_{\mathbf{f}}\left(\mathbf{M}^{i}, \ell_{i}\right)=\mathbf{Z}^{i}\right]$ is bounded by polynomials and find their degree. We are going to show that there are $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ (indexed with $j$ in the statement of the lemma) that are polynomials and that fulfill the assumptions of Lemma 4.12 for $a=1$. For each set of pairs of inputs and outputs we consider $g$ to be a sum like in Equation (4.83). To do that we need to distinguish between placements $P$ that involve at least two consecutive unique states and those that do not.

Let us deal with the case of $P$ with at least two consecutive unique states first. We can bound the probability part of Equation (4.83) as follows:

$$
\begin{equation*}
\prod_{i=1}^{\bar{u}-1} \frac{1}{|\mathcal{A}| \cdot|\mathcal{C}|-i} \leq \prod_{i=1}^{\bar{u}-1} \frac{1}{|\mathcal{A}| \cdot|\mathcal{C}|-(\kappa-1)}=\left(\frac{1}{|\mathcal{A}|} \cdot \frac{1}{|\mathcal{C}|-\frac{\kappa-1}{|\mathcal{A}|}}\right)^{\bar{u}-1} \tag{4.87}
\end{equation*}
$$

$$
\begin{align*}
& \leq \frac{1}{|\mathcal{A}|^{\bar{u}-1}}\left(\frac{1}{|\mathcal{C}|-1}\right)^{\bar{u}-1}  \tag{4.88}\\
& \prod_{i=1}^{\bar{u}-1} \frac{1}{|\mathcal{A}| \cdot|\mathcal{C}|-i} \geq \prod_{i=1}^{\bar{u}-1} \frac{1}{|\mathcal{A}| \cdot|\mathcal{C}|}  \tag{4.89}\\
& \geq \frac{1}{|\mathcal{A}|^{\bar{u}-1}}\left(1-\frac{1}{|\mathcal{C}|-1}\right)^{\bar{u}-1}\left(\frac{1}{|\mathcal{C}|-1}\right)^{\bar{u}-1} \tag{4.90}
\end{align*}
$$

Note that we have skipped the first term in the product that is supposed to range from 0 to $\bar{u}-1$. We have done it because in Equation (4.83) the fraction is multiplied by CalcPer and $1 /|\mathcal{C}|$ simplifies. More concretely, the first term that is output by CalcPer necessarily involves $|\mathcal{C}|(\operatorname{not}|\mathcal{C}|-1)$. Thanks to how we divide the product the final expression is a polynomial in $\frac{1}{|\mathcal{C}|-1}$.

In the latter case, no consecutive pairs of unique states, we bound every element (from $i=0$ to $\bar{u}-1$ ) of the product like in the above inequalities.

As for CalcPer we just treat $|\mathcal{C}|-1$ as the new variable. Note that now $\mathbf{p}_{j}^{\prime}$ and $\mathbf{p}_{j}^{\prime \prime}$ are polynomials in $(|\mathcal{C}|-1)^{-1}$. Polynomials $\mathbf{p}_{j}^{\prime \prime}$ are defined as $\mathbf{g}_{j}$ (so Equation (4.83) for a specific input-output pair) with with $\prod_{i=1}^{\bar{u}-1} \frac{1}{|\mathcal{A}| \cdot|\mathcal{C}|-i}$ swapped to $\frac{1}{|\mathcal{A}|^{u}-1}\left(\frac{1}{|\mathcal{C}|-1}\right)^{\bar{u}-1}$ from Equation (4.88) -with the exception of $P$ with no consecutive pairs of unique states. Polynomials $\mathbf{p}_{j}^{\prime}$ are defined similarly to $\mathbf{p}_{j}^{\prime \prime}$ but with Equation (4.90) being the exchange for the probability term in Equation (4.83).

Polynomial $\mathbf{p}^{\prime \prime}$ has the same degree as the the polynomial corresponding to g in the proof for functions, i.e. following the derivation of Equation (4.71) it equals $d^{\prime \prime}=\eta=2 q(m+z-2)$. From the above lower bound in Equation (4.90) however, we get that $d^{\prime}=2 d^{\prime \prime}$.

The last assumption we need to check is for $\mathbf{p}^{\prime}, \mathbf{p}^{\prime \prime}$ to be bounded by 0 and 1 for $|\mathcal{C}|>1$. Note that it is enough to show that $\mathbf{p}^{\prime} \geq 0$ and $\mathbf{p}^{\prime \prime} \leq 1$. We already know that $\mathbf{p}^{\prime}$ and $\mathbf{p}^{\prime \prime}$ bound $\mathbf{g}$. For the lower bound $\mathbf{p}^{\prime} \geq 0$ comes from the fact that all coefficients are positive (they equal $\operatorname{CalcP} \operatorname{Pr}(P)$ ) and so is $\left(1-\frac{1}{|\mathcal{C}|-1}\right) \frac{1}{|\mathcal{C}|-1}$ for $|\mathcal{C}|>1$. For the upper bound of $\mathbf{g}$ we need to check that $\mathbf{p}^{\prime \prime} \leq 1$. Following the algorithm Algorithm 4.3 we can see that $\operatorname{CalcPer}(P)$ is bounded by $|\mathcal{A}|^{\bar{u}-q}|\mathcal{C}|(|\mathcal{C}|-1)^{\bar{u}-1}$, so as long as the number of terms in Equation (4.83) is smaller than $|\mathcal{A}|^{q}$-which is our implicit assumption-then $\mathbf{p}^{\prime \prime} \leq$ 1.

The above discussion, together with Lemma 4.12 proves Theorem 4.10.
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In this chapter, we analyze joint probability distributions that come from outcomes of sequences of quantum measurements performed on sets of quantum states. First, we identify some properties of these distributions that need to be fulfilled to get a classical behavior. Secondly, we prove that a joint distribution exists if and only if measurement operators "on-state" permute (permutability is the commutativity of more than two operators). By "on-state" we mean properties of operators that hold only on a subset of states in the Hilbert space. Then, we disprove a conjecture proposed by Carstens, Ebrahimi, Tabia, and Unruh [Car+18], which states that the property of partial on-state permutation implies full on-state permutation. We disprove this conjecture by finding a counterexample where pairwise "on-state" commutativity does not imply on state permutability, unlike in the case of commutativity for all states in the Hilbert space.

Finally, we explore the new concept of on-state commutativity by showing a simple proof that if two projections almost commute on state, then there is a commuting pair of operators that are (on state) close to the originals. This result was originally proven by Hastings [Has09] for general operators.

### 5.1 Introduction

In this chapter we propose a basic formalism for studying classical distributions that come from sequences of measurements on quantum states.

Our initial motivation comes from studying a conjecture proposed in a recent paper by Carstens, Ebrahimi, Tabia and Unruh [Car+18]. Their result on quantum indifferentiability relies on a conjecture proposed by them, which informally states that commutation of projectors with respect to a fixed quantum state implies a classical joint distribution of their measurement outcomes. More concretely, they conjecture the following for some $t$ (a parameter of the statement). ${ }^{1}$

Conjecture 5.1 (Informal). If we have a set of $N$ binary projective measurements $\left\{\mathrm{P}_{i}, \mathbb{1}-\mathrm{P}_{i}\right\}_{i \in\{1, \ldots, N\}}$ such that for any $t$ of the projectors (or their complements $\mathbb{1}-\mathrm{P}$ ) we have $\mathrm{P}_{i_{1}} \ldots \mathrm{P}_{i_{t}}|\psi\rangle=\mathrm{P}_{\boldsymbol{\sigma}\left(i_{1}\right)} \cdots \mathrm{P}_{\boldsymbol{\sigma}\left(i_{t}\right)}|\psi\rangle$ for any permutation $\boldsymbol{\sigma}$ of the $t$-element set then there exist random variables $X_{1}, \ldots, X_{N}$ with a joint distribution $\mathfrak{D}$ such that $\forall i_{1}, \ldots, i_{t}$, the marginals of this distribution on $X_{i_{1}}, \ldots, X_{i_{t}}$ correspond to measuring $|\psi\rangle$ with measurements with indexes $i_{1}, \ldots, i_{t}$.

Motivated by this conjecture, our goal is to study the behavior of $N$ random variables $X_{1}, X_{2}, \ldots, X_{N}$ corresponding to the outcomes of a sequence of quantum measurements that commute (we say "commute" but technically mean

[^14]"permute" whenever we talk about more that two operators) on a set of quantum states $\mathcal{F} \subseteq \mathcal{D}(\mathcal{H})$. Surprisingly, such results have only been studied for $\mathcal{F}=\mathcal{D}(\mathcal{H})$, i.e. measurements commuting on all quantum states.

The focal point of this chapter is to study which are the necessary and sufficient properties of the quantum setup, so that such a joint probability distribution is well-defined. With this in hand, we then have two applications. First, we disprove Conjecture 5.1. Secondly, we show a simpler proof for a variant of the result by Hastings [Has09] on operators that almost-commute on specific states.

To be able to explain our contributions in more details, we will first start with a detour to very basic properties of probability distributions that arise from classical processes. Then, we discuss how these properties could be defined in the quantum setting (but, unfortunately, they do not hold for general quantum setups), and finally we state our results and discuss related works.

### 5.1.1 Distributions of Classical Experiments

We discuss here properties of probability distributions that may be obvious at first but are crucial and not trivial in the quantum world.

In the following, we let $A, B, C$ be events that come from a classical experiment $^{2}$. We denote the event corresponding to $A$ not happening as $\bar{A}$, the probability that $A$ and $B$ both happen as $\mathbb{P}[A, B]$, and the probability that $A$ happens conditioned on the fact that event $B$ happens as $\mathbb{P}[A \mid B]=\frac{\mathbb{P}[A, B]}{\mathbb{P}[B]}$ (assuming $\mathbb{P}[B] \neq 0)$.

The first property that we want to recall about classical distributions is that we can compute the marginal distribution when given the joint distribution:

Property 5.2 (Classical Marginals). $\mathbb{P}[A \mid C]=\mathbb{P}[A, B \mid C]+\mathbb{P}[A, \bar{B} \mid C]$.
A second property that we want to recall is that the probability that $A$ and $\bar{A}$ occur is 0 , even when considering other events:

Property 5.3 (Classical Disjointness). $\mathbb{P}[A, B \mid \bar{A}] \mathbb{P}[\bar{A}]=\mathbb{P}[A, B, \bar{A}]=0$.
Another property that we have classically is reducibility, which says that the probability of events $A$ and $A$ both happening is the same as the probability of A.

Property 5.4 (Classical Reducibility). $\mathbb{P}[A, B \mid A] \mathbb{P}[A]=\mathbb{P}[A, B, A]=\mathbb{P}[A, B]$.
Finally, the last property we study is sequential independence of events. Roughly, this property just says that the probability that event $A$ happens and that event $B$ happens is the same as the probability that event $B$ happens and that event $A$ happens. Namely that $\mathbb{P}[A, B]=\mathbb{P}[B, A]$.

[^15]Property 5.5 (Classical Sequential Independence). $\mathbb{P}[A \mid B] \mathbb{P}[B]=\mathbb{P}[A, B]=$ $\mathbb{P}[B \mid A] \mathbb{P}[A]$.

We stress that these properties hold trivially for all classical distributions and all events such that $\mathbb{P}[A] \neq 0, \mathbb{P}[\bar{A}] \neq 0, \mathbb{P}[B] \neq 0$, and $\mathbb{P}[C] \neq 0$.

### 5.1.2 Distributions of Quantum Experiments and their Properties

Our goal is to find necessary conditions for the existence of a classical description of the experiment where we perform a sequence of $N$ general measurements, irrespective of the order. At this point we consider measurements and observables with an arbitrary number of outcomes. More concretely, we aim to find the properties of measurements $\mathcal{M}_{1}, \ldots, \mathcal{M}_{N}$-defined as $\mathcal{M}_{i}=\left\{\mathrm{E}_{i}^{x}\right\}_{x \in \mathcal{X}_{i}}$ for every $i \in\{1, \ldots, N\}$-on specific subsets of quantum states $\mathcal{F}$ so that there exists a joint distribution of random variables $X_{1}, X_{2}, \ldots, X_{N}$ such that all marginals of this distribution on $X_{i_{1}}, \ldots, X_{i_{t}}$ correspond to measuring a state $|\psi\rangle \in \mathcal{F}$ with measurements $\mathrm{E}_{i_{1}}, \ldots, \mathrm{E}_{i_{t}}$.

The main obstacle in this task is the fact that quantum measurements do not necessarily commute, unlike in the classical world: the chosen order for performing the measurements influences the final probability distribution of the joint measurement outcomes. Because of that, we will consider the quantum analog of Properties 5.2 to 5.5 , and study when such properties hold in the quantum case, and their implication for having such a joint distribution. Our connections closely follow [ME84], where they show that the existence of a joint distribution for two arbitrary quantum observables (Hermitian operators) on every quantum state is equivalent to their commutation. In this chapter, we show how to extend their analysis in two ways: we are interested in multiple general measurements ${ }^{3}$ and we consider specific sets of quantum states. In order to carry out this analysis, we extend the properties described in Section 5.1.1 to quantum measurements and study their relations to each other. We leave the formal definitions of the quantum analogs of these classical properties to Section 5.2.1.

### 5.1.3 Our Results

Using the formalism described in the previous section, we prove the following connections between joint quantum distributions and the measurement operators.

[^16]First, we show that in the on-state case, we have that there is a joint distribution if and only if all operators permute on the state. This result is a generalization of the classic results from [Nel67; Fin73; Fin82; ME84] to the on-state case.
Result 5.6 (Informal statement of Theorem 5.17). Fix a set of quantum states $\mathcal{F}$. A set of measurements yield a joint distribution on each state in $\mathcal{F}$ if and only if these operators permute on every state in $\mathcal{F}$.

Then, we show that pairwise on-state commutation does not imply full onstate permutation, unlike in the case of permutation on all states. This factthat we prove via a numerical counterexample-together with Result 5.6 implies that Conjecture 5.1 is false.
Result 5.7 (Informal statement of Theorem 5.19). Conjecture 5.1 is false.
Finally, our last result is a simpler proof for a restricted version of Theorem 1 in [Has09], which states that if two operators $A$ and $B$ almost-commute, we can find commuting operators ${ }^{4} A^{\prime}$ and $B^{\prime}$ that are close to $A$ and $B$, respectively. In our case, we consider on-state commutation instead of the regular one, and unlike in [Has09], our proof works only for projectors.
Result 5.8 (Making almost commuting projectors commute). Given any two projectors $\mathrm{P}_{1}$ and $\mathrm{P}_{2}$ and a state $|\psi\rangle$ we have that if $\|\left(\mathrm{P}_{1} \mathrm{P}_{2}-\mathrm{P}_{2} \mathrm{P}_{1}\right)|\psi\rangle \|=\epsilon$ then there is a projector $\mathrm{P}_{2}^{\prime}$ that is close to the original projector on the state $\|\left(\mathrm{P}_{2}^{\prime}-\mathrm{P}_{2}\right)|\psi\rangle \| \leq \sqrt{2} \epsilon$ and $\left[\mathrm{P}_{1}, \mathrm{P}_{2}^{\prime}\right]=0$.

### 5.1.4 Related Work

A prominent result in the literature is that a joint distribution for a set of measurements exists if and only if all the operators pairwise commute. Different versions of this result were previously proven: In [Nel67] the author considers the case of continuous variables and $N$ observables. A similar result but without specifying the Hilbert space is achieved with different mathematical tools in [Fin82]. In the specific case where we have only two observables, we mention three works; In [Fin73] and [ME84] the authors prove the classic problem in a similar way, but using different mathematical tools. All but the first work mentioned here focus on the joint distribution as a functional from the space of states. An approach using $*$-algebras was presented by Hans Maassen in [Maa06; Maa10].

The authors of [GN02] analyze the case of general measurements but prove that the measurement operators pairwise commute if and only if the squareroot operators permute (Corollaries 3 and 6 in [GN02]), in the sense of our Definition 5.15 (for all states in $\mathcal{H}$ ). In general the problem of conditional probabilities in Quantum Mechanics was discussed by Cassinelli and Zanghi in [CZ83].

[^17]The related problems of incompatible device measurement and joint measurability of quantum effects are covered in [HMZ16] and [BN18b] respectively.

In [Lin97; FR96] the authors prove that for any two Hermitian matrices if their commutator has small norm, then there are operators close to the originals that fully commute. In [Has09] Hastings proves how close the new operators are in terms of the norm of the commutator.

## Organization

In Section 5.2, we discuss distributions of quantum experiments and their properties, in Section 5.3, we discuss the almost-commuting case.

### 5.2 Distributions of Quantum Experiments

In this section, we study the description of the statistics of outcomes derived from a sequence of measurements. Our approach is to consider the quantum version of the classical properties described in Section 5.1.1. Since quantum measurements do not commute in general, these quantum properties do not always hold. We then study the connection between properties of the measurements and the properties of their outcome distribution.

The structure of our proofs follows [ME84], where they show that for two Hermitian observables there is a joint distribution for the outcomes of their joint measurement if and only if they commute. We stress that the result in [ME84] only works for measurements that commute on every quantum state and our result extends it to the case of joint distributions defined for a limited set of states.

In the following, we denote POVM elements with $Q$ and their square-roots with R. In Section 5.2.1, we define the quantum analogues of the classical properties of distributions defined in Section 5.1.1. We define a functional W (specified in the next section) as the main object of our discussion to justify the properties we impose on joint distributions and highlight our goal to define a classical distribution. Mathematically, the crucial objects of the next section are the operators Q. Then, in Section 5.2.2, we state and prove the main result of this section, where we show a connection between existence of a distribution and permutability-a generalization of commutativity-of the corresponding measurement operators.

### 5.2.1 Properties of Distributions of Quantum Experiments

Let $N$ be a positive integer, let $\mathcal{X}_{1}, \ldots, \mathcal{X}_{N}$ be arbitrary finite non-empty sets, and let $\mathcal{H}$ be a Hilbert space. By $\mathcal{D}_{\succeq 0}(\mathcal{H})$ we denote the set of positive operators
on $\mathcal{H}$. Then, for every POVM $Q_{\mathcal{N}}$ on $\mathcal{H}$ with POVM elements $Q_{\mathcal{N}}^{\vec{x}}$ indexed by $\vec{x} \in \mathcal{X}_{1} \times \cdots \times \mathcal{X}_{N}$ we associate the functional $\mathbf{W}_{\mathcal{N}}^{Q_{N}}: \mathcal{D}_{\succeq 0}(\mathcal{H}) \times\left(\mathcal{X}_{1} \times \cdots \times \mathcal{X}_{N}\right) \rightarrow$ $[0,1]$, where we may omit the superscript $Q_{\mathcal{N}}$ when the POVM is clear from the context. The subscript $\mathcal{N}:=\{1, \ldots, N\}$ of $\mathbf{W}$ denotes the set of random variables that we talk about. Moreover, for every $i \mathcal{X}_{i}$ is the set of outcomes of a random variable $X_{i}$. We define this functional ${ }^{5}$ as

$$
\begin{equation*}
\mathbf{W}_{\mathcal{N}}^{\mathbf{Q}_{\mathcal{N}}, \rho}(\vec{x}):=\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \rho\right) . \tag{5.1}
\end{equation*}
$$

In the following we omit the superscript $Q_{\mathcal{N}}$ whenever the particular POVM is clear from the context. This definition is similar to the one proposed by [ME84].

As we already mentioned, the aim of this section is to define the necessary properties of $\mathbf{W}_{\mathcal{N}}$ so that it is a joint distribution for a sequence of $N$ measurements. This means that every random variable $X_{i}$, for $i \in \mathcal{N}$, corresponds to a general measurement (i.e. POVM) $\mathcal{M}_{i}:=\left\{\mathrm{E}_{i}^{x}\right\}_{x \in \mathcal{X}_{i}}$, where all $\mathrm{E}_{i}^{x} \succeq 0$ and $\sum_{x \in \mathcal{X}_{i}} \mathrm{E}_{i}^{x}=\mathbb{1}$. The positive square-root operators of $\mathrm{E}_{i}^{x}$ are $\mathrm{K}_{i}^{x}$. So we have to keep in mind that these operators are fixed throughout this chapter.

A functional $\mathbf{W}_{\mathcal{N}}$ defined as in Equation (5.1) is one of the three objects that we use to define a joint distribution describing outcomes of $N$ general measurements. The other object is a family of POVM elements. For each $\mathcal{S} \subseteq \mathcal{N}$ (also for $\mathcal{N}$ itself) we let $Q_{\mathcal{S}}:=\left\{Q_{\mathcal{S}}^{\vec{y}}\right\}_{\vec{y}}$ to be (for now arbitrary) POVMs where $\vec{y} \in \mathcal{X}_{\mathcal{S}(1)} \times \cdots \times \mathcal{X}_{\mathcal{S}(|\mathcal{S}|)}$. The fact that $\mathrm{Q}_{\mathcal{S}}$ is a POVM implies that for every set $\mathcal{S}$ we have $\forall \vec{y} \in \prod_{i \in \mathcal{S}} \mathcal{X}_{i}: \mathrm{Q}_{\mathcal{S}}^{\vec{y}} \succeq 0$ and $\sum_{\vec{y}} \mathrm{Q}_{\mathcal{S}}^{\vec{y}}=\mathbb{1}$.

In the following we define properties of the tuple $\left(\mathbf{W}_{\mathcal{N}},\left\{Q_{\mathcal{S}}\right\}_{\mathcal{S \subseteq \mathcal { N }}},\left\{\mathcal{M}_{i}\right\}_{i \in \mathcal{N}}\right)$ such that it is a joint distribution (to be defined in Definition 5.14). Note that in Equation (5.1) the operators from $Q_{\mathcal{N}}$ are elements of the second part of the tuple $\left(\mathbf{W}_{\mathcal{N}},\left\{Q_{\mathcal{S}}\right\}_{\mathcal{S} \subseteq \mathcal{N}},\left\{\mathcal{M}_{i}\right\}_{i \in \mathcal{N}}\right)$. There are relations on the elements of the tuple we need to be aware of: Functional $\mathbf{W}_{\mathcal{N}}$ is defined using operators from the second element of the tuple, we keep it as a part of the tuple and a central object of this section to highlight our goal to define a classical joint distribution. The individual measurements $\left\{\mathcal{M}_{i}\right\}_{i}$ from the third element of the tuple are fixed as we strive to define a joint distribution for $\left\{\mathcal{M}_{i}\right\}_{i}$.

The first property is that $\mathbf{W}_{\mathcal{N}}$ is defined according to the Born rule, i.e. the rule that the probability of any event corresponds to a measurement operator and a quantum state. From Equation (5.1) we know that $\mathbf{W}_{\mathcal{N}}$ fulfills:

- Normalization: for all $\rho \in \mathcal{D}(\mathcal{H})$, we have that $\sum_{\vec{x}} \mathbf{W}_{\mathcal{N}}^{\rho}(\vec{x})=1$, this is implied by the fact that $\sum_{\vec{x}} \mathrm{Q}_{\mathcal{N}}^{\vec{x}}=\mathbb{1}$.
- Linearity: for every $\vec{x} \in \mathcal{X}_{1} \times \cdots \times \mathcal{X}_{N}, \rho_{1}, \rho_{2} \in \mathcal{D}(\mathcal{H})$ and $\lambda_{1}, \lambda_{2} \in[0,1]$ such that $\lambda_{1}+\lambda_{2}=1$, we have that

$$
\mathbf{W}_{\mathcal{N}}^{\lambda_{1} \rho_{1}+\lambda_{2} \rho_{2}}(\vec{x})=\lambda_{1} \mathbf{W}_{\mathcal{N}}^{\rho_{1}}(\vec{x})+\lambda_{2} \mathbf{W}_{\mathcal{N}}^{\rho_{2}}(\vec{x}) .
$$

[^18]- Non-negativity: for every $\vec{x} \in \mathcal{X}_{1} \times \cdots \times \mathcal{X}_{N}$ and $\rho \in \mathcal{D}(\mathcal{H})$, we have $\mathbf{W}_{\mathcal{N}}^{\rho}(\vec{x}) \geq 0$.

Below we describe the quantum analogues of the properties described in Section 5.1.1. We define a joint distribution through a measurement. By imposing properties on the distribution we impose constraints on the distribution but also on the measurement operators. Whenever possible we treat the functional $\mathbf{W}_{\mathcal{N}}$ as the central object of our definitions (and not the accompanying operators); This choice highlights our goal to define a classical description of a quantum event, hence we focus on the classical functional instead of on quantum operators. Nonetheless, from a mathematical point of view (and via the Born rule) all the constraints we put on $\mathbf{W}_{\mathcal{N}}$ are easily translated to constraints on $Q_{\mathcal{N}}$. In the following sections we recast these constraints on the measurement operators as permutability of all the measurements.

Marginals. Given the operators from the second part of the tuple, we define marginal distributions in a similar way to the definition from Equation(5.1):

$$
\begin{equation*}
\forall \mathcal{S} \subseteq \mathcal{N} \quad \mathbf{W}_{\mathcal{S}}^{\rho}(\vec{y}):=\operatorname{Tr}\left(Q_{\mathcal{S}}^{\vec{y}} \rho\right) \tag{5.2}
\end{equation*}
$$

Given any $\mathrm{Q}_{\mathcal{S}}^{\vec{y}}$ and their corresponding positive square-root operators $\mathrm{R}_{\mathcal{S}}^{\vec{y}}$ and $\rho$, we have that if $\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{S}}^{\vec{y}} \rho\right) \neq 0$, then we define the conditional distribution for any sequence $\vec{x}$ as

$$
\begin{equation*}
\mathbf{W}_{\mathcal{N}}^{\rho}(\vec{x} \mid \vec{y}):=\mathbf{W}_{\mathcal{N}}^{\mathrm{R}_{\mathcal{S}}^{\vec{y}} \rho \mathrm{R}_{\mathcal{S}}^{\vec{y}^{\dagger} \dagger}}(\vec{x}) / \mathbf{W}_{\mathcal{S}}^{\rho}(\vec{y}) \tag{5.3}
\end{equation*}
$$

For all the measurements from the second element of $\left(\mathbf{W}_{\mathcal{N}},\left\{Q_{\mathcal{S}}\right\}_{\mathcal{S} \subseteq \mathcal{N}},\left\{\mathcal{M}_{i}\right\}_{i \in \mathcal{N}}\right)$, for a set $\mathcal{F} \subseteq \mathcal{D}(\mathcal{H})$, and for $\mathcal{U} \subseteq \mathcal{N}$, we define the "orbit" of the post-measurement states. For any $\mathcal{T} \subseteq \mathcal{U}$ of size $t$, we take $s \leq t$ sets $\mathcal{S}_{1}, \ldots, \mathcal{S}_{s}$ that are a partition of $\mathcal{T}$. In details we mean $\mathcal{T} \subseteq \mathcal{U}, s \leq|\mathcal{T}|, \mathcal{S}_{1}, \ldots, \mathcal{S}_{s} \subseteq \mathcal{T}, \forall i \mathcal{S}_{i} \neq \emptyset, \bigcup_{i=1}^{s} \mathcal{S}_{i}=\mathcal{T}, \forall i \neq j \mathcal{S}_{i} \cap \mathcal{S}_{j}=\emptyset$. We denote the partition by $\bigsqcup_{i=1}^{s} \mathcal{S}_{i}=\mathcal{T}$, where $\sqcup$ denotes the disjoint union. As a shorthand for picking a $\mathcal{T} \subseteq \mathcal{U}$ and a partition of it, we just write $\bigsqcup_{i=1}^{s} \mathcal{S}_{i} \subseteq \mathcal{U}$. We consider the post-measurement states generated by sequences of measurements corresponding to $\mathcal{S}_{i}$ :

$$
\begin{align*}
& \mathcal{G}_{\mathcal{U}}(\mathcal{F}):=\left\{\mathrm{R}_{\mathcal{S}_{s}}^{\overrightarrow{y_{s}}} \cdots \mathrm{R}_{\mathcal{S}_{1}}^{\overrightarrow{\mathcal{H}_{1}}} \psi \mathrm{R}_{\mathcal{S}_{1}}^{\overrightarrow{y_{1}} \dagger} \cdots \mathrm{R}_{\mathcal{S}_{s}}^{\vec{y}_{s} \dagger}:\right. \\
& \left.\psi \in \mathcal{F}, \bigsqcup_{i=1}^{s} \mathcal{S}_{i} \subseteq \mathcal{U}, \overrightarrow{y_{i}} \in \mathcal{X}_{\mathcal{S}_{i}(1)} \times \cdots \times \mathcal{X}_{\mathcal{S}_{i}\left(\left|\mathcal{S}_{i}\right|\right)}\right\}, \tag{5.4}
\end{align*}
$$

where $\mathrm{R}_{\mathcal{S}_{i}}^{\overrightarrow{y_{i}}}$ are the positive square-root operators of $\mathrm{Q}_{\mathcal{S}_{i}}^{\overrightarrow{y_{i}}}=\mathrm{R}_{\mathcal{S}_{i}}^{\overrightarrow{y_{i}} \dagger} \mathrm{R}_{\mathcal{S}_{i}}^{\overrightarrow{y_{i}}}$. The subscript of $\mathcal{G}$ denotes the set we take the subsets of, usually it is $\mathcal{N}$ but later we also consider $\mathcal{N} \backslash \mathcal{S}$ for some $\mathcal{S}$.

With our quantum marginals property, we require from the joint distribution that summing over a subset of variables yields a valid marginal distribution. Importantly, this translates to a constraint on the measurement operators $\mathrm{Q}_{\mathcal{S}}^{\vec{y}}$ : a sum of $\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \rho\right)$ for different values $x_{i}$ and variables $i$ has to equal the appropriate $\operatorname{Tr}\left(Q_{\mathcal{S}}^{\vec{y}} \rho\right)$. We would also like to note that we fixed the individual operators in the beginning so all the arbitrary measurements $Q_{\mathcal{S}}^{\vec{y}}$ have to agree with $\mathrm{E}_{i}^{x}$.

Property 5.9 (Quantum Marginals). We say that $\left(\mathbf{W}_{\mathcal{N}},\left\{Q_{\mathcal{S}}\right\}_{\mathcal{S} \subseteq \mathcal{N}},\left\{\mathcal{M}_{i}\right\}_{i \in \mathcal{N}}\right)$ has the quantum marginals property on set $\mathcal{F}$ if for every $\mathcal{S} \subseteq \mathcal{N}$ and every value $\vec{x} \in \mathcal{X}_{1} \times \mathcal{X}_{2} \times \cdots \times \mathcal{X}_{N}$, denoting $\vec{x}:=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$, and for every operator $\rho \in \mathcal{G}_{\mathcal{N}}(\mathcal{F})$ defined with $\left\{Q_{\mathcal{S}}\right\}_{\mathcal{S} \subseteq \mathcal{N}}$ as in Equation (5.4) we have that

$$
\begin{equation*}
\sum_{i \in \mathcal{N} \backslash \mathcal{S}} \sum_{x_{i} \in \mathcal{X}_{i}} \mathbf{W}_{\mathcal{N}}^{\rho}(\vec{x})=\mathbf{W}_{\mathcal{S}}^{\rho}\left(\vec{x}_{\mathcal{S}}\right) \tag{5.5}
\end{equation*}
$$

where $\mathbf{W}_{\mathcal{S}}^{\rho}\left(\vec{x}_{\mathcal{S}}\right)=\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{S}}^{\overrightarrow{\mathcal{S}}_{\mathcal{S}}} \rho\right)$. Moreover for all $i \in \mathcal{N}$ and all $x_{i} \in \mathcal{X}_{i}$

$$
\begin{equation*}
\mathbf{W}_{i}^{\rho}\left(x_{i}\right)=\operatorname{Tr}\left(\mathrm{E}_{i}^{x_{i}} \rho\right) . \tag{5.6}
\end{equation*}
$$

On an intuitive level, Property 5.9 imposes constraints on all the measurement operators $Q_{\mathcal{S}}^{\vec{y}}$. Crucially, for $\mid \overline{\mathcal{S} \mid}=1$ the constraints involve the sequence of measurements that we want to ultimately describe. Properties that we introduce in the remainder of this section can also be thought of as constraints on $\mathrm{Q}_{\mathcal{S}}^{\vec{y}}$. Note however that we always constrain only the trace, not the operator itself.

Disjointness. It follows from the definition of POVMs that the quantum measurement operators need not be orthogonal, and this implies that the disjointness property (Property 5.3) does not hold in generality quantumly.

Disjointness is a property that concerns a post-measurement state of a set $\mathcal{S}$ of variables.

Property 5.10 (Quantum Disjointness). We say that $\left(\mathbf{W}_{\mathcal{N}},\left\{Q_{\mathcal{S}}\right\}_{\mathcal{S} \subseteq \mathcal{N}},\left\{\mathcal{M}_{i}\right\}_{i \in \mathcal{N}}\right)$ has the quantum disjointness property on set $\mathcal{F}$ iffor every subset $\mathcal{S} \subseteq \mathcal{N}$, for every operator $\rho \in \mathcal{G}_{\mathcal{N} \backslash \mathcal{S}}(\mathcal{F})$ (defined with $\left\{Q_{\mathcal{S}}\right\}_{\mathcal{S} \subseteq \mathcal{N}}$ as in Equation (5.4)), and for every value $\vec{x} \in \mathcal{X}_{1} \times \mathcal{X}_{2} \times \cdots \times \mathcal{X}_{N}$ and $\vec{y} \in \prod_{i \in \mathcal{S}} \mathcal{X}_{i}$, we have that if $\vec{y} \neq \vec{x}_{\mathcal{S}}$, then

$$
\begin{equation*}
\mathbf{W}_{\mathcal{N}}^{\rho}(\vec{x} \mid \vec{y}) \mathbf{W}_{\mathcal{S}}^{\rho}(\vec{y})=0 \tag{5.7}
\end{equation*}
$$

where $\mathbf{W}_{\mathcal{N}}^{\rho}(\vec{x} \mid \vec{y}) \mathbf{W}_{\mathcal{S}}^{\rho}(\vec{y})=\mathbf{W}_{\mathcal{N}}^{\mathrm{R}_{\mathcal{S}}^{\vec{y}} \rho \mathrm{R}_{\mathcal{S}}^{\overrightarrow{y_{j}}}}(\vec{x})=\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \mathrm{R}_{\mathcal{S}}^{\vec{y}} \rho \mathrm{R}_{\mathcal{S}}^{\overrightarrow{\mathrm{H}}}\right)$.

Reducibility. Reducibility (Property 5.4) is a similar property to disjointness but with the key difference that we condition on the same event:

Property 5.11 (Quantum Reducibility). We say that ( $\left.\mathbf{W}_{\mathcal{N}},\left\{\mathrm{Q}_{\mathcal{S}}\right\}_{\mathcal{S} \subseteq \mathcal{N}},\left\{\mathcal{M}_{i}\right\}_{i \in \mathcal{N}}\right)$ has the quantum reducibility property on set $\mathcal{F}$ if for every subset $\mathcal{S} \subset \mathcal{N}$, every operator $\rho \in \mathcal{G}_{\mathcal{N} \backslash \mathcal{S}}(\mathcal{F})$ (defined with $\left\{\mathrm{Q}_{\mathcal{S}}\right\}_{\mathcal{S} \subseteq \mathcal{N}}$ as in Equation (5.4)), and value $\vec{x} \in$ $\mathcal{X}_{1} \times \mathcal{X}_{2} \times \cdots \times \mathcal{X}_{N}$, we have that

$$
\begin{equation*}
\mathbf{W}_{\mathcal{N}}^{\rho}\left(\vec{x} \mid \vec{x}_{\mathcal{S}}\right) \mathbf{W}_{\mathcal{S}}^{\rho}\left(\vec{x}_{\mathcal{S}}\right)=\mathbf{W}_{\mathcal{N}}^{\rho}(\vec{x}) \tag{5.8}
\end{equation*}
$$

whenever $\mathbf{W}_{\mathcal{S}}^{\rho}\left(\vec{x}_{\mathcal{S}}\right)>0$. The above is equivalent to $\mathbf{W}_{\mathcal{N}}^{\mathrm{R}_{\mathcal{S}}^{\vec{s}} \rho \mathrm{R}_{s}^{\overrightarrow{J^{\dagger}}}}(\vec{x})=\mathbf{W}_{\mathcal{N}}^{\rho}(\vec{x})$ or in other words $\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \mathrm{R}_{\mathcal{S}}^{\vec{x}_{\mathcal{S}}} \rho \mathrm{R}_{\mathcal{S}}^{\vec{x}_{S} \dagger}\right)=\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \rho\right)$.

Note that the last two properties together allow us to conclude that the operators are (intuitively) on-state projections: Property 5.10 plays the role of different projectors being orthogonal and Property 5.11 that projecting twice to the same space does not change the resulting state.

Sequential Independence As previously discussed, the notion of time order in the quantum setting is much more delicate as the probabilistic events no longer commute. Let us go back to the example of the simple sequence $(A, B)$ from Section 5.1.1 but now consider $A$ and $B$ as quantum POVM elements measured on the state $\rho$. Let us assume for simplicity that $A$ and $B$ are projections. The probability of measuring $a$ with A is $\operatorname{Tr}(\mathrm{A} \rho)$ and the state after this measurement is $\rho_{a}:=\frac{A_{\rho} \mathrm{A}}{\operatorname{Tr}\left(\mathrm{A}_{\mathrm{\rho}}\right)}$ so the probability of measuring the sequence $(a, b)$ equals

$$
\begin{equation*}
\mathbb{P}\left[b \leftarrow \mathrm{~B}\left(\rho_{a}\right)\right] \mathbb{P}[a \leftarrow \mathrm{~A}(\rho)]=\operatorname{Tr}\left(\mathrm{B} \frac{\mathrm{~A} \rho \mathrm{~A}}{\operatorname{Tr} \mathrm{~A} \rho}\right) \operatorname{Tr}(\mathrm{A} \rho)=\operatorname{Tr}(\mathrm{ABA} \rho) . \tag{5.9}
\end{equation*}
$$

On the other hand the probability of measuring the sequence $(b, a)$ equals $\operatorname{Tr}(\mathrm{BAB} \rho)$ which is in general different ${ }^{6}$ than Equation (5.9). This simple example shows that sequential independence from [GN02] is not attained by all sequences of quantum measurements.

The quantum counterpart of Property 5.5 that we define below is special in the sense that the constraint we pose is put on the measurement operators. The reason for that is to clarify presentation. At the end of this paragraph, however, we prove that the quantum sequential independence property is implied by the previous more natural Properties 5.9, 5.10, and 5.11.

[^19]Property 5.12 (Quantum Sequential Independence). We say that $\left(\mathbf{W}_{\mathcal{N}},\left\{Q_{\mathcal{S}}\right\}_{\mathcal{S} \subseteq \mathcal{N}},\left\{\mathcal{M}_{i}\right\}_{i \in \mathcal{N}}\right)$ has the quantum sequential independence property on set $\mathcal{F}$ if for every density operator $\psi \in \mathcal{F}$, for all partitions $\bigsqcup_{i=1}^{s} \mathcal{S}_{i} \subseteq \mathcal{N}$, for any permutation $\sigma \in \mathcal{I}_{\text {per }}(\{1, \ldots, s\})$, and $\vec{x} \in \mathcal{X}_{1} \times \mathcal{X}_{2} \times \cdots \times \mathcal{X}_{N}$ such that $\vec{x}:=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ and $\vec{y}_{i}:=\left(x_{\mathcal{S}_{i}(1)}, x_{\mathcal{S}_{i}(2)}, \ldots, x_{\mathcal{S}_{i}\left(\left|\mathcal{S}_{i}\right|\right)}\right)$, we have that

$$
\begin{align*}
& \operatorname{Tr}\left(Q_{\mathcal{S}_{s}}^{\overrightarrow{\mathcal{S}}_{s}} \mathrm{R}_{\mathcal{S}_{s-1}}^{\vec{y}_{s-1}} \cdots \mathrm{R}_{\mathcal{S}_{1}}^{\vec{y}_{1}} \psi \mathrm{R}_{\mathcal{S}_{1}}^{\vec{y}_{1} \dagger} \mathrm{R}_{\mathcal{S}_{2}}^{\vec{y}^{\dagger}} \cdots \mathrm{R}_{\mathcal{S}_{s-1}}^{\vec{y}_{s-1} \dagger}\right) \\
& \quad=\operatorname{Tr}\left(Q_{\mathcal{S}_{\sigma(s)}}^{\vec{y}_{\sigma(s)}} \mathrm{R}_{\mathcal{S}_{\sigma(s-1)}}^{\vec{y}_{\sigma(s-1)}} \cdots \mathrm{R}_{\mathcal{S}_{\sigma(1)}}^{\vec{y}_{\sigma(1)}} \psi \mathrm{R}_{\mathcal{S}_{\sigma(1)}}^{\vec{y}_{\sigma(1)} \dagger} \mathrm{R}_{\mathcal{S}_{\sigma(2)}}^{\vec{y}_{\sigma(2)} \dagger} \cdots \mathrm{R}_{\mathcal{S}_{\sigma(s-1)}}^{\vec{y}_{\sigma(s-1)} \dagger}\right) . \tag{5.10}
\end{align*}
$$

Theorem 5.13 (Marginals imply Sequential Independence). If $\left(\mathbf{W}_{\mathcal{N}},\left\{Q_{\mathcal{S}}\right\}_{\mathcal{S} \subseteq \mathcal{N}},\left\{\mathcal{M}_{i}\right\}_{i \in \mathcal{N}}\right)$ has Properties 5.9, 5.10, and 5.11, then it also has Property 5.12.

Proof. First note that Properties 5.9, 5.10, and 5.11 directly imply:

$$
\begin{equation*}
\operatorname{Tr}\left(\mathrm{R}_{\mathcal{S}}^{\vec{y} \dagger} \mathrm{Q}_{\mathcal{N}}^{\vec{x}} \mathrm{R}_{\mathcal{S}}^{\vec{y}} \rho\right)=\delta_{\vec{x} \mathcal{S}} \operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \rho\right), \tag{5.11}
\end{equation*}
$$

where $\rho \in \mathcal{G}_{\mathcal{N} \backslash \mathcal{S}}(\mathcal{F})$ and all operators are POVM elements (and their squareroot operators) from the second element of the tuple in question.

With the above identity at hand, we can directly prove the statement. Let us take any $\mathcal{T} \subseteq \mathcal{N}$ and its partition into sets $\mathcal{S}_{1}, \ldots, \mathcal{S}_{s}$, like in Property 5.12. Then by Property 5.9 we have

$$
\begin{equation*}
\operatorname{Tr}(Q_{\mathcal{S}_{s}}^{\overrightarrow{\vec{y}_{s}}} \underbrace{\mathrm{R}_{S_{s-1}}^{\overrightarrow{s_{s}}} \cdots \mathrm{R}_{\mathcal{S}_{1}}^{\overrightarrow{y_{1}}} \psi \mathrm{R}_{\mathcal{S}_{1}}^{\overrightarrow{y_{1}} \dagger} \cdots \mathrm{R}_{\mathcal{S}_{s-1}}^{\overrightarrow{y_{s}}} \dagger}_{:=\rho})=\sum_{\vec{y}^{\prime}} \operatorname{Tr}\left(Q_{\mathcal{N}}^{\overrightarrow{\vec{y}^{\prime}} \rho} \rho\right), \tag{5.12}
\end{equation*}
$$

where $\vec{y}^{\prime}$ ranges over $\prod_{i \in \mathcal{N}} \mathcal{X}_{i}$ such that $\vec{y}_{\mathcal{S}_{s}}=\vec{y}_{s}$. By $\vec{y}_{\mathcal{S}_{s}}$ we denote the elements of the vector corresponding to values in $\prod_{i \in \mathcal{S}_{s}} \mathcal{X}_{i}$. Let $\rho^{\prime}:=\mathrm{R}_{\mathcal{S}_{s-2}}^{\overrightarrow{\vec{y}_{s}}} \cdots \mathrm{R}_{\mathcal{S}_{1}}^{\overrightarrow{y_{1}}} \psi \mathrm{R}_{\mathcal{S}_{1}}^{\overrightarrow{y_{1}} \dagger} \cdots \mathrm{R}_{\mathcal{S}_{s-2}}^{\overrightarrow{y_{s}-2} \dagger}$, then we can continue Equation (5.12):

$$
\begin{align*}
& \sum_{\vec{y}^{\prime}} \operatorname{Tr}\left(Q_{\mathcal{N}}^{\vec{y}_{\mathcal{N}}^{\prime}} \mathrm{R}_{\mathcal{S}_{s-1}}^{\overrightarrow{y_{s-1}}} \rho^{\prime} \mathrm{R}_{\mathcal{S}_{s-1}}^{\vec{y}_{s-1} \dagger}\right)=\sum_{\overrightarrow{y^{\prime}}} \delta_{\vec{y}_{s_{s-1}}^{\prime}, \vec{y}_{s-1}} \operatorname{Tr}\left(Q_{\mathcal{N}}^{\vec{y}^{\prime}} \rho^{\prime}\right)  \tag{5.13}\\
& =\cdots=\sum_{\vec{y}^{\prime}} \delta_{\vec{y}_{S_{s-1}^{\prime}}}, \vec{y}_{s-1} \cdots \delta_{\vec{y}_{S_{1}}^{\prime}, \overrightarrow{y_{1}}} \operatorname{Tr}\left(Q_{\mathcal{N}}^{\overrightarrow{\mathcal{N}}^{\prime}} \psi\right)=\operatorname{Tr}\left(Q_{\mathcal{T}}^{\vec{y}^{\prime \prime}} \psi\right), \tag{5.14}
\end{align*}
$$

where in the first equality above we use Equation (5.11). In the sequence of equalities that follow we repeatedly use Equation (5.11) with square-root operators that appear in the definition of $\rho^{\prime}$. In the last sum we summed over the remaining $\mathcal{N} \backslash \mathcal{T}$ variables and get the marginal for $\vec{y}^{\prime \prime}:=\bigcup_{i=1}^{s} \vec{y}_{i}$.

We see that in Equation (5.14) we prove that the left hand side of Equation (5.12) is the same for any order of measurements. Our derivation does not depend on the order of the operators, which ends our proof.

### 5.2.2 Joint Distributions and Permutability

In this section, we state the definition of a joint distribution that describes a sequence of quantum measurements performed on states from a restricted set. We also define a generalization of commutativity and prove that a joint distribution exists if and only if the measurement operators are permutable.
Definition 5.14 (Joint Distribution On State). A tuple ( $\left.\mathbf{W}_{\mathcal{N}},\left\{\mathrm{Q}_{\mathcal{S}}\right\}_{\mathcal{S} \subseteq \mathcal{N}},\left\{\mathcal{M}_{i}\right\}_{i \in \mathcal{N}}\right)$ of a linear functional defined as in Equation (5.1) (with an element of the family from the second entry), a family of POVMs, and a set of measurements is a joint distribution of $N$ random variables $X_{1}, \ldots, X_{N}$ that describe outcomes of general quantum measurements $\left\{\mathcal{M}_{i}\right\}_{i \in \mathcal{N}}$ (from the third element of the tuple) of states $\psi \in \mathcal{F}$ if
(1) Quantum Marginals on states in $\mathcal{F}$, Property 5.9, holds,
(2) Quantum Disjointness on states in $\mathcal{F}$, Property 5.10, holds,
(3) Quantum Reducibility on states in $\mathcal{F}$, Property 5.11, holds.

Next we show the connection between the existence of joint distributions and requirements on the measurement operators. But first let us define the on-state permutability notion.
Definition 5.15 (On-state permutator, (fully) permutable operators). For any $s$ operators $R_{i}$ and a permutation of the s-element set $\boldsymbol{\sigma} \in \mathcal{I}_{\text {per }}(\{1, \ldots, s\})$ the permutator on $\psi$ is defined as

$$
\begin{align*}
& {\left[\mathrm{R}_{1}, \mathrm{R}_{2}, \ldots, \mathrm{R}_{s}\right]_{\psi}(\boldsymbol{\sigma}):=} \\
& \operatorname{Tr}\left(\mathrm{R}_{s} \mathrm{R}_{s-1} \cdots \mathrm{R}_{1} \psi \mathrm{R}_{1}^{\dagger} \mathrm{R}_{2}^{\dagger} \cdots \mathrm{R}_{s}^{\dagger}\right)-\operatorname{Tr}\left(\mathrm{R}_{\boldsymbol{\sigma}(s)} \mathrm{R}_{\boldsymbol{\sigma}(s-1)} \cdots \mathrm{R}_{\boldsymbol{\sigma}(1)} \psi \mathrm{R}_{\boldsymbol{\sigma}(1)}^{\dagger} \mathrm{R}_{\boldsymbol{\sigma}(2)}^{\dagger} \cdots \mathrm{R}_{\boldsymbol{\sigma}(s)}^{\dagger}\right) \tag{5.15}
\end{align*}
$$

We say that the operators $\mathrm{R}_{1}, \ldots, \mathrm{R}_{s}$ are permutable on $\psi$ if $\left[\mathrm{R}_{1}, \ldots, \mathrm{R}_{s}\right]_{\psi}(\boldsymbol{\sigma})=0$ for all $\boldsymbol{\sigma} \in \mathcal{I}_{\text {per }}(\{1, \ldots, s\})$.

Moreover, we call a set of measurements $\left\{\mathcal{M}_{i}\right\}_{i \in \mathcal{N}}$ (where for every $i \in \mathcal{N}$ we have $\mathcal{M}_{i}:=\left\{\mathrm{Q}_{i}^{x_{i}}\right\}_{x_{i} \in \mathcal{X}_{i}}$ ) t-permutable on $\mathcal{F}$ if the square-root operators $\mathrm{R}_{i}^{x_{i}}$ of any $t$ of these measurements are permutable on $\psi \in \mathcal{F}$. If $t=N$ we call the measurements "fully permutable".

To (slightly) strengthen our result connecting existence of joint distributions and permutability we define the notion of on-state projectors relevant for sequences of measurements.

Definition 5.16 (On-State Projectors). $\left\{\mathrm{R}_{i}^{x_{i}}\right\}_{i \in \mathcal{N}, x_{i} \in \mathcal{X}_{i}}$ is a set of on-state projectors on $\psi \in \mathcal{F}$ if for all $\mathcal{S} \subseteq \mathcal{N}$, all $\vec{x} \in \mathcal{X}_{1} \times \cdots \times \mathcal{X}_{N}$, all $\vec{y} \in \prod_{i \in \mathcal{S}} \mathcal{X}_{i}$, and for $\mathrm{R}_{\mathcal{S}}^{\vec{y}}:=$ $\mathrm{R}_{\mathcal{S}(1)}^{y_{1}} \mathrm{R}_{\mathcal{S}(2)}^{y_{2}} \cdots \mathrm{R}_{\mathcal{S}(|\mathcal{S}|)}^{y_{|\mathcal{S}|}}$ and $\mathrm{Q}_{\mathcal{S}}^{\vec{y}}:=\mathrm{R}_{\mathcal{S}}^{\overrightarrow{y_{j}}} \mathrm{R}_{\mathcal{S}}^{\vec{y}}$, we have

$$
\begin{equation*}
\operatorname{Tr}\left(\mathrm{R}_{\mathcal{S}}^{\overrightarrow{y^{\dagger}}} \mathrm{Q}_{\mathcal{N}}^{\vec{x}} \mathrm{R}_{\mathcal{S}}^{\vec{y}} \psi\right)=\delta_{\vec{y}, \overrightarrow{x_{\mathcal{S}}}} \operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \psi\right) . \tag{5.16}
\end{equation*}
$$

We would like to note that if operators in $\left\{\mathrm{R}_{i}^{x_{i}}\right\}_{i \in \mathcal{N}, x_{i} \in \mathcal{X}_{i}}$ are on-state permutable and are orthogonal projectors, then they are also on-state projectors.

Now we state the theorem connecting existence of joint distributions with permutability of the measurement operators. This statement extends Theorem 3.2 of [ME84], where they prove that if the joint distribution satisfies the marginals property (they use the name "nondisturbance"), then the operators pairwise commute.

Theorem 5.17 (Joint Distribution for Quantum Experiments and Permutability). There is a quantum joint distribution on states $\psi \in \mathcal{F}$ for measurements $\left\{\mathcal{M}_{i}\right\}_{i \in \mathcal{N}}$ if and only if all square roots $\mathrm{K}_{i}^{x}$ of the $\mathrm{E}_{i}^{x}$ operators of the measurements $\mathcal{M}_{i}$ permute on $\psi \in \mathcal{F}$ and $\left\{\mathrm{K}_{i}^{x_{i}}\right\}_{i \in \mathcal{S}, x_{i} \in \mathcal{X}_{i}}$ is a set of on-state projectors according to Definition 5.16.

Proof. $(\Rightarrow)$ In Theorem 5.13 we have proven that marginals (Property 5.9) together with disjointness (Property 5.10) and reducibility (Property 5.11) imply sequential independence (Property 5.12). Permutability follows from Property 5.12 for $N$ single-element sets $\overline{\mathcal{S}_{i}}=\{i\}$. To show that $\left\{\mathrm{K}_{i}^{x_{i}}\right\}_{i \in \mathcal{S}, x_{i} \in \mathcal{X}_{i}}$ is a set of on-state projectors we consider any $\mathrm{R}_{\mathcal{S}}^{\vec{y}}=\mathrm{R}_{\mathcal{S}(1)}^{y_{1}} \cdots \mathrm{R}_{\mathcal{S}(|\mathcal{S |}|}^{y_{\mid S}}$ from the statement of Definition 5.16 and $\rho=R_{\mathcal{S}(2)}^{y_{2}} \cdots R_{\mathcal{S}(|\mathcal{S}|)}^{y_{|\mathcal{S}|}} \psi \mathrm{R}_{\mathcal{S}(|\mathcal{S}|)}^{y_{|S|}^{\dagger}} \cdots \mathrm{R}_{\mathcal{S}(2)}^{y_{2} \dagger}$. First note that $\rho \in \mathcal{G}_{\mathcal{M} \backslash \mathcal{S}(1)}$. By applying Properties 5.10 and 5.11 we get

$$
\begin{equation*}
\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \mathrm{R}_{\mathcal{S}(1)}^{y_{1}} \rho \mathrm{R}_{\mathcal{S}(1)}^{y_{1} \dagger}\right)=\delta_{\vec{y}_{1}, \overrightarrow{x_{\mathcal{S}}(1)}} \operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \rho\right) . \tag{5.17}
\end{equation*}
$$

We can repeat the above reasoning-stripping $\rho$ of $\mathrm{R}_{\mathcal{S}(i)}^{y_{i}}$ operators one by oneto show the statement of Definition 5.16.
$(\Leftarrow)$ The other direction of the proof follows by setting the measurement operators to $Q_{\mathcal{S}}^{\vec{y}}:=\mathrm{K}_{\mathcal{S}(t)}^{y_{t} \dagger} \mathrm{~K}_{\mathcal{S}(t-1)}^{y_{t-1} \dagger} \cdots \mathrm{~K}_{\mathcal{S}(1)}^{y_{1} \dagger} \mathrm{~K}_{\mathcal{S}(1)}^{y_{1}} \mathrm{~K}_{\mathcal{S}(2)}^{y_{2}} \cdots \mathrm{~K}_{\mathcal{S}(t)}^{y_{t}}$, for every set $\mathcal{S} \subseteq \mathcal{N}$ with $|\mathcal{S}|=t$. Similarly we define $\mathrm{R}_{\mathcal{S}}^{\vec{y}}:=\mathrm{K}_{\mathcal{S}(1)}^{y_{1}} \mathrm{~K}_{\mathcal{S}(2)}^{y_{2}} \cdots \mathrm{~K}_{\mathcal{S}(t)}^{y_{t}}$.

The marginals property 5.9 reads as follows: $\sum_{i \in \mathcal{M} \backslash \mathcal{S}} \sum_{x_{i} \in \mathcal{X}_{i}} \operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}} \rho\right)=$ $\operatorname{Tr}\left(Q_{\mathcal{S}}^{\vec{x}_{S}} \rho\right)$. By definition of the square-root operators we have that $\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \rho\right)=\operatorname{Tr}\left(\mathrm{R}_{\mathcal{N}}^{\vec{x}} \rho \mathrm{R}_{\mathcal{N}}^{\vec{x} \dagger}\right)$. Thanks to how we defined the POVM elements and the assumed permutability we know that for any $i$

$$
\begin{equation*}
\operatorname{Tr}\left(\mathrm{R}_{\mathcal{N}}^{\vec{x}} \rho \mathrm{R}_{\mathcal{N}}^{\vec{x} \dagger}\right)=\operatorname{Tr}\left(\mathrm{R}_{i}^{x_{i} \dagger} \mathrm{R}_{i}^{x_{i}} \mathrm{R}_{\mathcal{N} \backslash\{i\}}^{\vec{x}_{\mathcal{N}} \backslash\{i\}} \rho \mathrm{R}_{\mathcal{N} \backslash\{i\}}^{\vec{x}_{\mathcal{N} \backslash\{i\}} \dagger}\right), \tag{5.18}
\end{equation*}
$$

where $x_{i}$ is the $i$-th element of $\vec{x}$. From the fact that $\sum_{x_{i} \in \mathcal{X}_{i}} \mathrm{E}_{i}^{x_{i}}=\mathbb{1}$ and the above transformation we get

$$
\sum_{i \in \mathcal{N} \backslash \mathcal{S}} \sum_{x_{i} \in \mathcal{X}_{i}} \operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \rho\right)=\sum_{i \in \mathcal{N} \backslash \mathcal{S}} \sum_{x_{i} \in \mathcal{X}_{i}} \operatorname{Tr}\left(\mathrm{E}_{i_{1}}^{x_{i_{1}}} \mathrm{R}_{\mathcal{N} \backslash\left\{i_{1}\right\}}^{\left.\vec{x}_{\mathcal{N}} \backslash i_{1}\right\}} \rho \mathrm{R}_{\mathcal{M} \backslash\left\{i_{1}\right\}}^{\left.\vec{x}_{\mathcal{N}}\right\}\left\{i_{1}\right\}}\right)
$$

$$
\begin{equation*}
=\sum_{i \in \mathcal{N} \backslash\left(\mathcal{S} \cup\left\{i_{1}\right\}\right)} \sum_{x_{i} \in \mathcal{X}_{i}} \operatorname{Tr}\left(\mathrm{E}_{i_{2}}^{x_{i 2}} \mathrm{R}_{\mathcal{M} \backslash\left\{i_{1}, i_{2}\right\}}^{\left.\vec{x}_{\mathcal{N}} \backslash i_{1}, i_{2}\right\}} \rho \mathrm{R}_{\mathcal{M} \backslash\left\{i_{1}, i_{2}\right\}}^{\vec{x}_{\mathcal{N}} \backslash i_{1}, i_{2} \dagger}\right)=\cdots=\operatorname{Tr}\left(\hat{Q}_{\mathcal{S}}^{\vec{x}_{S}} \rho\right) . \tag{5.19}
\end{equation*}
$$

Where $i_{1}, i_{2}, \ldots i_{|\mathcal{M} \backslash \mathcal{S}|}$ are indices of output sets we sum over, the order is arbitrary.

For the joint distribution to exist, Properties 5.10 and 5.11 also need to be satisfied. First we note that for square-root operators of the form $R_{\mathcal{S}}^{\vec{y}}=K_{\mathcal{S}(1)}^{y_{1}} \cdots K_{\mathcal{S}(t)}^{y_{t}}$ we can simplify $\operatorname{Tr}\left(Q_{\mathcal{N}}^{\vec{x}} R_{\mathcal{S}}^{\vec{y}} \rho R_{\mathcal{S}}^{\vec{y} \dagger}\right)$ appearing in both properties as follows: Let us consider any $\rho \in \mathcal{G}_{\mathcal{N} \backslash \mathcal{S}}(\mathcal{F})$, then by definition of set $\mathcal{G}_{\mathcal{N} \backslash \mathcal{S}}(\mathcal{F})$ it equals $\mathrm{R}_{\mathcal{S}^{\prime}}^{\vec{y}^{\prime}} \psi \mathrm{R}_{\mathcal{S}^{\prime}}^{\vec{y}^{\prime} \dagger}$. Additionally considering $\mathrm{R}_{\mathcal{S}}^{\vec{y}}$ and noting our assumption of permutability we get $\operatorname{Tr}\left(Q_{\mathcal{N}}^{\vec{x}} R_{\mathcal{S}}^{\vec{y}} \rho R_{\mathcal{S}}^{\overrightarrow{y^{\prime}}}\right)=\operatorname{Tr}\left(Q_{\mathcal{N}}^{\vec{x}} R_{\mathcal{S} \cup \mathcal{S}^{\prime}}^{\vec{y} \cup \vec{y}^{\prime}} \psi \mathrm{R}_{\mathcal{S}}^{\vec{y} \cup{\overrightarrow{\mathcal{S}^{\prime}}}^{\prime}}\right)$. Similarly we have $\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \rho\right)=\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \mathrm{R}_{\mathcal{S}^{\prime}}^{\vec{y}^{\prime}} \psi \mathrm{R}_{\mathcal{S}^{\prime}}^{\vec{y}^{\prime} \dagger}\right)$. To prove that Properties 5.10 and 5.11 hold we apply Definition 5.16 to both traces:
and

$$
\begin{equation*}
\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \rho\right)=\operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \mathrm{R}_{\mathcal{S}^{\prime}}^{\vec{y}^{\prime}} \psi \mathrm{R}_{\mathcal{S}^{\prime}}^{\vec{y}^{\prime} \dagger}\right)=\delta_{\vec{y}^{\prime}, \vec{x}_{\mathcal{S}^{\prime}}} \operatorname{Tr}\left(\mathrm{Q}_{\mathcal{N}}^{\vec{x}} \psi\right) . \tag{5.21}
\end{equation*}
$$

Putting these observations together: if $\vec{y}$ is different from $\vec{x}_{\mathcal{S}}$, then Equation (5.20) yields 0 (as required by Property 5.10), else $\delta_{\vec{y} \overrightarrow{y^{\prime}}, \overrightarrow{x_{\mathcal{S}} \cup \mathcal{S}^{\prime}}}=\delta_{\vec{y}^{\prime}, \vec{x}_{\mathcal{S}^{\prime}}}$ and Equation (5.20) equals to Equation (5.21) (as required by Property 5.11).

### 5.2.3 Pairwise On-State Commutation Does Not Imply Full Commutation

We now investigate whether full permutability is the weakest assumption we can have for joint distributions to exist.

When we consider this question for the full Hilbert space $\mathcal{F}=\mathcal{D}(\mathcal{H})$, this problem has been considered by a number of works in the literature [Nel67; Fin73; Fin82; ME84] and it is well-known that it suffices for the measurement operators to pairwise commute, i.e., pairwise commutation on all possible quantum states implies permutability of the operators.

Our goal in this section is to consider the case where $\mathcal{F} \subsetneq \mathcal{D}(\mathcal{H})$. In particular, in [Car+18], in order to connect perfect quantum indifferentiability to classical indifferentiability with stateless simulators, they rely on the following conjecture. Note that the $t$ in the conjecture is fixed, so we actually have a family of conjectures for different $t$ and $N$.

Conjecture 5.18 (Conjecture 2 from [Car+18], rephrased). Consider $N$ binary measurements described by projectors $\mathrm{P}_{1}, \ldots, \mathrm{P}_{N}$, and a quantum state $|\Psi\rangle$.

Assume that any $t$ out of the $N$ measurements permute on state $|\Psi\rangle$. That is, for any $\mathcal{I}$ with $|\mathcal{I}|=t$, if $\mathrm{P}_{1}^{\prime}, \ldots, \mathrm{P}_{t}^{\prime}$ and $\mathrm{P}_{1}^{\prime \prime}, \ldots, \mathrm{P}_{t}^{\prime \prime}$ are the projectors $\left\{\mathrm{P}_{i}\right\}_{i \in \mathcal{I}}$ (possibly in different order), then $\mathrm{P}_{t}^{\prime}, \ldots, \mathrm{P}_{1}^{\prime}|\Psi\rangle=\mathrm{P}_{t}^{\prime \prime}, \ldots, \mathrm{P}_{1}^{\prime \prime}|\Psi\rangle$.

Then there exist random variables $X_{1}, \ldots, X_{N}$ with a joint distribution $\mathfrak{D}$ such that for any $\mathcal{I}=\left\{i_{1}, \ldots, i_{t}\right\}$ the joint distribution of $X_{i_{1}}, \ldots, X_{i_{t}}$ is the distribution of the outcomes when we measure $|\Psi\rangle$ with measurements $\mathrm{P}_{i_{1}}, \ldots, \mathrm{P}_{i_{t}}$.

In the use of Conjecture 5.18 in [Car+18], they implicitly assume that we can replace $P_{i}$ by its complement $\mathbb{1}-P_{i}$ and the permutation still holds.

Conjecture 5.18 states that if any $t$ measurement operators permute on state $|\Psi\rangle$ then there is a joint distribution. From Theorem 5.17, we know that if there is a joint distribution then the operators fully permute. Hence, the key point of the conjecture is that if any $t$ operators permute on a state, then they fully permute on it. However, we show here that Conjecture 5.18 is not true, in general.

Theorem 5.19. There exists a set of four projectors $\left\{\mathrm{P}_{1}, \mathrm{P}_{2}, \mathrm{P}_{3}, \mathrm{P}_{4}\right\}$ and a state $|\phi\rangle \in$ $\mathbb{C}^{8}$ such that the projectors are 2-permutable (they pairwise commute) on state $|\phi\rangle$ and they are not 4-permutable on $|\phi\rangle$.

Proof. To prove the statement we found an example of such operators and a state numerically by random constrained search. We consider 4 projectors $\mathrm{P}_{i}$ and a state $|\phi\rangle$ of dimension 8 . The constraints we impose are

$$
\begin{equation*}
\forall i, j \neq i\left[\mathrm{P}_{i}, \mathrm{P}_{j}\right]|\phi\rangle=0, \tag{5.22}
\end{equation*}
$$

moreover operators $\mathrm{P}_{i}$ are projectors: $\forall i \mathrm{P}_{i}^{2}=\mathrm{P}_{i}$ and $|\phi\rangle$ is a unit-norm complex vector.

We look for an example to the statement that 2-permutability (commutativity) does not imply 4-permutability, so that

$$
\begin{equation*}
\left(\mathrm{P}_{1} \mathrm{P}_{2} \mathrm{P}_{3} \mathrm{P}_{4}-\mathrm{P}_{3} \mathrm{P}_{4} \mathrm{P}_{1} \mathrm{P}_{2}\right)|\phi\rangle \neq 0 \tag{5.23}
\end{equation*}
$$

To find such example we used software for symbolic computing to define the problem and maximize $\|\left(\mathrm{P}_{1} \mathrm{P}_{2} \mathrm{P}_{3} \mathrm{P}_{4}-\mathrm{P}_{3} \mathrm{P}_{4} \mathrm{P}_{1} \mathrm{P}_{2}\right)|\phi\rangle \|$, where we maximize over operators $\mathrm{P}_{i}$ and the state $|\phi\rangle$.

The result of our optimization can be found in Section 5.2.4. Note that we consider vector equalities-instead of just traces like in Theorem 5.17-hence our example provides a slightly stronger argument for the necessity of full permutability.

One can notice by looking at the optimization problem that it is not a semidefinite problem, nor are we aware of any other structure that is easy to exploit. For that reason finding larger instances is probably computationally very expensive.

We notice that Theorem 5.19 actually disproves a slightly stronger version of Conjecture 5.18; One that includes the complements of projectors. While
this modification gives a slightly stronger assumption, our counterexample in Theorem 5.19 works just as well.

For the joint distribution in Conjecture 5.18 to exist, we know from Theorem 5.17 that all operators must on-state permute. An important observation is that Conjecture 5.18 considers vector equalities and Theorem 5.17 considers scalar equalities. The theorem is "easier" than the conjecture and our counterexample works with vector equalities, hence we disprove a stronger statement and indeed Theorem 5.19 disproves Conjecture 5.18.

In [Ebr18] the author uses a different conjecture and different reasoning to prove the existence of the joint distribution. Our counterexample does not disprove this other approach and we refer interested readers to [Ebr18].

### 5.2.4 Numerical values

Below we present the state and the projectors that are claimed in the proof of Theorem 5.19. The script used to generate these values can be found in [Cza21]. Before we write out the state and the projections that we found, let us state our violation of the permutator:

$$
\begin{equation*}
\|\left(\mathrm{P}_{1} \mathrm{P}_{2} \mathrm{P}_{3} \mathrm{P}_{4}-\mathrm{P}_{3} \mathrm{P}_{4} \mathrm{P}_{1} \mathrm{P}_{2}\right)|\phi\rangle \|=0.25 \pm 3 \cdot 10^{-8} \tag{5.24}
\end{equation*}
$$

All the constraints listed in the proof of Theorem 5.19 are fulfilled up to the seventh decimal digit of precision, so up to $10^{-7}$. Internal computations of the algorithm are performed with machine precision of $10^{-15}$.

The state is

$$
|\phi\rangle:=\left(\begin{array}{c}
-0.135381-0.0503468 \mathrm{i}  \tag{5.25}\\
0.325588-0.222403 \mathrm{i} \\
-0.209447-0.0404665 \mathrm{i} \\
-0.418336+0.130098 \mathrm{i} \\
-0.503693-0.299414 \mathrm{i} \\
0.379842+0.205081 \mathrm{i} \\
-0.179291-0.0381456 \mathrm{i} \\
0.0840381-0.125995 \mathrm{i}
\end{array}\right)
$$

We define the projectors by their eigenvectors:

$$
\begin{array}{ll}
\mathrm{P}_{1}=\left|\pi^{1}\right\rangle\left\langle\pi^{1}\right|, & \mathrm{P}_{2}=\left|\pi_{1}^{2}\right\rangle\left\langle\pi_{1}^{2}\right|+\left|\pi_{2}^{2}\right\rangle\left\langle\pi_{2}^{2}\right|, \\
\mathrm{P}_{3}=\left|\pi_{1}^{3}\right\rangle\left\langle\pi_{1}^{3}\right|+\left|\pi_{2}^{3}\right\rangle\left\langle\pi_{2}^{3}\right|+\left|\pi_{3}^{3}\right\rangle\left\langle\pi_{3}^{3}\right|, & \mathrm{P}_{4}=\left|\pi_{1}^{4}\right\rangle\left\langle\pi_{1}^{4}\right|+\left|\pi_{2}^{4}\right\rangle\left\langle\pi_{2}^{4}\right| .
\end{array}
$$

The eigenvector of $P_{1}$ is:

$$
\left|\pi^{1}\right\rangle:=\left(\begin{array}{c}
0.440777+0.168408 \mathrm{i}  \tag{5.28}\\
0.208781-0.37351 \mathrm{i} \\
0.247514+0.0276065 \mathrm{i} \\
-0.297971+0.0252308 \mathrm{i} \\
0.118798+0.112225 \mathrm{i} \\
-0.293428+0.270889 \mathrm{i} \\
-0.193073+0.218869 \mathrm{i} \\
-0.41405
\end{array}\right) .
$$

The eigenvectors of $P_{2}$ are:

$$
\left|\pi_{1}^{2}\right\rangle:=\left(\begin{array}{c}
-0.497016-0.094035 \mathrm{i}  \tag{5.29}\\
0.417527-0.0737062 \mathrm{i} \\
-0.000125303+0.35123 \mathrm{i} \\
0.166569-0.187245 \mathrm{i} \\
-0.373202+0.205633 \mathrm{i} \\
0.318452-0.251475 \mathrm{i} \\
-0.107473-0.123987 \mathrm{i} \\
-0.0711523
\end{array}\right),\left|\pi_{2}^{2}\right\rangle:=\left(\begin{array}{c}
0.365906+0.0620997 \mathrm{i} \\
0.418728-0.2059 \mathrm{i} \\
0.229457+0.0557421 \mathrm{i} \\
-0.140393+0.0945029 \mathrm{i} \\
-0.199205-0.188139 \mathrm{i} \\
0.103617+0.279644 \mathrm{i} \\
-0.546498+0.147197 \mathrm{i} \\
0.275295
\end{array}\right) .
$$

The eigenvectors of $P_{3}$ are:

$$
\left|\pi_{1}^{3}\right\rangle:=\left(\begin{array}{c}
-0.453059+0.181543 \mathrm{i}  \tag{5.30}\\
-0.452841+0.0154095 \mathrm{i} \\
-0.17948-0.222827 \mathrm{i} \\
-0.230355-0.0526756 \mathrm{i} \\
-0.0918752-0.250754 \mathrm{i} \\
0.242416-0.126917 \mathrm{i} \\
0.300832-0.287566 \mathrm{i} \\
0.315259
\end{array}\right),\left|\pi_{2}^{3}\right\rangle,=\left(\begin{array}{c}
-0.0586669-0.269559 \mathrm{i} \\
-0.280155+0.373271 \mathrm{i} \\
-0.150758-0.158539 \mathrm{i} \\
0.158793-0.0454731 \mathrm{i} \\
0.165888+0.362832 \mathrm{i} \\
-0.110453-0.310755 \mathrm{i} \\
0.353894-0.00811586 \mathrm{i} \\
-0.487537
\end{array}\right),
$$

$$
\left|\pi_{3}^{3}\right\rangle:=\left(\begin{array}{c}
-0.182739-0.114718 \mathrm{i}  \tag{5.31}\\
0.246775-0.134678 \mathrm{i} \\
-0.513357-0.193655 \mathrm{i} \\
-0.10451+0.421294 \mathrm{i} \\
0.111183+0.122625 \mathrm{i} \\
-0.200917-0.25897 \mathrm{i} \\
-0.0290851+0.398494 \mathrm{i} \\
0.30081
\end{array}\right) .
$$

The eigenvectors of $P_{4}$ are:

$$
\left|\pi_{1}^{4}\right\rangle:=\left(\begin{array}{c}
-0.464187+0.213035 \mathrm{i}  \tag{5.32}\\
-0.364421+0.119836 \mathrm{i} \\
-0.324984-0.23097 \mathrm{i} \\
-0.256841+0.0478513 \mathrm{i} \\
-0.0700499-0.192822 \mathrm{i} \\
0.146148-0.225755 \mathrm{i} \\
0.243944-0.284786 \mathrm{i} \\
0.331272
\end{array}\right),\left|\pi_{2}^{4}\right\rangle:=\left(\begin{array}{c}
0.111757+0.151275 \mathrm{i} \\
0.236223-0.323279 \mathrm{i} \\
0.157312-0.115385 \mathrm{i} \\
-0.30864+0.0990552 \mathrm{i} \\
-0.260931-0.236239 \mathrm{i} \\
0.240497+0.13559 \mathrm{i} \\
-0.453404+0.12357 \mathrm{i} \\
0.490125
\end{array}\right) .
$$

### 5.3 Almost On-State Commutation

In the last part of the chapter we discuss almost commutativity in the on-state case. In particular, we show here that if we have two projectors that almost commute on a state then we can define a projector that fully commutes with one of the original operators and is close on state to the second one.

The main tool that we need to prove this result is Jordan's lemma.
Lemma 5.20 (Jordan's lemma [Jor75]). Let $\mathrm{P}_{1}$ and $\mathrm{P}_{2}$ be two projectors with rank $r_{i}:=\operatorname{rank}\left(\mathrm{P}_{i}\right)$ for $i \in\{1,2\}$. Then both projectors can be decomposed simultaneously in the form $\mathrm{P}_{i}=\oplus_{k=1}^{r_{i}} \mathrm{P}_{i}^{k}$, where $\mathrm{P}_{i}^{k}$ denote rank-1 projectors acting on oneor two-dimensional subspaces. We denote the one- and two-dimensional subspaces by $S_{1}, \ldots, S_{l}$ and subspaces by $T_{1}, \ldots, T_{l^{\prime}}$, respectively. The eigenvectors $\left|v_{k, 1}\right\rangle$ and $\left|v_{k, 2}\right\rangle$ of $P_{1}^{k}$ and $P_{2}^{k}$ respectively are related by:

$$
\begin{equation*}
\left|v_{k, 2}\right\rangle=\cos \theta_{k}\left|v_{k, 1}\right\rangle+\sin \theta_{k}\left|v_{k, 1}^{\perp}\right\rangle,\left|v_{k, 1}\right\rangle=\cos \theta_{k}\left|v_{k, 2}\right\rangle-\sin \theta_{k}\left|v_{k, 2}^{\perp}\right\rangle . \tag{5.33}
\end{equation*}
$$

We can now prove our result.
Theorem 5.21 (Making almost commuting projectors commute). Given any two projectors $\mathrm{P}_{1}$ and $\mathrm{P}_{2}$ and a state $|\psi\rangle$ we have that if $\|\left(\mathrm{P}_{1} \mathrm{P}_{2}-\mathrm{P}_{2} \mathrm{P}_{1}\right)|\psi\rangle \|=\epsilon$ then there is a projector $\mathrm{P}_{2}^{\prime}$ that is close to the original projector on the state $\|\left(\mathrm{P}_{2}^{\prime}-\mathrm{P}_{2}\right)|\psi\rangle \| \leq \sqrt{2} \epsilon$ and $\left[\mathrm{P}_{1}, \mathrm{P}_{2}^{\prime}\right]=0$.

Proof. By Jordan's lemma (Lemma 5.20), there exist bits $\lambda_{i, 1}, \lambda_{i, 2} \in\{0,1\}$ and vectors $\left|u_{1}\right\rangle, \ldots,\left|u_{m}\right\rangle$ and $\left|v_{1,1}\right\rangle,\left|v_{1,2}\right\rangle, \ldots,\left|v_{\ell, 1}\right\rangle,\left|v_{\ell, 2}\right\rangle$, such that

1. $\mathrm{P}_{1}=\sum_{i \in[m]} \lambda_{i, 1}\left|u_{i}\right\rangle\left\langle u_{i}\right|+\sum_{i \in[\ell]}\left|v_{i, 1}\right\rangle\left\langle v_{i, 1}\right|$
and $\mathrm{P}_{2}=\sum_{i \in[m]} \lambda_{i, 2}\left|u_{i}\right\rangle\left\langle u_{i}\right|+\sum_{i \in[\ell]}\left|v_{i, 2}\right\rangle\left\langle v_{i, 2}\right| ;$
2. $\left\langle u_{i} \mid u_{k}\right\rangle=0$ and $\left\langle u_{i} \mid v_{j, b}\right\rangle=0$ for all $b, i, j$ and $k \neq i$;
3. $\left\langle v_{j, b^{\prime}} \mid v_{i, b}\right\rangle=0$ for $i \neq j$ and any $b, b^{\prime}$;
4. $0<\left\langle v_{i, 1} \mid v_{i, 2}\right\rangle<1$.

Let $\theta_{i}$ be the angle between $\left|v_{i, 1}\right\rangle$ and $\left|v_{i, 2}\right\rangle$ (i.e. $\cos \theta_{i}=\left\langle v_{i, 1} \mid v_{i, 2}\right\rangle$ ), and $\left|v_{i, 1}^{\perp}\right\rangle$ be the state orthogonal to $\left|v_{i, 1}\right\rangle$ in the subspace spanned by these two vectors. Since the non-commuting part of $\mathrm{P}_{1}$ and $\mathrm{P}_{2}$ must come from the pairs $\left|v_{i, 1}\right\rangle,\left|v_{i, 2}\right\rangle$, we will define $\mathrm{P}_{2}^{\prime}$ by removing the non-commuting part of $\mathrm{P}_{2}$, shifting the vector $\left|v_{i, 2}\right\rangle$, to either $\left|v_{i, 1}\right\rangle$ or $\left|v_{i, 1}^{\perp}\right\rangle$ :

$$
\begin{equation*}
\mathrm{P}_{2}^{\prime}=\sum_{i \in[m]} \lambda_{i, 2}\left|u_{i}\right\rangle\left\langle u_{i}\right|+\sum_{i \in[\ell]: \theta_{i} \leq \frac{\pi}{4}}\left|v_{i, 1}\right\rangle\left\langle v_{i, 1}\right|+\sum_{i \in[\ell]: \theta_{i}>\frac{\pi}{4}}\left|v_{i, 1}^{\perp}\right\rangle\left\langle v_{i, 1}^{\perp}\right| . \tag{5.34}
\end{equation*}
$$

We have clearly that $\left[\mathrm{P}_{1}, \mathrm{P}_{2}^{\prime}\right]=0$ since the two projectors are simultaneously diagonalizable and we now want to prove that

$$
\begin{equation*}
\|\left(\mathrm{P}_{2}^{\prime}-\mathrm{P}_{2}\right)|\psi\rangle \| \leq \sqrt{2} \varepsilon \tag{5.35}
\end{equation*}
$$

Notice that

$$
\begin{align*}
& \|\left(\mathrm{P}_{2}^{\prime}-\mathrm{P}_{2}\right)|\psi\rangle \|^{2} \\
& =\| \sum_{i \in\left[l^{\prime}\right]: \theta_{i} \leq \frac{\pi}{4}}\left(\left|v_{i, 1}\right\rangle\left\langle v_{i, 1} \mid \psi\right\rangle-\left|v_{i, 2}\right\rangle\left\langle v_{i, 2} \mid \psi\right\rangle\right) \\
& +\sum_{i \in\left[l^{\prime}\right]: \theta_{i}>\frac{\pi}{4}}\left(\left|v_{i, 1}^{\perp}\right\rangle\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle-\left|v_{i, 2}\right\rangle\left\langle v_{i, 2} \mid \psi\right\rangle\right) \|^{2}  \tag{5.36}\\
& =\sum_{i \in\left[l^{\prime}\right]: \theta_{i} \leq \frac{\pi}{4}} \|\left|v_{i, 1}\right\rangle\left\langle v_{i, 1} \mid \psi\right\rangle-\left|v_{i, 2}\right\rangle\left\langle v_{i, 2} \mid \psi\right\rangle \|^{2} \\
& +\sum_{i \in\left[l^{\prime}\right]: \theta_{i}>\frac{\pi}{4}} \|\left|v_{i, 1}^{\perp}\right\rangle\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle-\left|v_{i, 2}\right\rangle\left\langle v_{i, 2} \mid \psi\right\rangle \|^{2}, \tag{5.37}
\end{align*}
$$

where in the last step we used that $\left\langle v_{i, b^{\prime}} \mid v_{j, b}\right\rangle=0$ for $i \neq j$.
Using that $\left|v_{i, 2}\right\rangle=\cos \theta_{i}\left|v_{i, 1}\right\rangle+\sin \theta_{i}\left|v_{i, 1}^{\perp}\right\rangle$, we have that if $\theta_{i} \leq \frac{\pi}{4}$, then

$$
\begin{align*}
& \|\left\langle v_{i, 1} \mid \psi\right\rangle\left|v_{i, 1}\right\rangle-\left\langle v_{i, 2} \mid \psi\right\rangle\left|v_{i, 2}\right\rangle \|^{2} \\
& =\sin ^{4} \theta_{i}\left|\left\langle v_{i, 1} \mid \psi\right\rangle\right|^{2}-2 \sin ^{3} \theta_{i} \cos \theta_{i} \mathfrak{R e}\left(\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle\left\langle v_{i, 1} \mid \psi\right\rangle\right)+\sin ^{2} \theta_{i} \cos ^{2} \theta_{i}\left|\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle\right|^{2} \\
& +\sin ^{4} \theta_{i}\left|\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle\right|^{2}+2 \sin ^{3} \theta_{i} \cos \theta_{i} \mathfrak{R e}\left(\left\langle v_{i, 1} \mid \psi\right\rangle\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle\right)+\sin ^{2} \theta_{i} \cos ^{2} \theta_{i}\left|\left\langle v_{i, 1} \mid \psi\right\rangle\right|^{2} \\
& \leq 2 \sin ^{2} \theta_{i} \cos ^{2} \theta_{i}\left(\left|\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle\right|^{2}+\left|\left\langle v_{i, 1} \mid \psi\right\rangle\right|^{2}\right), \tag{5.38}
\end{align*}
$$

where in the inequality we used our assumption that $\theta_{i} \leq \frac{\pi}{4}$ which implies that $\sin \theta_{i} \leq \cos \theta_{i}$.

Using similar calculations, we have that if $\theta_{i} \geq \frac{\pi}{4}$

$$
\begin{equation*}
\|\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle\left|v_{i, 1}^{\perp}\right\rangle-\left\langle v_{i, 2} \mid \psi\right\rangle\left|v_{i, 2}\right\rangle \|^{2} \leq 2 \sin ^{2} \theta_{i} \cos ^{2} \theta_{i}\left(\left|\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle\right|^{2}+\left|\left\langle v_{i, 1} \mid \psi\right\rangle\right|^{2}\right) \tag{5.39}
\end{equation*}
$$

We will show now that

$$
\sum_{i} \sin ^{2} \theta_{i} \cos ^{2} \theta_{i}\left(\left|\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle\right|^{2}+\left|\left\langle v_{i, 1} \mid \psi\right\rangle\right|^{2}\right)=\varepsilon^{2}
$$

which finishes the proof:

$$
\begin{align*}
\varepsilon^{2} & =\|\left(\mathrm{P}_{2} \mathrm{P}_{1}-\mathrm{P}_{1} \mathrm{P}_{2}\right)|\psi\rangle \|^{2}  \tag{5.40}\\
& =\| \sum_{i \in\left[l^{\prime}\right]}\left|v_{i, 1}\right\rangle\left\langle v_{i, 1} \mid v_{i, 2}\right\rangle\left\langle v_{i, 2} \mid \psi\right\rangle-\left|v_{i, 2}\right\rangle\left\langle v_{i, 2} \mid v_{i, 1}\right\rangle\left\langle v_{i, 1} \mid \psi\right\rangle . \|^{2}  \tag{5.41}\\
& =\| \sum_{i \in\left[l^{\prime}\right]} \cos \theta_{i}\left(\cos \theta_{i}\left\langle v_{i, 1} \mid \psi\right\rangle+\sin \theta_{i}\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle\right)\left|v_{i, 1}\right\rangle \\
& -\sum_{i \in\left[l^{\prime}\right]} \cos \theta_{i}\left\langle v_{i, 1} \mid \psi\right\rangle\left(\cos \theta_{i}\left|v_{i, 1}\right\rangle+\sin \theta_{i}\left|v_{i, 1}^{\perp}\right\rangle\right) \|^{2}  \tag{5.42}\\
& =\| \sum_{i \in\left[l^{\prime}\right]} \sin \theta_{i} \cos \theta_{i}\left(\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle\left|v_{i, 1}\right\rangle-\left\langle v_{i, 1} \mid \psi\right\rangle\left|v_{i, 1}^{\perp}\right\rangle\right) \|^{2}  \tag{5.43}\\
& =\sum_{i \in\left[l^{\prime}\right]} \sin ^{2} \theta_{i} \cos ^{2} \theta_{i}\left(\left|\left\langle v_{i, 1}^{\perp} \mid \psi\right\rangle\right|^{2}+\left|\left\langle v_{i, 1} \mid \psi\right\rangle\right|^{2}\right) . \tag{5.44}
\end{align*}
$$

where in the second equality we again use that $\left|v_{i, 2}\right\rangle=\cos \theta_{i}\left|v_{i, 1}\right\rangle+\sin \theta_{i}\left|v_{i, 1}^{\perp}\right\rangle$ and in the fourth equality we use the fact that $\left\langle v_{i, b^{\prime}} \mid v_{j, b}\right\rangle=0$ for $i \neq j$.

Our proof relies solely on Jordan's Lemma. Note that Jordan's Lemma is sufficient only if we analyze commutation of projectors. Results that show how to make any Hermitian matrices commute [FR96; Has09] are much more complicated to prove and it is not clear how to translate them to the "on-state" case.

We stress that our proof only works for two projectors, since Jordan's lemma does not generalize for three or more projectors. Therefore, we leave as open problem (dis) proving a generalized version of Lemma 5.21 for more projectors.

In [Ebr18] the author proves Theorem 5.21 for $\varepsilon=0$, but with a different proof. They use Halmo's two projections theorem instead of Jordan's lemma.
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Game-playing proofs constitute a powerful framework for non-quantum cryptographic security arguments, notably applied in the context of indifferentiability. A common ingredient in such proofs is lazy sampling of random primitives. In [Cza+19] we developed a quantum game-playing proof framework by generalizing two recent proof techniques: Zhandry's compressed quantum oracles [Zha19a], that can be used to quantum lazy-sample a class of nonuniform function distributions. The second technique is Unruh's one-way-tohiding lemma [Unr14], that can also be applied to compressed oracles, providing a quantum counterpart to the fundamental lemma of game-playing.

### 6.1 Introduction

The game-playing framework, described in detail in Section 2.4.2, provides proofs of security with a clear and easy-to-verify structure. Combined with the need of including fully quantum adversaries with quantum access to random oracles into the threat model (see Section 2.1.5), we encounter an obvious challenge: defining a quantum game-playing framework. In this chapter, we resolve that challenge, so that in later chapters we can apply the resulting framework to prove security of a number of cryptographic constructions. In the following paragraphs we describe our results and the main proof techniques we used to achieve them.

We devise a quantum game-playing framework for security proofs that involve fully-quantum ${ }^{1}$ adversaries. Our framework is based on a combination of two recently developed proof techniques: compressed quantum random oracles by Zhandry [Zha19a] and the One-Way to Hiding (O2H) lemma by Unruh [Unr14; AHU19]. The former provides a way to lazy-sample a quantumaccessible random oracle, and the latter is a quantum counterpart of the Fundamental Game-Playing lemma-a key ingredient in the original game-playing framework. As our first main result we obtain a clean and powerful tool for proofs in post-quantum cryptography. The main advantage of the framework is the fact that it allows the translation of certain classical security proofs to the quantum setting, in a way that is arguably more straight-forward than for previously available proof techniques.

On the technical side, we begin by re-formalizing Zhandry's compressedoracle technique, which, as a by-product, makes a modest generalization to some non-uniform distributions of oracles relatively straightforward. In particular, we generalize the compressed-oracle technique of [Zha19a] to a class of non-uniform distributions over functions, allowing a more general form of (quantum) lazy sampling. Our result allows to treat distributions with outputs that are independent for distinct inputs. Subsequently, we observe that the

[^20]techniques of "puncturing oracles" proposed in [AHU19] can also be applied to compressed oracles, yielding a more general version of the O2H lemma which forms the quantum counterpart of the fundamental game-playing lemma.

There are already some examples in the literature where generalized compressed oracle for non-uniform distributions has been used, e.g. [Ala+18] (superposition oracle without compression that outputs 1 with probability $\lambda$, we define the sampling procedure for such distribution in Section 6.2.2.2) and [HM20] (a generalization similar to ours but presented after [Cza+19] was posted online). We believe that the generalized formalism developed here will continue to be useful.

Punctured oracles are quantum oracles measured after every adversarial query. An important lemma that we prove is a bound on the probability that any of these measurements succeeds. Our proof of this bound is general enough so that it can be applied with little changes to many different scenarios. The bound on the probability of any of the measurements in a punctured oracle succeeding, together with the O2H lemma for compressed oracles provides a bound on the distinguishing advantage between a regular compressed oracle and a punctured one. In Lemma 9 in [Zha19a], the indistinguishability of a compressed oracle and a punctured compressed oracle is also proven. The method, however, is different than ours and less details are provided. A crucial difference is that there are two technical claims left implicit. According to [Zha20] there exists a proof that maintains the claimed bound.

Related Work Recent work by Unruh and by Ambainis, Hamburg, and Unruh [Unr14; AHU19] form the second main ingredient of this result. Their O2H lemma provides a way to "reprogram" quantum accessible oracles on some set of inputs, formalized as "punctured" oracles in the latter paper.

In a recent article [Unr19] Unruh developed quantum Relational Hoare Logic for computer verification of proofs in (post-)quantum cryptography. There he also uses the approach of game-playing, but in general focuses on formal definitions of quantum programs and predicates. To investigate the relation between [Unr19] and this chapter in more detail one would have to express our results in the language of the new logic. We leave it as an interesting direction for the future.

The proof techniques of [Zha19a] and [AHU19] have been recently used to show quantum security of the 4-Round Feistel construction in [HI19] and of generic key-encapsulation mechanisms in [JZM19] respectively. In [CEV20] the authors use compressed oracles for randomness in an encryption scheme using a random tweakable permutation (that is given to the algorithm externally). In [Chu+20a] the authors prove quantum query complexity results using the compressed oracles technique and provide a framework that simplifies such tasks. In [Chu+20b], the authors use the compressed-oracle technique to
prove tight quantum time-space tradeoffs. In the recent [Ros21] Rosmanis describes a new approach to the compressed-oracle technique, he also analyzes the case of random (invertible) permutations, although does not provide a way to efficiently compress them.

Organization. In Section 6.2 we generalize the compressed-oracle technique of [Zha19a] to non-uniform distributions over functions. In Section 6.3 we prove a generalization of the O2H lemma of [Unr14], adapted to the use with compressed oracles for non-uniform distributions. In Section 6.4 we provide a general bound on the probability of Find-the quantum counterpart of the Bad events in the classical game-playing proofs. We end in Section 6.5 with a discussion of how to use the techniques developed in this chapter to elevate proofs of classical security to proofs of quantum security, given that the classical proofs are written in the game-playing framework.

### 6.2 Quantum-Accessible Oracles

In the Quantum-Random-Oracle Model (QROM) [Bon+11], one assumes that the random oracle can be accessed in superposition. Quantum-accessible random oracles are motivated by the possibility of running an actual instantiation of the oracle as function on a quantum computer, which would allow for superposition access. In this section, oracles implement a function $\mathrm{f}: \mathcal{X} \rightarrow \mathcal{Y}$ distributed according to some probability distribution $\mathfrak{D}$ on the set $\mathcal{F}$ of functions from $\mathcal{X}$ to $\mathcal{Y}$. Without loss of generality we set $\mathcal{X}=\mathbb{Z}_{M}$ and $\mathcal{Y}=\mathbb{Z}_{N}$ for some integers $M, N>0$.

In this section we give a formal treatment of quantum accessible oracles. We explain with special care the compressed-oracle technique of Zhandry [Zha19a]. A quantum oracle can be viewed as a purification (extension to a higher-dimensional Hilbert space) of the adversary's quantum state. The simplest purification extends the state to include a superposition of all full function tables from the set $\mathcal{F}$. Note that the oracle gives access to a random function from the set $\mathcal{F}$. The purification we talk about is called the oracle register. A quantum algorithm could simulate the access to the quantum oracle by preparing the oracle register and performing the correct update procedures every time the adversary makes a query. Such a simulator would not be efficient though, as the oracle register we just defined holds $M$ entries (so one for each element of the domain $[M]$ ). The brilliant idea of Zhandry was to propose a procedure to lazy-sample a uniformly random function. By lazy-sampling we mean here to store just the queries asked by the adversary, not the whole function table. By doing that we limit the number of entries held by the simulator to $q$ (the bound on the number of queries performed by the adversary). Our result in this section is generalizing Zhandry's technique
to independent distributions on functions: Such that outputs are distributed independently for any distinct inputs.

Classically, an oracle for a function f is modeled via a tape with the queried input $x$ written on it, the tape is then overwritten with $\mathbf{f}(x)$. The usual way of translating this functionality to the quantum circuit model is by introducing a special gate that implements the unitary $\mathrm{U}_{\mathbf{f}}|x, y\rangle=|x, y+\mathbf{f}(x)\rangle$. In the literature + is usually the bitwise addition modulo 2 , but in general it can be any group operation. We are going to use addition in $\mathbb{Z}_{N} .^{2}$

In the case where the function f is a random variable, so is the unitary $\mathrm{U}_{\mathrm{f}}$. Sometimes this is not, however, the best way to think of a quantum random oracle, as the randomness of $f$ is accounted for using classical probability theory, yielding a hybrid description. To capture the adversary's point of view more explicitly, it is necessary to switch to the mixed-state formalism. A mixed quantum state, or density matrix, is obtained by considering the projector onto the one-dimensional subspace spanned by a pure state, and then taking the expectation over any classical randomness. Say that the adversary sends the query state $\left|\Psi_{0}\right\rangle=\sum_{x, y} \alpha_{x, y}|x, y\rangle$ to the oracle, the output state is then

$$
\begin{align*}
& \sum_{\mathbf{f}} \mathbb{P}[\mathbf{f}: \mathbf{f} \leftarrow \mathfrak{D}] \mathbf{U}_{\mathbf{f}}\left|\Psi_{0}\right\rangle\left\langle\Psi_{0}\right| \mathrm{U}_{\mathbf{f}}^{\dagger} \otimes|\mathbf{f}\rangle\left\langle\left.\mathbf{f}\right|_{F}\right. \\
& =\sum_{\mathbf{f}} \mathbb{P}[\mathbf{f}: \mathbf{f} \leftarrow \mathfrak{D}] \sum_{x, x^{\prime}, y, y^{\prime}} \alpha_{x, y} \bar{\alpha}_{x^{\prime}, y^{\prime}}|x, y+\mathbf{f}(x)\rangle\left\langle x^{\prime}, y^{\prime}+\mathbf{f}\left(x^{\prime}\right)\right| \otimes|\mathbf{f}\rangle\left\langle\left.\mathbf{f}\right|_{F},\right. \tag{6.1}
\end{align*}
$$

where by $\bar{\alpha}$ we denote the complex conjugate of $\alpha$ and we have recorded the random function choice in a classical register $F$ holding the full function table of $f$.

In quantum information science, a general recipe for simplifying the picture and to gain additional insight is to purify mixed states, i.e. to consider a pure quantum state on a system augmented by an additional register $E$, such that discarding $E$ recovers the original mixed state. In [Zha19a] Zhandry applies this recipe to this quantum-random-oracle formalism.

In the resulting representation of a random oracle, the classical register $F$ is replaced by a quantum register holding a superposition of functions from $\mathfrak{D}$. The joint state before an adversary makes the first query with a state $\left|\Psi_{0}\right\rangle_{X Y}$ is $\left|\Psi_{0}\right\rangle_{X Y} \sum_{\mathbf{f} \in \mathcal{F}} \sqrt{\mathbb{P}[\mathbf{f}: \mathbf{f} \leftarrow \mathfrak{D}]}|\mathbf{f}\rangle_{F}$. The unitary that corresponds to $U_{\mathbf{f}}$ after purification will be called the Standard Oracle StO and works by reading the appropriate output of $\mathbf{f}$ from $F$ and adding it to the algorithm's output register,

$$
\begin{equation*}
\mathrm{StO}|x, y\rangle_{X Y}|\mathbf{f}\rangle_{F}:=|x, y+\mathbf{f}(x)\rangle_{X Y}|\mathbf{f}\rangle_{F} . \tag{6.2}
\end{equation*}
$$

[^21]Applied to a superposition of functions as intended, StO will entangle the adversary's registers $X Y$ with the oracle register $F$.

The main observation of [Zha19a] is that if we change the basis of the initial state of the oracle register $F$, the redundancy of this initial state becomes apparent. If we are interested in, e.g., an oracle for a uniformly random function, the Fourier transform changes the initial oracle state $\sum_{\mathbf{f}} \frac{1}{\sqrt{|\mathcal{F}|}}|\mathbf{f}\rangle$ to a state holding only zeros $\left|0^{M}\right\rangle$, where $0 \in \mathcal{Y}$.

Let us start by presenting the interaction of the adversary viewed in the same basis, called the Fourier basis. The unitary operation acting in the Fourier basis is called the Fourier Oracle FO. Another important insight from [Zha19a] is that the Fourier Oracle, instead of adding the output of the oracle to the adversary's output register, does the opposite: It adds the value of the adversary's output register to the (Fourier-) transformed truth table

$$
\begin{equation*}
\mathrm{FO}|x, \eta\rangle_{X Y}|\phi\rangle_{F}:=|x, \eta\rangle_{X Y}\left|\phi-\chi_{x, \eta}\right\rangle_{F}, \tag{6.3}
\end{equation*}
$$

where $\phi$ is the transformed truth table $\mathbf{f}$ and $\chi_{x, \eta}:=(0, \ldots, 0, \eta, 0, \ldots, 0)$ is a transformed truth table equal to 0 in all rows except for row $x$, where it has the value $\eta$. Note that we subtract $\chi_{x, \eta}$ so that the reverse of QFT returns addition of $\mathbf{f}(x)$.

Classically, a (uniformly) random oracle can be "compressed" by lazy-sampling the responses, i.e. by answering with previous answers if there are any, and with a fresh random value otherwise. Is lazy-sampling possible for quantum accessible oracles? Surprisingly, the answer is yes. Thanks to the groundbreaking ideas presented in [Zha19a] we know that there exists a representation of a quantum random oracle that is efficiently implementable.

In the remainder of this section we present an efficient representation of oracles for functions $\mathbf{f}$ sampled from product distributions. In the first part we introduce a general structure of quantum-accessible oracles. In the second part we generalize the idea of compressed random oracles to deal with nonuniform distributions of functions. In the appendix of [Cza+19], we provide additional details on the implementation of the procedures introduced in this section and step-by-step calculations of important identities and facts concerning compressed oracles. In Section 6.2.2.1 we recall in detail the compressed oracle introduced in [Zha19a], where the distribution of functions is uniform and the functions map bitstrings to bitstrings. We show the oracle in different bases and present calculations that might be useful for developing intuition for working with the new view on quantum random oracles.

### 6.2.1 General Structure of the Oracles

In this subsection we describe the general structure of quantum-accessible oracles that will give us a high-level description of all the oracles we define in this
thesis. A quantum-accessible random oracle consists of

1. Hilbert spaces for the input $\mathcal{H}_{\mathcal{X}}$, output $\mathcal{H}_{y}$, and state registers $\mathcal{H}_{\mathcal{F}}$,
2. a procedure $\mathrm{Samp}_{\mathfrak{P}}$ that, on input a subset of the input space of the functions in $\mathfrak{D}$, prepares a superposition of partial functions on that subset of inputs with weights according to the respective marginal of the distribution $\mathfrak{D}$,
3. an update unitary $\mathrm{FO}_{\mathfrak{B}}$ that might depend on $\mathfrak{D}$ (in the case of compressed oracles) or not (in the case of full oracles, Equation (6.3)).
First of all, let us note that we use the Fourier picture of the oracle as the basis for our discussion. This picture, even though less intuitive at first sight, is simpler to handle mathematically. The distribution of the functions we model by the quantum oracle are implicitly given by the procedure $\mathrm{Samp}_{\mathfrak{D}}$ that when acting on the $|0\rangle$ state generates a superposition of values consistent with outputs of a function f sampled from $\mathfrak{D}$.

In the above structure the way we implement the oracle-in a compressed way, or acting on full function tables-depends on the way we define $\mathrm{FO}_{\mathfrak{D}}$.

The definition of $\operatorname{Samp}_{\mathfrak{D}}$ is such that $\operatorname{Samp}_{\mathfrak{D}}(\mathcal{X})\left|0^{M}\right\rangle=\sum_{\mathbf{f} \in \mathcal{F}} \sqrt{\mathbb{P}[\mathbf{f} \leftarrow \mathfrak{D}]}|\mathbf{f}\rangle$ and is a unitary operator.

Quantum-accessible oracles work as follows. First the oracle state is prepared in an all-zero state. Then at every query by the adversary we run $\mathrm{FO}_{\mathfrak{D}}$ which updates the state of the database. Further details are provided in the following sections.

### 6.2.2 Non-uniform Oracles

One of the main results of this chapter is generalizing the idea of purification and compression of quantum random oracles to a class of non-uniform function distributions. We show that the compressed-oracle technique can be used to deal with distributions over functions with outputs independent of any prior interactions. Examples of such functions are random Boolean functions that output one with a given probability. In Section 6.2.2.1 we provide a number of examples of the compressed-oracle technique for the uniform distribution.

We want to compress the following oracle

$$
\begin{align*}
& \mathrm{StO}|x, y\rangle_{X Y} \sum_{\mathbf{f} \in \mathcal{F}} \sqrt{\mathbb{P}[\mathbf{f}: \mathbf{f} \leftarrow \mathfrak{D}]}|\mathbf{f}\rangle_{F} \\
& =\sum_{\mathbf{f} \in \mathcal{F}} \sqrt{\mathbb{P}[\mathbf{f}: \mathbf{f} \leftarrow \mathfrak{D}]}|x, y+\mathbf{f}(x) \quad \bmod N\rangle_{X Y}|\mathbf{f}\rangle_{F}, \tag{6.4}
\end{align*}
$$

where $\mathfrak{D}$ is a distribution on the set of functions $\mathcal{F}=\{\mathbf{f}: \mathcal{X} \rightarrow \mathcal{Y}\}$. The first ingredient we need is an operation that prepares the superposition of function
truth tables according to the given distribution. More formally, we know a unitary that for all $\mathcal{S} \subseteq \mathcal{X}$

$$
\begin{equation*}
\operatorname{Samp}_{\mathfrak{Q}}(\mathcal{S})\left|0^{|\mathcal{S}|}\right\rangle_{F(\mathcal{S})}=\bigotimes_{x \in \mathcal{S}} \sum_{y_{x} \in \mathcal{Y}} \sqrt{\mathbb{P}\left[y_{x}=\mathbf{f}(x): \mathbf{f} \leftarrow \mathfrak{D}\right]}\left|y_{x}\right\rangle_{F(x)}, \tag{6.5}
\end{equation*}
$$

where by $F(x)$ we denote the register corresponding to $x$. In Section 6.2.2.2 we present an example of $\mathrm{Samp}_{\mathfrak{B}}$ for a non-uniform $\mathfrak{D}$. Applying QFT to the adversary's register ${ }^{3}$ gives us the Phase Oracle PhO that changes the phase of the state according to the output value $\mathbf{f}(x)$. This picture is commonly used in the context of bitstrings but is not very useful in our context. Additionally transforming the oracle register brings us to the Fourier Oracle, that we will focus on. This series of transformations can be depicted as a chain of oracles:

$$
\begin{equation*}
\mathrm{StO} \stackrel{\mathrm{QFT}_{N}^{Y}}{\longleftrightarrow} \mathrm{PhO} \stackrel{\mathrm{QFT}_{N}^{F}}{\longleftrightarrow} \mathrm{FO}, \tag{6.6}
\end{equation*}
$$

going "to the right" is done by applying QFT $_{N}$ and "to the left" by applying the adjoint. Also note that register $Y$ holds a single value in $\mathcal{Y}$ and register $F$ holds values in $\mathcal{Y}^{M}$, the transform above is an appropriate tensor product of $\mathrm{QFT}_{N}$. The non-uniform Fourier Oracle is defined as $\mathrm{FO}=\mathrm{QFT}_{N}^{Y F} \circ \mathrm{StO} \circ \mathrm{QFT}_{N}^{\dagger Y F}$, as a consequence of that definition we have

$$
\begin{align*}
& \mathrm{FO}|x, \eta\rangle_{X Y} \sum_{\phi} \frac{1}{\sqrt{N^{M}}} \sum_{\mathbf{f} \in \mathcal{F}} \sqrt{\mathbb{P}[\mathbf{f}: \mathbf{f} \leftarrow \mathfrak{D}]} \omega_{N}^{\phi \cdot \mathbf{f}}|\phi\rangle_{F}  \tag{6.7}\\
& =|x, \eta\rangle_{X Y} \sum_{\phi} \frac{1}{\sqrt{N^{M}}} \sum_{\mathbf{f} \in \mathcal{F}} \sqrt{\mathbb{P}[\mathbf{f}: \mathbf{f} \leftarrow \mathfrak{D}]} \omega_{N}^{\phi \cdot \mathbf{f}}\left|\phi-\chi_{x, \eta} \quad \bmod N\right\rangle_{F} . \tag{6.8}
\end{align*}
$$

The main difference between uniform oracles and non-uniform oracles is that in the latter, the initial state of the oracle in the Fourier basis is not necessarily an all-zero state. That is because the unitary $\mathrm{Samp}_{\mathfrak{D}}$-that is used to prepare the initial state-is not the adjoint of the transformation between oracle pictures, like it is the case for the uniform distribution.

Before we give all details of $\mathrm{Samp}_{\mathfrak{D}}$ let us discuss the two bases: the Fourier basis and the prepared basis. To deal with the difference between the initial 0 state and the initial Fourier basis truth tables we use yet another alphabet and define $Д$ (pronounced as $[\mathrm{d} \varepsilon]$ ) which denotes the unprepared database. We call it like that because the initial state of $Д$ is the $((\perp, 0), \ldots,(\perp, 0))$ state. Moreover only by applying QFT $_{N}^{D} \circ \operatorname{Samp}_{\mathfrak{D}}^{D}$ we transform it to $\Delta$, i.e the Fourier basis database. As we will see, operations on $Д$ are more intuitive and easier to define. We denote an unprepared database by $\mid$ Д $\rangle_{D}=\mid x_{1}$, и $\left._{1}\right\rangle_{D_{1}} \mid x_{2}$, и $\left._{2}\right\rangle_{D_{2}} \cdots \mid x_{q}$, и $\left._{q}\right\rangle_{D_{q}}$ (where the Cyrillic letter и is pronounced as [i]). By $\Delta^{Y}(x)$ we denote the $\eta$ value corresponding

[^22]to the pair in $\Delta$ containing $x$ and by $Д^{X}$ we denote the $x$ values in Д. The intuition behind the preparation procedure is to initialize the truth table of the correct distribution in the correct basis. This notion is not visible in the uniform-distribution case, because there the sampling procedure for the uniform distribution $\mathfrak{U}$ is the Fourier transform: $\operatorname{Samp}_{\mathfrak{I}}=\mathrm{QFT}_{N}^{\dagger}$, and the database pictures $\Delta$ and $Д$ are equivalent. The following chain of databases similar to Equation (6.6) represents different pictures, i.e. bases, in which the compressed database can be viewed
\[

$$
\begin{equation*}
|Д\rangle \stackrel{\operatorname{Samp}_{\mathbb{Q}}}{\longleftrightarrow}|D\rangle \stackrel{\operatorname{QFT}_{N}^{D_{N}^{Y}}}{\longleftrightarrow}|\Delta\rangle . \tag{6.9}
\end{equation*}
$$

\]

Before defining compressed oracles for non-uniform function distributions, let us take a step back and think about classical lazy sampling for such a distribution. Let f be a random function from a distribution $\mathfrak{D}$. In principle, lazy sampling is always possible as follows. When the first input $x_{1}$ is queried, just sample from the marginal distribution for $\mathbf{f}\left(x_{1}\right)$. Say the outcome is $y_{1}$ for the next query with $x_{2}$, we sample from the conditional distribution of $\mathbf{f}\left(x_{2}\right)$ given that $\mathbf{f}\left(x_{1}\right)=y_{1}$, etc.

Whether actual lazy sampling is feasible depends on the complexity of sampling from the conditional distributions of function values given that a polynomial number of other function values are already fixed.

The method for quantum lazy sampling that we generalize in this chapter is applicable only to a certain class of distributions. The distributions that we analyze must be independent for every input. By $\mathbf{f}(\mathcal{S})$ we denote the part of the full truth table of f corresponding to inputs from $\mathcal{S}$. Below we provide a definition of product distributions:

Definition 6.1 (Product distribution). A distribution $\mathfrak{D}$ on a set of functions $\mathcal{F} \subseteq$ $\{\mathbf{f}: \mathcal{X} \rightarrow \mathcal{Y}\}$ is called product if for all disjoint $\mathcal{S}_{1}, \mathcal{S}_{2} \subseteq \mathcal{X}, \mathbf{f}\left(\mathcal{S}_{1}\right)$ and $\mathbf{f}\left(\mathcal{S}_{2}\right)$ are independently distributed when $\mathbf{f} \leftarrow \mathfrak{D}$.

The situation when constructing compressed superposition oracles for nonuniformly distributed random functions is very similar. In this case we need the operations $\operatorname{Samp}_{\mathfrak{D}}(\mathcal{S})$ to be efficiently implementable for the compressed oracle to be efficient. Here, $\mathcal{S} \subseteq \mathcal{X}$. By inputting a set to $\mathrm{Samp}_{\mathfrak{B}}$ we mean that the operation will prepare a superposition of outputs to elements of the set.

Let us now come back to Definition 6.1, we want to translate the constraint on distributions to constraints on the quantum sampling procedure. The definition requires that the distribution is independent for any $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, this leads to the following requirement on sampling procedures:

$$
\begin{equation*}
\forall \mathcal{S}_{1}, \mathcal{S}_{2} \subseteq \mathcal{X}: \operatorname{Samp}_{\mathfrak{D}}\left(\mathcal{S}_{1} \cup \mathcal{S}_{2}\right)=\operatorname{Samp}_{\mathfrak{D}}\left(\mathcal{S}_{1}\right) \circ \operatorname{Samp}_{\mathfrak{D}}\left(\mathcal{S}_{2}\right) \tag{6.10}
\end{equation*}
$$

Let us present a detailed definition of sampling procedures for product distributions ${ }^{4}$.

Definition 6.2 (Sampling procedure for a product $\mathfrak{D}$ ). A sampling procedure Samp $_{\mathfrak{B}}$ for a product distribution $\mathfrak{D}$ (as defined in Definition 6.1) is a family of unitary operators

$$
\begin{equation*}
\left\{\operatorname{Samp}_{\mathfrak{D}}\left(\mathcal{S}_{1}\right): \mathcal{S}_{1} \subseteq \mathcal{X}\right\} \tag{6.11}
\end{equation*}
$$

where each operator fulfills the following conditions:
(i) It is efficiently implementable in the number of inputs $\left|\mathcal{S}_{1}\right|$.
(ii) It prepares the appropriate superposition on the zero state:

$$
\begin{equation*}
\operatorname{Samp}_{\mathfrak{D}}\left(\mathcal{S}_{1}\right)\left|0^{\left|\mathcal{S}_{1}\right|}\right\rangle_{F_{1}}=\sum_{\overrightarrow{y_{1} \in \mathcal{Y}} \mathcal{Y}^{\left|\mathcal{S}_{1}\right|}} \sqrt{\underset{\mathbf{f} \leftarrow \mathfrak{D}}{\mathbb{P}}\left[\mathbf{f}\left(\mathcal{S}_{1}\right)=\overrightarrow{y_{1}}\right]}\left|\vec{y}_{1}\right\rangle_{F_{1}} \tag{6.12}
\end{equation*}
$$

(iii) The operators are independent, so for $\mathcal{S}_{1}, \mathcal{S}_{2} \subseteq \mathcal{X}$ such that $\mathcal{S}_{1} \cap \mathcal{S}_{2}=\emptyset$ we have:

$$
\begin{equation*}
\operatorname{Samp}_{\mathfrak{D}}^{F_{1} F_{2}}\left(\mathcal{S}_{1} \cup \mathcal{S}_{2}\right)=\operatorname{Samp}_{\mathfrak{D}}^{F_{1}}\left(\mathcal{S}_{1}\right) \circ \operatorname{Samp}_{\mathfrak{D}}^{F_{2}}\left(\mathcal{S}_{2}\right) \tag{6.13}
\end{equation*}
$$

and $F_{1}$ and $F_{2}$ are different quantum registers.
Note that for $\operatorname{Samp}_{\mathfrak{D}}(\mathcal{S})$ to be efficient, it is not sufficient that the probability distributions $\mathfrak{D}$ are classically efficiently samplable. This is because running a reversible circuit obtained from a classical sampling algorithm on a superposition of random inputs will, in general, entangle the sample with the garbage output of the reversible circuit. The problem of efficiently creating a superposition with amplitudes $\sqrt{\mathbf{p}(x)}$ for some probability distribution $\mathbf{p}$ has appeared in other contexts, e.g. in classical-client quantum fully homomorphic encryption [Mah18].

Before we state the algorithm that realizes the general Compressed Fourier Oracle $\mathrm{CFO}_{\mathfrak{B}}$ we provide a high-level description of the procedure. The oracle $\mathrm{CFO}_{\mathfrak{D}}$ is a unitary algorithm that performs quantum lazy sampling, maintaining a compressed database of the adversary's queries. For the algorithm to be correct-indistinguishable for all adversaries from the full oracle-it has to respect the following invariants of the database: The full oracle is oblivious to the order in which a set of inputs is queried. Hence the same property has to hold for the compressed oracle, i.e. we cannot keep entries $(x, \eta)$ in the order of queries. We ensure this property by keeping the database sorted according to $x$.

[^23]The second issue concerns the danger of storing too much information. If after the query we save $(x, \eta)$ in the database but the resulting entry mapped to $(x, 0)$ in the unprepared basis, i.e. the basis before applying Samp, then the compressed database would entangle itself with the adversary, unlike in the case of the full oracle. Hence the database cannot contain 0 in the unprepared basis.

In the following we sketch the workings of the quantum algorithm $\mathrm{CFO}_{\mathfrak{D}}$ responsible for updating the oracle register. The set of inputs $\mathcal{X}$ is expanded by the symbol $\perp$, denoting an empty entry in the quantum database. If after $q$ queries the database has a suffix of $u$ pairs of the form $(\perp, 0)$, we say the database has $s=q-u$ non-padding entries.
$\mathrm{CFO}_{\mathfrak{D}}$ : On input $|x, \eta\rangle_{A}$ and holding the database $\mid\left(x_{1}, \mathrm{u}_{1}\right), \ldots,\left(x_{s}, \mathrm{u}_{s}\right),(\perp$ $, 0), \ldots,(\perp, 0)\rangle_{D}$ do the following:

1. Find the index $l \in[q]$ of the register holding the first $x_{l}$ from the right that is $x_{l} \leq x$, we should insert $(x, \eta)$ into this register.
2. If $x \neq x_{l}$ : insert $x$ in a register after the last element of the database and shift it to position $l$, moving the intermediate registers backwards.
3. Apply $\mathrm{QFT}_{N}^{D_{l}^{Y}} \circ \operatorname{Samp}_{\mathfrak{D}}^{D_{l}}(x)$ to change the basis to the Fourier basis (in which the adversary's $\eta$ is encoded) and update register $D_{l}$ (i.e. the $l^{\prime}$ th register in $D$ ) to contain $\left(x_{l}, \eta_{l}-\eta\right)$, change the basis back to original by applying $\operatorname{Samp}_{\mathcal{D}}^{\dagger D_{l}}(x) \circ \mathrm{QFT}_{N}^{\dagger D_{l}^{Y}}$.
4. Check if register $l$ contains a pair of the form $\left(x_{l}, 0\right)$, if yes subtract $x$ from the first part to yield $(\perp, 0)$ and shift it back to the end of the database.
5. Uncompute ${ }^{5} l$.

Using this notation, Algorithm 6.1 defines the procedure of updates of the database of the compressed database. We refer to the appendix of [Cza+19] for the fully detailed description of $\mathrm{CFO}_{\mathfrak{D}}$.

Below in Algorithm 6.2 we explain how to uncompute $l$ in Line 12 of Algorithm 6.1.

In Algorithm 6.1 we use the fact that $\mathrm{Samp}_{\mathfrak{D}}$ is a local sampling procedure, Definition 6.2; Note that we write $\operatorname{Samp}_{\mathfrak{D}}^{D(x)}(x)$, so the sampling is independent from all queries that are already in the database.

We would like to stress that to keep the compressed oracle $\mathrm{CFO}_{\mathfrak{D}}$ a unitary operation we always keep the database of size $q$. This can be easily changed by

[^24]```
Algorithm 6.1 General CFO \(\mathfrak{D}\)
    input: Unprepared database and adversary query: \(|x, \eta\rangle_{X Y}|Д\rangle_{D}\)
    output: \(|x, \eta\rangle_{X Y}\left|Д^{\prime}\right\rangle_{D}\)
    Count in register \(S\) the number of non-padding ( \(Д^{X} \neq \perp\) ) entries \(s\) in \(D\)
    if \(x \notin Д^{X}\) then \(\triangleright\) add
        Insert \(x\) in \(Д^{X}\) in the right place and add 1 to \(S \quad \triangleright\) keeping \(Д^{X}\) sorted
    Apply \(\mathrm{QFT}_{N}^{D^{Y}(x)} \operatorname{Samp}_{\mathfrak{D}}^{D^{Y}(x)}(x) \quad \triangleright\) prepare the database: \(Д(x) \mapsto \Delta(x)\)
    Subtract \(\eta\) from \(\Delta^{Y}(x) \quad \triangleright\) update entry with \(x\)
    Apply Samp \({ }_{2}^{\dagger D(x)}(x)\) QFT \(_{N}^{\dagger D^{Y}(x)} \quad \triangleright\) unprepare the database: \(\Delta(x) \mapsto Д(x)\)
    In register \(L\) save location \(l\) of \(x\) in Д
    if \(Д_{l}^{Y}=0\) then \(\quad \triangleright\) remove or do nothing
            Remove \(x\) from \(D_{l}^{X}\) and shift register \(D_{l}^{X}\) to the back \(\quad \triangleright Д_{l}^{X} \mapsto \perp\)
    if \(D_{l}^{X} \neq x\) then \(\quad \triangleright x\) was removed
        Shift \(D_{l}^{Y}\) to the back and subtract 1 from \(S\)
    Uncompute \(l\) from register \(L \quad \triangleright\) Algorithm 6.2
    Uncompute \(s\) from register \(S\)
    return \(|x, \eta\rangle_{X Y} \mid\) Д\(\left.^{\prime}\right\rangle_{D} \quad \triangleright\) Д\(^{\prime}\) is the modified database
```

```
Algorithm 6.2 Uncompute \(L\) in Line 12 of Algorithm 6.1
    Control on registers \(X\) and \(D^{X}\)
    for \(i=1 \ldots, s-1\) do
        if \(Д_{i}^{X}=x\) then
            Subtract \(i\) from \(L\)
        else if \(Д_{i}^{X}<x\) and \(x<Д_{i+1}^{X}\) then
            Subtract \(i+1\) from \(L\)
```

always appending an empty register at the beginning of each query of adversary A . The current formulation of $\mathrm{CFO}_{\mathfrak{D}}$ assumes that there is an upper bound on the number of queries made by the adversary, this is not a fundamental requirement.

The interface corresponding to the compressed Fourier oracle $\mathrm{CFO}_{\mathfrak{D}}$ interprets the adversary's output register in the Fourier basis. When we want to change the basis to the standard one, we apply $\mathrm{QFT}_{N}^{D^{Y}}$ to the database register and $\mathrm{QFT}_{N}^{Y}$ to the adversary's output register. These basis changes give rise to the versions of oracle analogous to the full-oracle case:

$$
\begin{equation*}
\mathrm{CStO} \stackrel{\mathrm{QFT}_{N}^{Y}}{\longleftrightarrow} \mathrm{CPhO} \stackrel{\mathrm{QFT}_{N}^{D}}{\longleftrightarrow} \mathrm{CFO} . \tag{6.14}
\end{equation*}
$$

The intermediate oracle is the compressed phase oracle.
The decompression procedure for the general Compressed Fourier Oracle is given by Algorithm 6.3. The output of the decompression procedure $\phi(Д)$ is

```
Algorithm 6.3 General Decompression Procedure \(\mathrm{Dec}_{\mathfrak{B}}\)
    input: Unprepared database: \(|Д\rangle_{D}\)
    output: Prepared, Fourier-basis truth table: \(|\phi(Д)\rangle\)
    Count in register \(S\) the number of non-padding \(\left(Д^{X} \neq \perp\right)\) entries \(s\) in \(D\)
    Initialize register \(F\) in the state \(\otimes_{x \in \mathcal{X}}|0\rangle\)
    for \(i=1,2, \ldots, s\) do \(\quad \triangleright\) Controlled on \(S\)
        Swap register \(D_{i}^{Y}\) with register \(F\left(x_{i}\right)\)
    for \(x \in \mathcal{X}\) in descending order do
        if \(F(x)\) holds a value \(\neq 0\) then
            Subtract \(x\) from register \(D_{s}^{X} \quad \triangleright Д_{s}^{X} \mapsto \perp\)
            Subtract 1 from register \(S\)
    Discard \(D\) and \(S\)
    Apply \(\operatorname{QFT}_{N}^{F} \operatorname{Samp}_{\mathfrak{D}}^{F}(\mathcal{X}) \quad \triangleright\) Prepare the database
```

the state holding the prepared Fourier-basis truth table of the functions from $\mathfrak{D}$, which by construction is consistent with the adversary's interaction with the compressed oracle.

The decompression can be informally described as follows. The first operation coherently counts the number of $Д^{X} \neq \perp$ and stores the result in a register $S$. Next we prepare a fresh all-zero initial state of a function from $\mathcal{X}$ to $\mathcal{Y}$, i.e. $|\mathcal{X}|$ registers of dimension $N$, all in the zero state. These registers will hold the final FO superposition oracle state. The next step is swapping each $Y$-type register of the CFO-database with the prepared zero state in the FO at the position indicated by the corresponding $X$-type register in the CFO database. This FOR loop is controlled on register $S$. Note that after preparing $S$ we do not modify $S$ anymore in this step. The task left to do is deleting $x$ 's from $D$. It is made possible by the fact that the non-padding entries of the CFO database are nonzero and ordered. That is why we can iterate over the entries of the truth table $F$ and, conditioned on the entry not being 0 , delete the last entry of $D^{X}$ and reducing $S$ by one to update the number of remaining non-padding entries in the CFO-database. Here the loop range does not depend on the size of the database, just the size of the domain. Finally, we switch to the correct basis to end up with a full oracle of Fourier type, i.e. a FO.
Theorem 6.3 (Correctness of $\mathrm{CFO}_{\mathfrak{D}}$ ). Say $\mathfrak{D}$ is a product distribution (Definition 6.1) over functions, let $\mathrm{CFO}_{\mathfrak{D}}$ be defined as in Algorithm 6.1 and FO as in Equation(6.8). Let $z$ be a random arbitrarily distributed string. Then for any quantum adversary A making $q$ quantum queries we have

$$
\begin{equation*}
\left|\mathbb{P}\left[b=1: b \leftarrow \mathrm{~A}^{\mathrm{FO}}(z)\right]-\mathbb{P}\left[b=1: b \leftarrow \mathrm{~A}^{\mathrm{CFO}}(z)\right]\right|=0 . \tag{6.15}
\end{equation*}
$$

Proof. We will show that

$$
\begin{equation*}
\left|\Psi_{\mathrm{FO}}\right\rangle_{A F}=\operatorname{Dec}_{\mathfrak{D}}^{D}\left|\Psi_{\mathrm{CFO}}\right\rangle_{A D}, \tag{6.16}
\end{equation*}
$$

where $\left|\Psi_{\mathrm{FO}}\right\rangle_{A F}$ is the joint state of the adversary and the oracle resulting from the interaction of A with FO and $\left|\Psi_{\text {CFO }}\right\rangle_{A D}$ is the state resulting from the interaction of A with $\mathrm{CFO}_{\mathfrak{D}}$. The state $\left|\Psi_{\mathrm{FO}}\right\rangle_{A F}$ is generated by applying $\prod_{i=1}^{q} \mathrm{U}_{i} \circ \mathrm{FO}$ to $\left|\psi_{0}\right\rangle_{A}\left|0^{M}\right\rangle_{F}$, where the $\left|\psi_{0}\right\rangle_{A}$ is the initial state of the adversary. In the case of the compressed oracle, the state $\left|\Psi_{\text {CFO }}\right\rangle_{A D}$ is generated by applying $\prod_{i=1}^{q} \mathrm{U}_{i} \circ$ CFO to $\left|\Psi_{0}\right\rangle_{A}\left|(\perp, 0)^{q}\right\rangle_{D}$, where $(\perp, 0)^{q}$ denotes $q$ pairs $(\perp, 0)$.

We can focus on the state equality from Equation (6.16) because if they are indeed equal, then any adversary measurement on $\left|\Psi_{\mathrm{FO}}\right\rangle_{A F}$ will yield the output $b=1$ with the same probability as on $\operatorname{Dec}_{\mathfrak{D}}^{D}\left|\Psi_{\mathrm{CFO}}\right\rangle_{A D}$.

Let us call a database state

$$
\begin{equation*}
\left.\left.\left.\mid \text { Д }(\vec{x}, \overrightarrow{\text { й }})\rangle:=|x, \eta\rangle_{X Y} \mid x_{1}, \text { и }\right\rangle_{1}\right\rangle_{D_{1}} \cdots \mid x_{s}, \text { и }_{s}\right\rangle_{D_{s}} \cdots|\perp, 0\rangle_{D_{q}}, \tag{6.17}
\end{equation*}
$$

where $\vec{x}:=\left(x_{1}, x_{2}, \ldots, x_{s}\right)$ and $\overrightarrow{\mathrm{n}}:=\left(\boldsymbol{u}_{1}, \mathrm{u}_{2}, \ldots, \boldsymbol{u}_{s}\right)$ well-formed, if no $x_{i}$ in $\vec{x}$ is $\perp$ and no и $_{i}$ in $\overrightarrow{\text { й }}$ is zero.

To prove Equation (6.16) we show that

$$
\begin{equation*}
\left.\left.\mathrm{FO} \circ \mathrm{Dec}_{\mathfrak{O}} \mid \text { Д }(\vec{x}, \overrightarrow{\mathrm{n}})\right\rangle=\mathrm{Dec}_{\mathfrak{O}} \circ \mathrm{CFO}_{\mathfrak{D}} \mid \text { Д }(\vec{x}, \overrightarrow{\mathrm{n}})\right\rangle . \tag{6.18}
\end{equation*}
$$

This is sufficient for the proof of the theorem as $\left|\Psi_{\mathrm{FO}}\right\rangle$ is generated by a series of the adversary's unitaries intertwined with oracle calls. If we show that $\mathrm{FO}=$ $\mathrm{Dec}_{\mathfrak{D}} \circ \mathrm{CFO}_{\mathfrak{D}} \circ \mathrm{Dec}_{\mathfrak{D}}^{\dagger}$, when acting on well-formed databases, then everything that happens on the oracle's register side can be compressed. Note that as we start from the empty oracle state and only apply the oracle to the oracle register, the database will always be well-formed.

We study the action of $\mathrm{Dec}_{\mathfrak{B}}$ on the state in Equation (6.17). To write the output state we need to name the matrix elements of the sampling unitary: $\left(\operatorname{Samp}_{\mathfrak{Q}}(\mathcal{X})\right)_{\mathrm{f} \overrightarrow{\mathrm{I}}}=a_{\mathrm{f} \overrightarrow{\mathrm{u}}}(\mathcal{X})$, the column index consists of a vector of size $M$ with exactly $s$ non-zero entries: $\vec{n}=\left(0, \ldots, 0, и_{1}, 0 \ldots, 0, и_{2}, 0, \ldots\right)$. The decompressed state is

$$
\begin{align*}
& |\Upsilon(\vec{x}, \overrightarrow{\mathrm{n}})\rangle_{F}:=\operatorname{Dec}_{\mathfrak{D}}|Д(\vec{x}, \overrightarrow{\mathrm{u}})\rangle \\
& =\sum_{\phi \in \mathcal{F}} \frac{1}{\sqrt{N^{M}}} \sum_{\mathbf{f} \in \mathcal{F}} \omega_{N}^{\phi \cdot \mathbf{f}} a_{\mathbf{f} \overrightarrow{\mathrm{u}}}(\mathcal{X})\left|\phi_{0}\right\rangle_{F(0)} \cdots\left|\phi_{M-1}\right\rangle_{F(M-1)}, \tag{6.19}
\end{align*}
$$

where $\phi \cdot \mathbf{f}=\sum_{x \in \mathcal{X}} \phi_{x} \mathbf{f}(x) \bmod N$ and by $\mathbf{f}(x)$ we denote row number $x$ of the function truth table f .

Using the fact that $\mathrm{Samp}_{\mathfrak{D}}$ is defined for a product distribution, as in Definition 6.2, we have that $\operatorname{Samp}_{\mathfrak{D}}(\mathcal{X})$
$=\operatorname{Samp}_{\mathfrak{D}}(\mathcal{X} \backslash\{x\}) \circ \operatorname{Samp}_{\mathfrak{D}}(x)$ and we can focus our attention on some fixed $x$ : isolate register $F(x)$ with amplitudes depending only on $x$. Let us compute
this state after application of FO, note that FO only subtracts $\eta$ from $\mathrm{F}(x)$ :

$$
\begin{align*}
& \mathrm{FO}|x, \eta\rangle_{X Y}|\Upsilon(\vec{x}, \overrightarrow{\mathrm{n}})\rangle_{F}=|x, \eta\rangle_{X Y} \sum_{\phi^{\prime}, \mathbf{f}^{\prime} \in \mathcal{F}(\mathcal{X} \backslash\{x\})} \frac{1}{\sqrt{N^{M-1}}} \omega_{N}^{\phi^{\prime} \cdot \mathbf{f}^{\prime}} a_{\mathbf{f}^{\prime} \vec{n}^{\prime}}(\mathcal{X} \backslash\{x\}) \\
& \cdot\left|\phi_{0}\right\rangle_{F(0)} \cdots\left(\sum_{\zeta, z \in[N]} \frac{1}{\sqrt{N}} \omega_{N}^{\zeta \cdot z} a_{z И_{x}}(x)|\zeta-\eta\rangle_{F(x)}\right) \cdots\left|\phi_{M-1}\right\rangle_{F(M-1)}, \tag{6.20}
\end{align*}
$$

where $\overrightarrow{\mathrm{u}}^{\prime} \in \mathcal{Y}^{M-1}$ denotes the vector of $\bar{u}_{i}$ without the row with index $x$. Note that $u_{x}=0$ if $x$ was not in $\vec{x}$ before decompression and $u_{x} \neq 0$ otherwise.

The harder part of the proof is showing that the right hand side of Equation (6.18) actually equals the left hand side that we just analyzed. Let us inspect $|Д(\vec{x}, \vec{n})\rangle$ after application of the compressed oracle

$$
\begin{align*}
& \left.\left.\mathrm{CFO}_{\mathfrak{Q}}|x, \eta\rangle_{X Y} \mid \text { Д( } \vec{x}, \overrightarrow{\mathrm{u}}\right)\right\rangle_{D}=|x, \eta\rangle_{X Y} \\
& \left.\left.\cdot\left(\sum_{\tilde{u}_{x} \neq 0} \alpha\left(x, \eta, \text { и }_{x}, \tilde{\mathrm{u}}_{x}\right) \mid \text { Д}_{\mathrm{ADD} / \mathrm{UPD}}^{\prime}\right\rangle_{D}+\alpha\left(x, \eta, \text { и }_{x}, 0\right) \mid \text { Д}_{\mathrm{REM} / \mathrm{NOT}}^{\prime}\right\rangle_{D}\right), \tag{6.21}
\end{align*}
$$

where $\tilde{\mathrm{u}}_{x}$ is the new value of $Д^{Y}(x)$ and $u_{x}$ is the old content of the database. By $Д_{\text {ADD/UPD }}^{\prime}$ we denote the database $Д(\vec{x}, \overrightarrow{\mathrm{n}})$ with entry $\tilde{\mathrm{n}}_{x} \neq 0$, it corresponds to $x$ being added or updated. Ву $Д_{\text {REM } / \mathrm{NOT}}^{\prime}$ we denote the database where $\tilde{\mathrm{u}}_{x}=$ 0 , meaning $x$ was removed from Д or nothing happened. The function $\alpha(\cdot)$ denotes the corresponding amplitudes.

Before we proceed with decompression of the above state let us calculate the amplitudes $\alpha$. Again using the definition of $\mathrm{Samp}_{\mathfrak{D}}$ we describe the action of the compressed oracle on a single $x$ step by step. Below we denote by Rem removing и $=0$ from Д and by Sub subtraction of $\eta$ from database register $D^{Y}$. We start with a database containing $\left(x, \mathrm{n}_{x}\right)$, which we can always assume due to line 3 in Algorithm 6.1. In the case $x$ was not already in $Д$, then $u_{x}=0$, otherwise it is the value defined in previous queries. The simplification we make is to describe $\mathrm{CFO}_{\mathfrak{D}}$ acting on a single-entry database. We do not lose generality by that as the only thing that changes for $q$ larger than one is maintaining proper sorting and padding, which can be easily done (see appendix of [Cza+19] for details). The calculation of $\mathrm{CFO}_{\mathfrak{P}}$ on a basis state follows:

$$
\begin{align*}
& \left.|x, \eta\rangle_{X Y} \mid x, \text { и }_{x}\right\rangle_{D} \stackrel{\text { Samp }_{\mathcal{P}}}{\mapsto}|x, \eta\rangle_{X Y} \sum_{z \in[N]} a_{z И_{x}}(x)|x, z\rangle_{D}  \tag{6.22}\\
& \stackrel{\text { QFT }}{\mapsto} \stackrel{D^{Y}}{\mapsto}|x, \eta\rangle_{X Y} \sum_{z \in[N]} a_{z И_{x}}(x) \sum_{\zeta \in[N]} \frac{1}{\sqrt{N}} \omega_{N}^{\zeta \cdot z}|x, \zeta\rangle_{D}  \tag{6.23}\\
& \stackrel{\text { Sub }}{\longrightarrow}|x, \eta\rangle_{X Y} \sum_{z, \zeta \in[N]} a_{z И_{x}}(x) \frac{1}{\sqrt{N}} \omega_{N}^{\zeta \cdot z}|x, \zeta-\eta\rangle_{D} \tag{6.24}
\end{align*}
$$

$$
\begin{align*}
& \stackrel{\text { QFT }}{\mapsto} \stackrel{\dagger D^{Y}}{\mapsto}|x, \eta\rangle_{X Y} \sum_{z, \zeta \in[N]} a_{z \mathbf{H}_{x}}(x) \frac{1}{\sqrt{N}} \omega_{N}^{\zeta \cdot z} \sum_{z^{\prime} \in[N]} \frac{1}{\sqrt{N}} \bar{\omega}_{N}^{z^{\prime} \cdot(\zeta-\eta)}\left|x, z^{\prime}\right\rangle_{D}  \tag{6.25}\\
& =|x, \eta\rangle_{X Y} \sum_{z \in[N]} a_{z И_{x}}(x) \underbrace{\sum_{z^{\prime}, \zeta \in[N]} \frac{1}{N} \omega_{N}^{\zeta \cdot z} \bar{\omega}_{N}^{z^{\prime} \cdot(\zeta-\eta)}}_{=\bar{\omega}_{N}^{-z \cdot n} \delta\left(z^{\prime}, z\right)}\left|x, z^{\prime}\right\rangle_{D}  \tag{6.26}\\
& \stackrel{\operatorname{Samp}_{\xrightarrow{2}}^{\dagger D}}{ }{ }^{(x)}|x, \eta\rangle_{X Y} \sum_{z \in[N]} a_{z И_{x}}(x) \omega_{N}^{z \cdot \eta} \sum_{\tilde{\mathbf{n}}_{x} \in[N]} \bar{a}_{z} \tilde{\mathbf{n}}_{x}(x)\left|x, \tilde{\mathrm{u}}_{x}\right\rangle_{D}  \tag{6.27}\\
& =|x, \eta\rangle_{X Y} \sum_{\tilde{\mathbf{n}}_{x} \in[N]} \underbrace{\sum_{z[N]} a_{z \mathbf{И}_{x}}(x) \omega_{N}^{z \cdot \eta} \bar{a}_{z \tilde{\mathbf{h}}_{x}}(x)}_{:=\alpha\left(x, \eta, \mathbf{И}_{x}, \tilde{\mathbf{u}}_{x}\right)}\left|x, \tilde{\mathbf{n}}_{x}\right\rangle_{D}  \tag{6.28}\\
& \stackrel{\mathrm{Rem}^{D}}{\mapsto}|x, \eta\rangle_{X Y}\left(\sum_{\mathbf{и} \in[N] \backslash\{0\}} \alpha\left(x, \eta, \text { и }_{x}, \tilde{\mathbf{u}}_{x}\right)\left|x, \tilde{\mathbf{n}}_{x}\right\rangle_{D}+\alpha\left(x, \eta, \text { и }_{x}, 0\right)|\perp, 0\rangle_{D}\right) . \tag{6.29}
\end{align*}
$$

In the above equations we have defined $\alpha$ as

$$
\begin{equation*}
\alpha\left(x, \eta, \text { и }_{x}, \tilde{\mathrm{u}}_{x}\right):=\sum_{z \in[N]} a_{z \text { И }_{x}}(x) \bar{a}_{z \tilde{\mathrm{~h}}_{x}}(x) \omega_{N}^{z \cdot \eta} . \tag{6.30}
\end{equation*}
$$

After decompressing the state from Equation (6.21), the resulting database state will be $\sum_{\tilde{\mathbf{u}}_{x} \neq 0} \alpha\left(x, \eta\right.$, и $\left._{x}, \tilde{\mathbf{n}}_{x}\right) \mid \Upsilon\left(\right.$ Д $\left.\left._{\mathrm{ADD} / \mathrm{UPD}}^{\prime}\right)\right\rangle+\alpha\left(x, \eta, \mathbf{u}_{x}, 0\right) \mid \Upsilon\left(\right.$ ДREM/NOT $\left.\left._{\prime}\right)\right\rangle_{D}$, where we overload notation of $|\Upsilon(\vec{x}, \overrightarrow{\mathrm{n}})\rangle$ to denote that $(\vec{x}, \overrightarrow{\mathrm{n}})$ consists of values in the respective databases. We can write down this state in more detail using Equation (6.20):

$$
\begin{align*}
& \left.\operatorname{Dec}_{\mathfrak{D}} \circ \text { CFO }_{\mathfrak{D}}|x, \eta\rangle_{X Y} \mid \text { Д }(\vec{x}, \overrightarrow{\mathrm{n}})\right\rangle_{D} \\
& =\sum_{\phi^{\prime}, \mathbf{f}^{\prime} \in \mathcal{F}(\mathcal{X} \backslash\{x\})} \frac{1}{\sqrt{N^{M-1}}} \omega_{N}^{\phi^{\prime} \cdot \mathbf{f}^{\prime}} a_{\mathbf{f}^{\prime} \overrightarrow{\mathbf{n}}^{\prime}}(\mathcal{X} \backslash\{x\})\left|\phi_{0}\right\rangle_{F(0)} \cdots \\
& \cdot\left(\sum_{\tilde{\mathbf{n}}_{x} \neq 0} \alpha\left(x, \eta, \text { и }_{x}, \tilde{\mathrm{u}}_{x}\right) \sum_{\zeta, z \in[N]} \frac{1}{\sqrt{N}} \omega_{N}^{\zeta \cdot z} a_{z} \tilde{\mathbf{n}}_{x}(x)|\zeta\rangle_{F(x)}\right. \\
& \left.+\alpha\left(x, \eta, \text { и }_{x}, 0\right) \sum_{\zeta, z \in[N]} \frac{1}{\sqrt{N}} \omega_{N}^{\zeta \cdot z} a_{z 0}(x)|\zeta\rangle_{F(x)}\right) \cdots\left|\phi_{M-1}\right\rangle_{F(M-1)} . \tag{6.31}
\end{align*}
$$

In the above equation we notice that

$$
\begin{aligned}
& \sum_{\tilde{\mathbf{u}}_{x} \neq 0} \alpha\left(x, \eta, \text { и }_{x}, \tilde{\mathbf{u}}_{x}\right) \sum_{\zeta, z \in[N]} \frac{1}{\sqrt{N}} \omega_{N}^{\zeta \cdot z} a_{z \tilde{\mathbf{n}}_{x}}(x)|\zeta\rangle_{F(x)} \\
& +\alpha\left(x, \eta, \mathbf{u}_{x}, 0\right) \sum_{\zeta, z \in[N]} \frac{1}{\sqrt{N}} \omega_{N}^{\zeta \cdot z} a_{z 0}(x)|\zeta\rangle_{F(x)}
\end{aligned}
$$

$$
\begin{equation*}
=\sum_{\zeta, z \in[N]} \frac{1}{\sqrt{N}} \omega_{N}^{\zeta \cdot z} \sum_{\tilde{\mathbf{n}}_{x} \in[N]} \alpha\left(x, \eta, \text { и }_{x}, \tilde{\mathbf{n}}_{x}\right) a_{z \tilde{\mathbf{n}}_{x}}(x)|\zeta\rangle_{F(x)} \tag{6.32}
\end{equation*}
$$

which comes from the fact that $\mathrm{Samp}_{\mathfrak{D}}$ is a unitary and $\sum_{j \in[N]} a_{i j} \bar{a}_{k j}=\delta_{i k}$ and therefore we have

$$
\begin{align*}
& \sum_{\tilde{\mathbf{n}}_{x} \in[N]} \alpha\left(x, \eta, \mathbf{u}_{x}, \tilde{\mathbf{n}}_{x}\right) a_{z \tilde{\mathbf{h}}_{x}}(x) \\
& =\sum_{z^{\prime} \in[N]} \underbrace{\sum_{\tilde{\mathrm{u}}_{x} \in[N]} \bar{a}_{z^{\prime} \tilde{\mathbf{h}}_{x}}(x) a_{z \tilde{\mathbf{h}}_{x}}(x)}_{=\delta_{z^{\prime}, z}} a_{z^{\prime} \mathbf{U}_{x}}(x) \omega_{N}^{z^{\prime} \cdot \eta}=a_{z \mathbf{U}_{x}}(x) \omega_{N}^{z \cdot \eta} . \tag{6.33}
\end{align*}
$$

Together with changing the variable $\zeta \mapsto \zeta-\eta$ and observing Equation (6.20) we derive the claimed identity:

$$
\begin{align*}
& \operatorname{Dec}_{\mathfrak{D}} \circ \mathrm{CFO}_{\mathfrak{D}}|x, \eta\rangle_{X Y}|Д(\vec{x}, \overrightarrow{\mathrm{n}})\rangle_{D} \\
& \left.=\mathrm{FO}|x, \eta\rangle_{X Y}|\Upsilon(\vec{x}, \overrightarrow{\mathrm{n}})\rangle=\mathrm{FO} \circ \mathrm{Dec}_{\mathfrak{D}}|x, \eta\rangle_{X Y} \mid \text { Д }(\vec{x}, \overrightarrow{\mathrm{u}})\right\rangle_{D} . \tag{6.34}
\end{align*}
$$

### 6.2.2.1 Uniform Oracles

The uniform distribution is an especially important distribution we can lazy sample. In this case the unprepared basis simplifies to the Fourier basis. The sampling procedure Samp $_{\mathfrak{U}}$ equals QFT $_{N}^{\dagger}$. We denote the compressed oracle for $\mathfrak{U}$ over the set $\mathcal{X}^{\mathcal{Y}}$ by $\mathrm{CStO}_{\mathcal{Y}}$.

For ease of exposition, and to highlight the connection to the formalism in [Zha19a], we present a discussion of compressed oracles with uniform oracles that model functions sampled uniformly at random from $\mathcal{F}:=\left\{f:\{0,1\}^{m} \rightarrow\{0,1\}^{n}\right\}$.

We denote the uniform distribution over $\mathcal{F}$ by $\mathfrak{U}$. The cardinality of the set of functions is $|\mathcal{F}|=2^{n 2^{m}}$ and the truth table of any $f \in \mathcal{F}$ can be represented by $2^{m}$ rows of $n$ bits each. Uniform oracles are the most studied in the randomoracle model and are also analyzed in [Zha19a].

The transformation we use in the case of uniformly sampled functions is the Hadamard transform. The unitary operation to change between types of oracles is defined as

$$
\begin{equation*}
\mathrm{HT}_{n}|x\rangle:=\frac{1}{\sqrt{2^{n}}} \sum_{\xi \in\{0,1\}^{n}}(-1)^{\xi \cdot x}|\xi\rangle, \tag{6.35}
\end{equation*}
$$

where $\xi \cdot x$ is the inner product modulo two between the $n$-bit strings $\xi$ and $x$ viewed as vectors. In this section the registers $X, Y$ are vectors in the $n$-qubit Hilbert space $\left(\mathbb{C}^{2}\right)^{\otimes n}$.

In what follows we first focus on full oracles, i.e. not compressed ones. We analyze in detail the relations between different pictures of the oracles: the Standard Oracle, the Fourier Oracle, and the intermediate Phase Oracle. Next we provide an explicit algorithmic description of the compressed oracle and discuss the behavior of the compressed oracle in different pictures.

For the QROM, usually the Standard Oracle is the oracle used. The initial state of the oracle is the uniform superposition of truth tables $\mathbf{f}$ representing functions $\mathbf{f}:\{0,1\}^{m} \rightarrow\{0,1\}^{n}$. The Standard Oracle acts as follows

$$
\begin{equation*}
\mathrm{StO}_{\mathfrak{U} \mid}|x, y\rangle_{X Y} \frac{1}{\sqrt{|\mathcal{F}|}} \sum_{\mathbf{f} \in \mathcal{F}}|\mathbf{f}\rangle_{F}=\frac{1}{\sqrt{|\mathcal{F}|}} \sum_{\mathbf{f} \in \mathcal{F}}|x, y \oplus \mathbf{f}(x)\rangle_{X Y} \otimes|\mathbf{f}\rangle_{F}, \tag{6.36}
\end{equation*}
$$

where instead of modular addition we use bitwise XOR denoted by $\oplus$. Note that in the above formulation $\mathrm{StO}_{\mathfrak{l}}$ is just a controlled XOR operation from the $x$-th row of the truth table to the output register $Y$. We add the subscript $\mathfrak{U}$ to denote that in the case of uniform distribution we also fix the input and output sets to bit-strings and the operation the oracle performs is not addition modulo $N$. The register $F$ contains vectors in $\left(\mathbb{C}^{2}\right)^{\otimes n 2^{m}}$.

The Fourier Oracle that stores the queries of the adversary is defined as

$$
\begin{equation*}
\mathrm{FO}_{\mathfrak{U}}|x, \eta\rangle_{X Y}|\phi\rangle_{F}:=|x, \eta\rangle_{X Y}\left|\phi \oplus \chi_{x, \eta}\right\rangle_{F}, \tag{6.37}
\end{equation*}
$$

where $\chi_{x, \eta}:=\left(0^{n}, \ldots, 0^{n}, \eta, 0^{n}, \ldots, 0^{n}\right)$ is a table with $2^{m}$ rows, among which only the $x$-th row equals $\eta$ and the rest are filled with zeros. Note that initially the $Y$ register is in the Hadamard basis, for that reason we use Greek letters to denote its value.

To model the random oracle we initialize the oracle register $F$ in the Hadamard basis in the all 0 state $|\phi\rangle=\left|0^{n 2^{m}}\right\rangle$.

If we take the Standard Oracle again and transform the adversary's $Y$ register instead, again using HT, we recover the commonly used Phase Oracle. More formally, the phase oracle is defined as

$$
\begin{equation*}
\mathrm{PhO}_{\mathfrak{U}}:=\left(\mathbb{1}_{m}^{X} \otimes \mathrm{HT}_{n}^{Y}\right) \otimes \mathbb{1}_{n 2^{m}}^{F} \circ \mathrm{StO}_{\mathfrak{U}} \circ\left(\mathbb{1}_{m}^{X} \otimes \mathrm{HT}_{n}^{Y}\right) \otimes \mathbb{1}_{n 2^{m}}^{F} \tag{6.38}
\end{equation*}
$$

where $\mathbb{1}_{n}$ is the identity operator acting on $n$ qubits.
Applying the Hadamard transform also to register $F$ will give us the Fourier Oracle

$$
\begin{equation*}
\mathrm{FO}_{\mathfrak{U}}=\left(\mathbb{1}^{X Y}\right) \otimes \mathrm{HT}_{n 2^{m}}^{F} \circ \mathrm{PhO}_{\mathfrak{U}} \circ\left(\mathbb{1}^{X Y}\right) \otimes \mathrm{HT}_{n 2^{m}}^{F} . \tag{6.39}
\end{equation*}
$$

The above relations show that we have a chain of oracles, similar to Equation (6.6):

$$
\begin{equation*}
\mathrm{StO}_{\mathfrak{U}} \stackrel{\mathrm{HT}_{n}^{Y}}{\longleftrightarrow} \mathrm{PhO}_{\mathfrak{U}} \stackrel{\mathrm{H}_{n 2^{m}}^{F}}{\longleftrightarrow} \mathrm{FO}_{\mathfrak{l}} . \tag{6.40}
\end{equation*}
$$

In the following paragraphs we present some calculations explicitly showing how to use the technique and helping understanding why it is correct.

Full Oracles, Additional Details In this section we show detailed calculations of identities claimed in Section 6.2.2.1. First we analyze the Phase Oracle, introduced in Equation (6.38). We can check by direct calculation that this yields the standard Phase Oracle,

$$
\begin{equation*}
\mathrm{PhO}_{\mathfrak{U}}|x, \eta\rangle_{X Y}|\mathbf{f}\rangle_{F}=(-1)^{\eta \cdot \mathbf{f}(x)}|x, \eta\rangle_{X Y}|\mathbf{f}\rangle_{F} . \tag{6.41}
\end{equation*}
$$

Including the full initial state of the oracle register, we calculate

$$
\begin{align*}
& \mathrm{PhO}_{\mathfrak{U} \mid}|x, \eta\rangle_{X Y} \frac{1}{\sqrt{|\mathcal{F}|}} \sum_{\mathbf{f} \in \mathcal{F}}|\mathbf{f}\rangle_{F} \\
& =\left(\mathbb{1}_{m}^{X} \otimes \mathrm{HT}_{n}^{Y}\right) \otimes \mathbb{1}_{n 2^{m}}^{F} \mathrm{StO}_{\mathfrak{U}}|x\rangle_{X} \frac{1}{\sqrt{2^{n}}} \sum_{y}(-1)^{\eta \cdot y}|y\rangle_{Y} \frac{1}{\sqrt{|\mathcal{F}|}} \sum_{\mathbf{f} \in \mathcal{F}}|\mathbf{f}\rangle_{F}  \tag{6.42}\\
& =\left(\mathbb{1}_{m}^{X} \otimes \mathrm{HT}_{n}^{Y}\right) \otimes \mathbb{1}_{n 2^{m}}^{F}|x\rangle_{X} \frac{1}{\sqrt{2^{n}}} \sum_{y} \sum_{\mathbf{f} \in \mathcal{F}}(-1)^{\eta \cdot y}|y \oplus \mathbf{f}(x)\rangle_{Y} \frac{1}{\sqrt{|\mathcal{F}|}}|\mathbf{f}\rangle_{F}  \tag{6.43}\\
& =\frac{1}{\sqrt{|\mathcal{F}|}} \sum_{\mathbf{f} \in \mathcal{F}}|x\rangle_{X} \sum_{\zeta} \underbrace{\frac{1}{2^{n}} \sum_{y}(-1)^{\eta \cdot y}(-1)^{(y \oplus \mathbf{f}(x)) \cdot \zeta}|\zeta\rangle_{Y}|\mathbf{f}\rangle_{F}}_{=\delta(\eta, \zeta)(-1)^{\cdot f(x)}}  \tag{6.44}\\
& =\frac{1}{\sqrt{|\mathcal{F}|}} \sum_{\mathbf{f} \in \mathcal{F}}(-1)^{\eta \cdot f(x)}|x\rangle_{X}|\eta\rangle_{Y}|\mathbf{f}\rangle_{F} . \tag{6.45}
\end{align*}
$$

Applying the Hadamard transform also to register $F$ will give us the Fourier Oracle. In the following calculation we denote acting on register $F$ with $\mathrm{HT}_{n 2^{m}}^{\otimes 2^{m}}$ by $\mathrm{HT}_{n 2^{m}}^{F}$.

$$
\begin{align*}
& \mathrm{HT}_{n 2^{m}}^{F} \circ \mathrm{PhO}_{\mathfrak{U}} \circ \mathrm{HT}_{n 2^{m}}^{F}|x, \eta\rangle_{X Y}\left|0^{2^{m} n}\right\rangle_{F}=\mathrm{HT}_{n 2^{m}}^{F} \frac{1}{\sqrt{|\mathcal{F}|}} \sum_{\mathbf{f} \in \mathcal{F}}(-1)^{\eta \cdot \mathbf{f}(x)}|x, \eta\rangle|\mathbf{f}\rangle_{F} \\
& =\frac{1}{|\mathcal{F}|} \sum_{\phi, \mathbf{f}}(-1)^{\phi \cdot \mathbf{f}}(-1)^{\eta \cdot \mathbf{f}(x)}|x, \eta\rangle|\phi\rangle_{F} \\
& =\sum_{\phi} \underbrace{\frac{1}{2^{n\left(2^{m}-1\right)}} \sum_{\mathbf{f}\left(x^{\prime} \neq x\right)}(-1)^{\phi_{x^{\prime}} \cdot \mathbf{f}\left(x^{\prime}\right)} \frac{1}{2^{n}} \sum_{\mathbf{f}(x)}(-1)^{\phi_{x} \cdot \mathbf{f}(x)}(-1)^{\eta \cdot \mathbf{f}(x)}|x, \eta\rangle|\phi\rangle_{F}}_{=\delta\left(\phi_{\left.x^{\prime}, 0^{n}\right)}\right.} \\
& =|x, \eta\rangle\left|0^{2^{m} n} \oplus \chi_{x, \eta}\right\rangle \tag{6.46}
\end{align*}
$$

where we write $\mathbf{f}(x)$ and $\phi_{x}$ to denote the $x$-th row of the truth table $\mathbf{f}$ and $\phi$ respectively.

Compressed Oracles, Additional Details Let us state the input-output behavior of the compressed oracle $\mathrm{CFO}_{\mathfrak{L}}$ for uniform distributions. The inputoutput behavior of $\mathrm{CFO}_{\mathfrak{L}}$ on basis states is given by the following equation, $x_{r}$ is
the smallest $x_{i} \in D^{X}$ such that $x_{r} \geq x$ and $\left|\psi_{r-1}\right\rangle:=\left|x_{1}, \eta_{1}\right\rangle_{D_{1}} \cdots\left|x_{r-1}, \eta_{r-1}\right\rangle_{D_{r-1}}$ :

$$
\begin{align*}
& \mathrm{CFO}_{\mathfrak{U}}|x, \eta\rangle_{X Y}\left|x_{1}, \eta_{1}\right\rangle_{D_{1}} \cdots\left|x_{q-1}, \eta_{q-1}\right\rangle_{D_{q-1}}\left|\perp, 0^{n}\right\rangle_{D_{q}}=|x, \eta\rangle_{X Y}\left|\psi_{r-1}\right\rangle \\
& \qquad \begin{array}{lc}
\left|x_{r}, \eta_{r}\right\rangle_{D_{r}} \cdots\left|x_{q-1}, \eta_{q-1}\right\rangle_{D_{q-1}}\left|\perp, 0^{n}\right\rangle_{D_{q}} & \text { if } \eta=0^{n}, \\
|x, \eta\rangle_{D_{r}}\left|x_{r}, \eta_{r}\right\rangle_{D_{r+1}} \cdots\left|x_{q-1}, \eta_{q-1}\right\rangle_{D_{q}} & \text { if } \eta \neq 0^{n}, x \neq x_{r}, \\
\left|x_{r}, \eta_{r} \oplus \eta\right\rangle_{D_{r}} \cdots\left|x_{q-1}, \eta_{q-1}\right\rangle_{D_{q-1}}\left|\perp, 0^{n}\right\rangle_{D_{q}} & \text { if } \eta \neq 0^{n}, x=x_{r}, \\
& \eta \neq \eta_{r}, \\
\left|x_{r+1}, \eta_{r+1}\right\rangle_{D_{r}} \cdots\left|x_{q-1}, \eta_{q-1}\right\rangle_{D_{q-2}}\left|\perp, 0^{n}\right\rangle_{D_{q-1}}\left|\perp, 0^{n}\right\rangle_{D_{q}} & \text { if } \eta \neq 0^{n}, x=x_{r}, \\
\eta=\eta_{r} .
\end{array} \tag{6.47}
\end{align*}
$$

In the following let us change the picture of the compressed oracle to see how the Compressed Standard Oracle and Compressed Phase Oracle act on basis states. Let us begin with the Phase Oracle, given by the Hadamard transform of the oracle database

$$
\begin{equation*}
\mathrm{CPhO}_{\mathfrak{U}}:=\left(\mathbb{1}_{n+m} \otimes \mathrm{HT}_{n}^{D^{Y}}\right) \circ \mathrm{CFO}_{\mathfrak{U}} \circ\left(\mathbb{1}_{n+m} \otimes \mathrm{HT}_{n}^{D^{Y}}\right) \tag{6.48}
\end{equation*}
$$

where by $\mathrm{HT}_{n}^{D^{Y}}$ we denote transforming just the $Y$ registers of the database: $\mathrm{HT}_{n}^{D^{Y}}:=\left(\mathbb{1}_{m} \otimes \mathrm{HT}_{n}\right)^{\otimes q}$. Let us calculate the outcome of applying CPhO to a state for the first time, for simplicity we omit all but the first register of $D$

$$
\begin{align*}
& \mathrm{CPhO}_{\mathfrak{U}}|x, \eta\rangle_{X Y} \frac{1}{\sqrt{2^{n}}} \sum_{z \in\{0,1\}^{n}}|\perp, z\rangle_{D}=\left(\mathbb{1}_{n+m} \otimes \mathrm{HT}_{n}^{D^{Y}}\right) \circ \mathrm{CFO}_{\mathfrak{U}}|x, \eta\rangle_{X Y}\left|\perp, 0^{n}\right\rangle_{D} \\
& =\left(\mathbb{1}_{n+m} \otimes \mathrm{HT}_{n}^{D^{Y}}\right)\left(\left(1-\delta\left(\eta, 0^{n}\right)\right)|x, \eta\rangle_{X Y}|x, \eta\rangle_{D}+\delta\left(\eta, 0^{n}\right)|x, \eta\rangle_{X Y}\left|\perp, 0^{n}\right\rangle_{D}\right)  \tag{6.49}\\
& =\frac{1}{\sqrt{2^{n}}} \sum_{z \in\{0,1\}^{n}}\left(\left(1-\delta\left(\eta, 0^{n}\right)\right)(-1)^{\eta \cdot z}|x, \eta\rangle_{X Y}|x, z\rangle_{D}+\delta\left(\eta, 0^{n}\right)\left|x, 0^{n}\right\rangle_{X Y}|\perp, z\rangle_{D}\right) . \tag{6.51}
\end{align*}
$$

If we defined the Compressed Phase Oracle from scratch we might be tempted to omit the coherent deletion of $\eta=0^{n}$. The following attack shows that this would brake the correctness of the compressed oracles: The adversary inputs the equal superposition in the $X$ register $\frac{1}{\sqrt{2^{m}}} \sum_{x}\left|x, 0^{n}\right\rangle_{X Y}$, after interacting with the regular $\mathrm{CPhO}_{\mathfrak{U}}$ the state after a single query is

$$
\begin{equation*}
\frac{1}{\sqrt{2^{m}}} \sum_{x}\left|x, 0^{n}\right\rangle_{X Y} \stackrel{\mathrm{CPhO}_{\mathfrak{U}}}{\mapsto} \frac{1}{\sqrt{2^{m}}} \sum_{x}\left|x, 0^{n}\right\rangle_{X Y} \frac{1}{\sqrt{2^{n}}} \sum_{z}|\perp, z\rangle_{D}, \tag{6.52}
\end{equation*}
$$

but with a modified oracle that does not take care of this deleting, simply omits the term with $\delta\left(\eta, 0^{n}\right)$, let us call it $\mathrm{CPhO}_{\mathfrak{L}}^{\prime}$, the resulting state is

$$
\begin{equation*}
\frac{1}{\sqrt{2^{m}}} \sum_{x}\left|x, 0^{n}\right\rangle_{X Y} \stackrel{\mathrm{CPho}^{\prime}}{\mapsto} \frac{1}{\sqrt{2^{m}}} \sum_{x}\left|x, 0^{n}\right\rangle_{X Y} \frac{1}{\sqrt{2^{n}}} \sum_{z}|x, z\rangle_{D} . \tag{6.53}
\end{equation*}
$$

Performing a measurement of the $X$ register in the Hadamard basis distinguishes the two states with probability $1-\frac{1}{2^{m}}$.

Let us inspect the state after making two queries to the Compressed Phase Oracle

$$
\begin{align*}
& \mathrm{CPhO}_{\mathfrak{U}}\left|x_{2}, \eta_{2}\right\rangle_{X_{2} Y_{2}} \mathrm{CPhO}_{\mathfrak{U}}\left|x_{1}, \eta_{1}\right\rangle_{X_{1} Y_{1}} \frac{1}{2^{n}} \sum_{z_{1}, z_{2} \in\{0,1\}^{n}}\left|\perp, z_{1}\right\rangle_{D_{1}}\left|\perp, z_{2}\right\rangle_{D_{2}} \\
& =\left|x_{2}, \eta_{2}\right\rangle\left|x_{1}, \eta_{1}\right\rangle \frac{1}{2^{n}} \sum_{z_{1}, z_{2}}((-1)^{\eta_{1} \cdot z_{1}} \delta\left(\eta_{2}, 0^{n}\right)\left(1-\delta\left(\eta_{1}, 0^{n}\right)\right) \underbrace{\left|x_{1}, z_{1}\right\rangle_{F_{1}}\left|\perp, z_{2}\right\rangle_{F_{2}}}_{\left.=\mid \psi^{\mathrm{NOT}}\right)} \\
& +\delta\left(\eta_{2}, 0^{n}\right) \delta\left(\eta_{1}, 0^{n}\right) \underbrace{\left|\perp, z_{1}\right\rangle_{F_{1}}\left|\perp, z_{2}\right\rangle_{F_{2}}}_{\left.=\mid \psi^{\mathrm{NOT}}\right)} \\
& +(-1)^{\eta_{2} \cdot z_{1}}\left(1-\delta\left(\eta_{2}, 0^{n}\right)\right) \delta\left(\eta_{1}, 0^{n}\right) \underbrace{\left|x_{2}, z_{1}\right\rangle_{F_{1}}\left|\perp, z_{2}\right\rangle_{F_{2}}}_{\left.=\mid \psi^{\mathrm{ADD}}\right)} \\
& +(-1)^{\eta_{1} \cdot z_{1}}(-1)^{\eta_{2} \cdot z_{2}}\left(1-\delta\left(\eta_{2}, 0^{n}\right)\right)\left(1-\delta\left(x_{1}, x_{2}\right)\right)\left(1-\delta\left(\eta_{1}, 0^{n}\right)\right) \underbrace{\left|x_{1}, z_{1}\right\rangle_{F_{1}}\left|x_{2}, z_{2}\right\rangle_{F_{2}}}_{\left.=\mid \psi^{\mathrm{ADD}}\right)} \\
& +\left(1-\delta\left(\eta_{2}, 0^{n}\right)\right) \delta\left(x_{1}, x_{2}\right) \delta\left(\eta_{1}, \eta_{2}\right)\left(1-\delta\left(\eta_{1}, 0^{n}\right)\right) \underbrace{+\left(1-z_{1}\right\rangle_{F_{1}}\left|\perp, z_{2}\right\rangle_{F_{2}}}_{=\mid \psi^{\mathrm{REM})}} \\
& +\left(1-\delta\left(\eta_{2}, 0^{n}\right)\right) \delta\left(x_{1}, x_{2}\right)\left(1-\delta\left(\eta_{1}, \eta_{2}\right)\right)\left(1-\delta\left(\eta_{1}, 0^{n}\right)\right) \\
& \cdot(-1)^{\left(\eta_{1} \oplus \eta_{2}\right) \cdot z_{1}} \underbrace{\left|x_{1}, z_{1}\right\rangle_{F_{1}}\left|\perp, z_{2}\right\rangle_{F_{2}}}_{=\mid \psi^{\mathrm{UPD})}}), \tag{6.54}
\end{align*}
$$

where by the superscripts we denote the operation performed by $\mathrm{CPhO}_{\mathfrak{A}}$ on the compressed database. By ADD we denote adding a new pair $(x, \eta)$, by UPD changing the $Y$ register of an already stored database entry, REM signifies removal of a database entry, and NOT stands for doing nothing, that happens if the queried $\eta=0^{n}$.

Let us discuss the Compressed Standard Oracle. We know that it is the Hadamard transform of the adversary's register followed by $\mathrm{CPhO}_{\mathfrak{U}}$

$$
\begin{equation*}
\mathrm{CStO}_{\mathfrak{U}}=\mathbb{1}_{m} \otimes \mathrm{HT}_{n}^{Y} \circ \mathrm{CPhO}_{\mathfrak{L}} \circ \mathbb{1}_{m} \otimes \mathrm{HT}_{n}^{Y} \tag{6.55}
\end{equation*}
$$

Let us present the action of CStO in the first query of the adversary

$$
\begin{align*}
& \mathrm{CStO}_{\mathfrak{U}}|x, y\rangle_{X Y} \frac{1}{\sqrt{2^{n}}} \sum_{z \in\{0,1\}^{n}}|\perp, z\rangle_{D} \\
& =\mathbb{1}_{m} \otimes \mathrm{HT}_{n}^{Y} \circ \mathrm{CPhO}_{\mathfrak{U}} \frac{1}{\sqrt{2^{n}}} \sum_{\eta \in\{0,1\}^{n}}(-1)^{\eta \cdot y}|x, \eta\rangle_{X Y} \frac{1}{\sqrt{2^{n}}} \sum_{z \in\{0,1\}^{n}}|\perp, z\rangle_{D}  \tag{6.56}\\
& =\mathbb{1}_{m} \otimes \mathrm{HT}_{n}^{Y} \frac{1}{\sqrt{2^{n}}} \sum_{\eta \in\{0,1\}^{n}} \frac{1}{\sqrt{2^{n}}} \sum_{z \in\{0,1\}^{n}}(-1)^{\eta \cdot y}
\end{align*}
$$

$$
\begin{align*}
& \left(\left(1-\delta\left(\eta, 0^{n}\right)\right)(-1)^{\eta \cdot z}|x, \eta\rangle_{X Y}|x, z\rangle_{D}+\delta\left(\eta, 0^{n}\right)\left|x, 0^{n}\right\rangle_{X Y}|\perp, z\rangle_{D}\right)  \tag{6.57}\\
& =\frac{1}{2^{n}} \sum_{y^{\prime}, \eta} \frac{1}{\sqrt{2^{n}}} \sum_{z}(-1)^{\eta \cdot y}(-1)^{y^{\prime} \cdot \eta}\left(\left(1-\delta\left(\eta, 0^{n}\right)\right)(-1)^{\eta \cdot z}\left|x, y^{\prime}\right\rangle_{X Y}|x, z\rangle_{D}\right. \\
& \left.+\delta\left(\eta, 0^{n}\right)\left|x, y^{\prime}\right\rangle_{X Y}|\perp, z\rangle_{D}\right)  \tag{6.58}\\
& =\sum_{y^{\prime}} \frac{1}{\sqrt{2^{n}}} \sum_{z} \underbrace{\frac{1}{2^{n}} \sum_{\eta \neq 0}(-1)^{\eta \cdot y}(-1)^{y^{\prime} \cdot \eta}(-1)^{\eta \cdot z}\left|x, y^{\prime}\right\rangle_{X Y}|x, z\rangle_{D}}_{=\delta\left(y^{\prime}, y \oplus z\right)-\frac{1}{2^{n}}} \\
& +\sum_{y^{\prime}} \frac{1}{\sqrt{2^{n}}} \sum_{z} \frac{1}{2^{n}}\left|x, y^{\prime}\right\rangle_{X Y}|\perp, z\rangle_{D}  \tag{6.59}\\
& =\frac{1}{\sqrt{2^{n}}} \sum_{z}\left(|x, y \oplus z\rangle_{X Y}|x, z\rangle_{D}\right. \\
& \left.-\frac{1}{2^{n}} \sum_{y^{\prime}}\left|x, y^{\prime}\right\rangle_{X Y}|x, z\rangle_{D}+\frac{1}{2^{n}} \sum_{y^{\prime}}\left|x, y^{\prime}\right\rangle_{X Y}|\perp, z\rangle_{D}\right) \tag{6.60}
\end{align*}
$$

We would like to note that a similar calculation and resulting state is presented in [HI19].

### 6.2.2.2 Example Non-Uniform Distributions

Let us say we want to efficiently simulate a quantum oracle for a random function $\mathbf{h}:\{0,1\}^{m} \rightarrow\{0,1\}$, such that $\mathbf{h}(x)=1$ with probability $\lambda$. Then the adding function of the corresponding compressed oracle is $\forall x \in\{0,1\}^{m}$ :

$$
\operatorname{Samp}_{\lambda}(x):=\left(\begin{array}{cc}
\sqrt{1-\lambda} & \sqrt{\lambda}  \tag{6.61}\\
\sqrt{\lambda} & -\sqrt{1-\lambda}
\end{array}\right)
$$

independent from any previous queries. This observation comes in useful in tasks like search in a sparse database.

### 6.2.2.3 Multiple Quantum Interfaces

We model access to multiple quantum oracles at once by specifying a special quantum register $I$. This register holds information about the particular interface that is queried. Note that this setup allows the adversary to make a superposition of queries to different oracles. If however one would want to make the interface register classical, we can just perform a standard basis measurement of $I$.

In the context of compressed oracles the multiple interfaces hold different databases. Of course if oracles are somehow related then so are the databases.

### 6.3 One-way to Hiding Lemma for Compressed Oracles

The fundamental game-playing lemma, Lemma 2.22, is a very powerful tool in proofs that include a random oracle. A common use of the framework is to reprogram the random oracle in a useful way. The fundamental lemma gives us a simple way of calculating how much the reprogramming costs in terms of the adversary's advantage-the difference between probabilities of A outputting 1 when interacting with one game or the other. The lemma that provides a counterpart to Lemma 2.22 in this context valid for quantum accessible oracles is the One-Way to Hiding ( O 2 H ) Lemma first introduced by Unruh in [Unr14].

In this section we generalize the O2H lemma to work with the compressed-oracle technique. The oracle register in this technique is a superposition over databases of input-output pairs. A relation on a database is a specific set of databases that fulfill some requirement, e.g., contains a collision (two entries with distinct inputs and the same output). The O2H lemma, as stated in [AHU19], works with punctured oracles, these are quantum oracles that include a binary measurement after every query. After introducing the notion of relations on databases we bring the concept of punctured oracles to the compressed-oracles technique. Punctured compressed oracles involve measurements on superpositions of databases. These measurements allow to analyze adversaries that had access to oracles that e.g. never output colliding outputs. This is a very useful situation, considering how often we lazy-sample functions in cryptographic proofs and then want to focus on some transcripts of input-output pairs. Our version of the O 2 H lemma provides a bound on the distinguishing advantage between an oracle that is not punctured and an oracle that is. The bound in the O2H lemma is stated in terms of the probability of any measurement in the punctured oracle succeeding, i.e., finding a database in the oracle register that fulfills the relation we discuss. The strength of our result lies in how versatile the new O2H lemma is, moreover the proof of the lemma is almost the same as the one in [AHU19].

In the original statement of the O 2 H lemma, the main idea is that there is a marked subset of inputs to the random oracle H , and an adversary tries to distinguish the situation in which she interacts with the normal oracle from an interaction with an oracle $G$ that differs only on this set. The lemma states a bound for the distinguishing advantage which depends on the probability of an external algorithm measuring the input register of the adversary and seeing an element of the marked set. This probability is usually small, for random marked sets.

Recently this technique was generalized by Ambainis, Hamburg, and Unruh in [AHU19]. The main technical idea introduced by the generalized O2H
lemma is to exchange the oracle G with a so-called punctured oracle that measures the input of the adversary after every query. The bound on the adversary's advantage is given by the probability of this measurement succeeding. This technique forms the link with the classical identical-until-bad games: we perform a binary measurement on the "bad" event and bound the advantage by the probability of observing this bad event.

In this chapter we present a generalization of this lemma that involves the use of compressed oracles. Our idea is to measure the database of the compressed oracle, which makes the lemma more versatile and easier to use for more general quantum oracles.

Below we state our generalized O2H lemmas. Most proofs of [AHU19] apply almost word by word so we just describe the differences and refer the reader to the original work.

### 6.3.1 Relations on Databases

The key concept we use are relations on the database of the compressed oracle.
Definition 6.4 (Relation $R$ on $D$ ). Let $D$ be a database of size at most $q$ pairs $(x, y) \in$ $\mathcal{X} \times \mathcal{Y}$. We call a subset ${ }^{6} R \subseteq \mathcal{X} \times \bigcup_{t \in[q+1]}(\mathcal{X} \times \mathcal{Y})^{t}$ a relation $R$ on $D$.

The set $\mathcal{X}$ that precedes the set of databases of different sizes corresponds to the adversary's input register. Including this set in Definition 6.4 allow us to consider relations being subsets of inputs, that is how we recover punctured oracles from [AHU19]. Usually though, we focus on relations limited to the actual database stored in the oracle registers. We provide two important examples for relations, the zero-preimage and the collision relation. We only consider preimages of zero so we call the former relation just the preimage relation. It is satisfied when the output of the oracle is 0 :

$$
\begin{equation*}
R_{\text {preim }}:=\left\{\left(\left(x_{1}, y_{1}\right), \cdots,\left(x_{s}, y_{s}\right)\right) \in \bigcup_{t \in[q+1]}(\mathcal{X} \times \mathcal{Y})^{t}: \exists i: y_{i}=0\right\} \tag{6.62}
\end{equation*}
$$

Note that we omit the set of adversary's inputs $\mathcal{X}$, technically the definition should be $\mathcal{X} \times R_{\text {preim, }}$, we leave out $\mathcal{X}$, though, for the sake of notation. The collision relation is satisfied when there are two outputs in $D$ that are the same:

$$
\begin{align*}
& R_{\text {coll }}:=\left\{\left(\left(x_{1}, y_{1}\right), \ldots,\left(x_{s}, y_{s}\right)\right) \in \bigcup_{t \in[q+1]}(\mathcal{X} \times \mathcal{Y})^{t}:\right. \\
& \left.\exists_{i, j} i \neq j, x_{i} \neq x_{j}, y_{i}=y_{j}\right\} . \tag{6.63}
\end{align*}
$$

[^25]Note however, that it is only reasonable to check if the non-padding entries are in $R$, omitting the $(\perp, 0)$ pairs at the end of $D$. If $D$ is held in a quantum register, the relation $R$ has a corresponding projective measurement $\mathrm{J}_{R}$ such that $\| \mathrm{J}_{R}\left|\left(x_{1}, y_{1}\right), \cdots,\left(x_{q}, y_{q}\right)\right\rangle_{D} \|=1$ if and only if for some $s$ it holds that $\left(\left(x_{1}, y_{1}\right), \cdots,\left(x_{s}, y_{s}\right)\right) \in R$ and for the remaining $i>s$, the $\left(x_{i}, y_{i}\right)$ are padding entries.

We also state an explicit algorithm to implement the measurement of a relation $R$, given that membership in $R$ is efficiently decidable. To denote the single-bit membership decision by $(D \in R)$, the bit is 1 if and only if database $D$ is in $R$. For the sake of notation we include the adversary's input in $D$, this is for when the relation depends on register $X$. To measure the relation we define a unitary $\mathrm{V}_{R}^{X D S J}$ that XORs a bit $(D \in R)$ to register $J$; This unitary is controlled on registers $S$ and $D$, the former holds the information about the size of the database and the latter the database itself. Algorithm 6.4 defines the measurement procedure of measuring $R$ on quantum databases in the standard basis.

```
Algorithm 6.4 Measurement of a relation \(R\)
    input: Adversary's input and a database in the standard basis \(|x\rangle_{X}|D\rangle_{D}\)
    output: Outcome \(j\) and post-measurement state \(\left|D^{\prime}\right\rangle_{D}\)
    Count in register \(S\) the number of non-padding \(\left(D^{X} \neq \perp\right)\) entries \(s\) in \(D\)
    Initialize a new qubit register \(|0\rangle_{J}\)
    Apply \(\mathrm{V}_{R}^{X D S J}\) that XORs a bit \(j:=(D \in R)\) to register \(J\)
    Uncompute register \(S\), measure register \(J\), output the outcome \(j\)
```

An important issue concerning measuring relations is the basis in which we store the quantum database. For the measurement to be meaningful it has to be done in the standard basis, so it is easiest to analyze $\mathrm{CStO}_{\mathfrak{D}}$ or $\mathrm{CPhO}_{\mathfrak{D}}$, defined by Equation (6.14).

While not directly relevant to our applications, we keep the generality of [AHU19] by introducing the notion of query depth as the number of sets of parallel queries an algorithm makes. We usually assume quantum algorithms make $q$ quantum queries in total and $d$ (as in "query depth") sequentially, but those queries in sequence may involve a number of parallel queries. A parallel query of width $p$ to an oracle H involves $p$ applications of H to $p$ query registers. Note that if H is considered to be a compressed oracle, $p$-parallel queries are processed by sequentially applying the compressed oracle unitary $p$ times.

First we define a compressed oracle H punctured on relation $R$, denoted by $\mathrm{H} \backslash R$.

Definition 6.5 (Punctured compressed oracle $\mathrm{H} \backslash R$ ). Let H be a compressed oracle and $R$ a relation on its database. The punctured compressed oracle $\mathrm{H} \backslash R$ is equal to H ,
except that $R$ is measured after every query as described in Algorithm 6.4. By Find we denote the event that $R$ outputs 1 at least once among all queries.

Full oracles can be punctured as well, the relation is then checked only on the queried entries of the function table-those queried entries need to be identified (like in $\mathrm{Dec}_{\mathfrak{D}}$ from Algorithm 6.3) prior to the measurement of $R$.

In many applications of punctured oracles we might want to apply $\mathrm{H} \backslash R$ only if some condition is fulfilled. Moreover, this condition might be quantum-in other words we control $\mathrm{H} \backslash R$ on some quantum register. To avoid the situation of a measurement being performed or not depending on a state of a quantum register-which is not permitted by quantum mechanics-we propose the following solution: We postpone the measurement to the end of the quantum query. Namely, we omit the measurement of register $J$ in Algorithm 6.4 and perform it at the end of the compressed-oracle algorithm. After the measurement we can uncompute the outcome register $J$. We are not changing notation and implicitly assume the postponement of puncturing.

Similarly we define the above notions for a pair of databases.
Definition 6.6 (Relation $R$ on $\left(D_{1}, D_{2}\right)$ ). Let $\left(D_{1}, D_{2}\right)$ be two databases each of size at most $q$ : Database $D_{1}$ of pairs $(x, y) \in \mathcal{X}_{1} \times \mathcal{Y}_{1}$ and database $D_{2}$ of pairs $(x, y) \in$ $\mathcal{X}_{2} \times \mathcal{Y}_{2}$. A relation $R$ on $\left(D_{1}, D_{2}\right)$ is a subset

$$
\begin{equation*}
R \subseteq\left(\mathcal{X}_{1} \times \mathcal{X}_{2}\right) \times \bigcup_{t_{1} \in[q+1]}\left(\mathcal{X}_{1} \times \mathcal{Y}_{1}\right)^{t_{1}} \times \bigcup_{t_{2} \in[q+1]}\left(\mathcal{X}_{2} \times \mathcal{Y}_{2}\right)^{t_{2}} \tag{6.64}
\end{equation*}
$$

The measurement of relations defined on pairs of databases is done in the same way as in Algorithm 6.4 with the difference that registers $D$ and $S$ consist of two registers: $D_{1}$ and $D_{2}$ and $S_{1}$ and $S_{2}$ respectively. The result of the measurement is still a single bit stating whether $\left(D_{1}, D_{2}\right) \in R$.

The above discussion about relations defined on pairs of databases can be easily extended to multiple databases.

### 6.3.2 One-way-to-Hiding Lemma

Using the definitions from the previous sections we can prove a generalization of Theorem 1 from [AHU19].

Let us also comment on the differences of the O2H lemma in [AHU19] and in this thesis. The main difference is that in our generalization we no longer focus solely (we can recover the original O2H lemma though) on the adversary's inputs but also treat the outputs of the oracle. Function outputs are also important in [AHU19], but the oracle is not lazy sampled, there they pick a subset of the domain such that e.g. the output is 0 and then puncture on inputs in this random set. We use lazy sampled functions and puncture on databases, so functions defined only on the queried inputs. In addition, defining the puncturing operation on the compressed oracle-database is more expressive, as it
allows puncturing conditions depending on more than one input-output pair, hence allowing us to treat a larger class of relations.

Theorem 6.7 (Compressed oracle O 2 H ). Let $R_{1}$ and $R_{2}$ be relations on the database (or multiple databases) of a quantum oracle H (possibly combining multiple interfaces). Let $z$ be a random string. $R_{1}, R_{2}$, and $z$ may have arbitrary joint distribution. Let A be an oracle algorithm of query depth $d$, then

$$
\begin{align*}
& \left|\mathbb{P}\left[b=1: b \leftarrow \mathrm{~A}^{\mathrm{H} \backslash R_{1}}(z)\right]-\mathbb{P}\left[b=1: b \leftarrow \mathrm{~A}^{\mathrm{H} \backslash R_{1} \cup R_{2}}(z)\right]\right| \\
& \leq \sqrt{(d+1) \mathbb{P}\left[\text { Find }: \mathrm{A}^{\mathrm{H} \backslash R_{1} \cup R_{2}}(z)\right]} \text {, and }  \tag{6.65}\\
& \left|\sqrt{\mathbb{P}\left[b=1: b \leftarrow \mathrm{~A}^{\mathrm{H} \backslash R_{1}}(z)\right]}-\sqrt{\mathbb{P}\left[b=1: b \leftarrow \mathrm{~A}^{\mathrm{H} \backslash R_{1} \cup R_{2}}(z)\right.}\right| \\
& \leq \sqrt{(d+1) \mathbb{P}\left[\text { Find }: \mathrm{A}^{\mathrm{H} \backslash R_{1} \cup R_{2}}(z)\right]}, \tag{6.66}
\end{align*}
$$

where Find is the event that measuring $R_{1} \cup R_{2}$ succeeds.
Proof. The proof works almost the same as the proof of Theorem 1 of [AHU19]. Let us state the analog of Lemma 5 from [AHU19]. In the following we write $R:=R_{1} \cup R_{2}$.

For the following lemma let us first define two algorithms. Let $\mathrm{A}^{\mathrm{H}}(z)$ be a unitary quantum algorithm with oracle access to H with query depth $d$. Let $Q$ denote the quantum register of $A$ and $D$ the database of the compressed oracle H. We also need a "query $\log ^{\prime \prime}$ register $L$ consisting of $d$ qubits.

Let $\mathrm{B}^{\mathrm{H}, R}(z)$ be a unitary quantum algorithm acting on registers $Q$ and $L$ and having oracle access to H . First we define the following unitary

$$
\vee_{R, i}|D\rangle_{D}\left|l_{1}, l_{2}, \ldots, l_{d}\right\rangle_{L}:=\left\{\begin{array}{ll}
|D\rangle_{D}\left|l_{1}, l_{2}, \ldots, l_{d}\right\rangle_{L} & \text { if } D \notin R  \tag{6.67}\\
|D\rangle_{D}\left|l_{1}, \ldots, l_{i} \oplus 1, \ldots, l_{d}\right\rangle_{L} & \text { if } D \in R
\end{array},\right.
$$

where $R\left(|D\rangle_{D}\right)$ denotes the outcome of the projective binary measurement on $D$. The unitary exists for all relations. One can just coherently compute $R(D)$ into an auxiliary register, apply CNOT from that register to $L_{i}$ and then uncompute $R(D)$. If the relation is efficiently computable, then so is the unitary. We define $\mathrm{B}^{\mathrm{H}, R}(z)$ as:

- Initialize the register $L$ with $\left|0^{d}\right\rangle$.
- Perform all operations that $\mathrm{A}^{\mathrm{H}}(z)$ does.
- For all $i$, after the $i$-th query of $A$ apply the unitary $\bigvee_{R, i}$ to registers $D, L$.

Let $\left|\Psi_{\mathrm{A}}\right\rangle$ denote the final state of $\mathrm{A}^{\mathrm{H}}(z)$, and $\left|\Psi_{\mathrm{B}}\right\rangle$ the final state of $\mathrm{B}^{\mathrm{H}, R}(z)$. Let $\tilde{P}_{\text {find }}$ be the probability that a measurement of $L$ in the computational basis in the state $\left|\Psi_{\mathrm{B}}\right\rangle$ returns $l \neq 0^{d}$, i.e. $\tilde{P}_{\text {find }}:=\| \mathbb{1}^{Q, D} \otimes\left(\mathbb{1}^{L}-\left|0^{d}\right\rangle_{L}\left\langle 0^{d}\right|\right)\left|\Psi_{\mathrm{B}}\right\rangle \|^{2}$.

To deal with relation $R_{1}$ we consider algorithms with all measurements postponed to the end of their operation; Instead of performing the actual measurement we save the outcome into a fresh quantum register-with $\bigvee_{R}$ as in Algorithm 6.4, note that prior to the measurement this fresh register can hold a superposition. Moreover we postpone the measurement of the auxiliary register until the very end of the run of the quantum algorithm. The coherent evaluation of $R_{1}$ happens in both algorithms. In addition, the proof below does not make use of the particular form of the unitaries that are applied between the measurements of $R_{2}$, so the evaluation of $R_{1}$ can be absorbed into the compressed oracle unitary.
Lemma 6.8 (Compressed-oracle O2H for pure states). Fix a joint distribution for $R_{1}, R_{2}, z$. Consider the definitions of algorithms A and B and their quantum states, then

$$
\begin{equation*}
\|\left|\Psi_{\mathrm{A}}\right\rangle \otimes\left|0^{d}\right\rangle_{L}-\left|\Psi_{\mathrm{B}}\right\rangle \|^{2} \leq(d+1) \tilde{P}_{\text {find }} . \tag{6.68}
\end{equation*}
$$

Proof. This lemma can be proved in the same way as Lemma 5 of [AHU19]. Here we omit some details and highlight the most important observation of the proof.

First define $\mathrm{B}_{\text {count }}$ that works in the same way as B but instead of storing $L$, the log of queries with $D$ in relation, it keeps count-in register $C$-of how many times a query resulted in $R\left(|D\rangle_{D}\right)=1$. The state that results from running $\mathrm{B}_{\text {count }}$ is $\left.\left|\Psi_{\mathrm{B}_{\text {count }}}\right\rangle=\sum_{i=0}^{d} \mid \Psi_{\mathrm{B}_{\text {count }}}^{i}\right)|i\rangle_{C}$ and similarly $\left.\left|\Psi_{\mathrm{B}}\right\rangle=\sum_{l \in\{0,1\}^{d}} \mid \Psi_{\mathrm{B}}^{l}\right)|l\rangle_{L}$, where $\left.\mid \Psi\right)$ denotes a sub-normalized state. We can observe that $\left.\left|\Psi_{\mathrm{A}}\right\rangle=\sum_{i=0}^{d} \mid \Psi_{\mathrm{B}_{\text {count }}}^{i}\right)$. As $\tilde{P}_{\text {find }}$ is the probability of measuring at least one bit in the register $L$ of B , or counting at least one fulfilling of $R$ in $C$, we have that $\left.\left.\mid \Psi_{\mathrm{B}}^{0^{d}}\right)=\mid \Psi_{\mathrm{B}_{\text {count }}}^{0}\right)$. From the definition we also have $\left.\tilde{P}_{\text {find }}=1-\| \mid \Psi_{\text {count }^{0}}^{0}\right) \|^{2}$. Using the above identities we can calculate the bound

$$
\begin{align*}
& \left.\left.\|\left|\Psi_{\mathrm{B}}\right\rangle-\left|\Psi_{\mathrm{A}}\right\rangle \otimes\left|0^{d}\right\rangle_{L}\left\|^{2}=\right\| \sum_{i=1}^{d} \mid \Psi_{\mathrm{B}_{\text {count }}}^{i}\right)\left\|^{2}+\tilde{P}_{\text {find }} \leq\left(\sum_{i=1}^{d} \| \mid \Psi_{\mathrm{B}_{\text {count }}}^{i}\right)\right\|\right)^{2}+\tilde{P}_{\text {find }} \\
& \underbrace{\mathrm{J}-\mathrm{I}}_{=\tilde{P}_{\text {find }}}  \tag{6.69}\\
& \leq \underbrace{d}_{i=1} \| \mid \Psi_{\mathrm{B}_{\text {count }}}^{i}) \|^{2} \\
& i \tilde{P}_{\text {find }}=(d+1) \tilde{P}_{\text {find }},
\end{align*}
$$

where $\triangle$ denotes the triangle inequality and J-I denotes the Jensen's inequality. It is apparent that introducing $\mathrm{B}_{\text {count }}$ gave us a more coarse-grained look at the initial algorithm B, resulting in a tighter bound.

The rest of the proof of Theorem 6.7 follows the same reasoning as the proof of Lemma 6 in [AHU19] with the modifications shown in the above lemma. Using bounds on fidelity (Lemma 3 and Lemma 4 of [AHU19]) and monotonicity and joint concavity of fidelity (from Theorem 9.6 and Equation 9.95 of [NC10]) one can generalize the results to the case of arbitrary mixed states.

The original Theorem 1 from [AHU19] can be recovered from Theorem 6.7 when we puncture on relations defined solely on $\mathcal{X}$ corresponding to the adversary's $A^{X}$ register.

We continue by deriving an explicit formula for $\mathbb{P}[$ Find $]$. Let $A$ be a quantum algorithm with oracle access to H , making at most $q$ quantum queries with depth $d$. Let $R$ be a relation on the database of H and $z$ an input to $\mathrm{A} . R$ and $z$ can have any joint distribution. $\mathrm{J}_{R}$ is the projector from the measurement of $R$ on $D, \mathrm{U}_{i}^{\mathrm{H}}$ is the $i$-th unitary performed by $\mathrm{A}^{\mathrm{H} \backslash R}$ together with a-possibly parallel-query to H , and $\left|\Psi_{0}\right\rangle$ is the initial state of A . Then we have the formula

$$
\begin{equation*}
\mathbb{P}\left[\text { Find }: \mathrm{A}^{\mathrm{H} \backslash R}(z)\right]=1-\|\left(\prod_{i=1}^{d}\left(\mathbb{1}-\mathrm{J}_{R}\right) \mathrm{U}_{i}^{\mathrm{H}}\right)\left|\Psi_{0}\right\rangle \|^{2} . \tag{6.70}
\end{equation*}
$$

Let us now discuss the notion of "identical-until-bad" games in the case of compressed oracles. For random oracles, the notion was introduced in [AHU19]. The definition is rather straightforward as H and G are considered identical until bad if they had the same outputs except for some marked set. When using compressed oracles, the outputs of H and G are quantum lazy-sampled, making the definition of what it means for two oracles to be identical until bad require more care. Here we state a definition that captures useful notions of identical-until-bad punctured oracles.

Definition 6.9 (Almost identical oracles). Let H and G be compressed oracles and $R_{i}, i=1,2$ relations on their databases. We call the oracles $\mathrm{H} \backslash R_{1}$ and $\mathrm{G} \backslash R_{2}$ almost identical if they are equal conditioned on the events $\neg \mathrm{Find}_{1}$ and $\neg \mathrm{Find}_{2}$ respectively, i.e. for any string $z$ and any quantum algorithm A

$$
\begin{equation*}
\mathbb{P}\left[b=1: b \leftarrow A^{\mathrm{H} \backslash R_{1}}(z) \mid \neg \mathrm{Find}_{1}\right]=\mathbb{P}\left[b=1: b \leftarrow A^{\mathrm{G} \backslash R_{2}}(z) \mid \neg \mathrm{Find}_{2}\right] . \tag{6.71}
\end{equation*}
$$

Note that not punctured compressed oracles are a special case of punctured ones (for $R_{1}=\emptyset$ or $R_{2}=\emptyset$ ), so the above definition can be applied to a pair of oracles where one is punctured and one is not. We can prove the following bound on the adversary's advantage in distinguishing almost identical punctured oracles.

Lemma 6.10 (Distinguishing almost identical punctured oracles). If $\mathrm{H} \backslash R_{1}$ and $\mathrm{G} \backslash R_{2}$ are almost identical according to Def.6.9 then for any $b \in\{0,1\}$

$$
\begin{align*}
& \left|\mathbb{P}\left[b=1: b \leftarrow A^{\mathrm{H} \backslash R_{1}}(z)\right]-\mathbb{P}\left[b=1: b \leftarrow A^{\mathrm{G} \backslash R_{2}}(z)\right]\right| \\
& \leq 2 \mathbb{P}\left[\operatorname{Find}_{1}: A^{\mathrm{H} \backslash R_{1}}(z)\right]+2 \mathbb{P}\left[\operatorname{Find}_{2}: A^{\mathrm{G} \backslash R_{2}}(z)\right] . \tag{6.72}
\end{align*}
$$

Proof. For the sake fo readability, in the following we omit the " $b=1:$ " in the events we analyze the probability of. We bound

$$
\left|\mathbb{P}\left[b \leftarrow A^{\mathrm{H} \backslash R_{1}}(z)\right]-\mathbb{P}\left[b \leftarrow A^{\mathrm{G} \backslash R_{2}}(z)\right]\right|
$$

$$
\begin{align*}
& \stackrel{\text { Def. } 6.9}{=} \mid \mathbb{P}\left[b \leftarrow A^{\mathrm{H} \backslash R_{1}}(z) \mid \neg \operatorname{Find}_{1}\right]\left(\mathbb{P}\left[\neg \operatorname{Find}_{1}: A^{\mathrm{H} \backslash R_{1}}(z)\right]-\mathbb{P}\left[\neg \operatorname{Find}_{2}: A^{\mathrm{G} \backslash R_{2}}(z)\right]\right) \\
& +\mathbb{P}\left[b \leftarrow A^{\mathrm{H} \backslash R_{1}}(z) \mid \text { Find }_{1}\right] \mathbb{P}\left[\operatorname{Find}_{1}: A^{\mathrm{H} \backslash R_{1}}(z)\right] \\
& -\mathbb{P}\left[b \leftarrow A^{\mathrm{G} \backslash R_{2}}(z) \mid \mathrm{Find}_{2}\right] \mathbb{P}\left[\operatorname{Find}_{2}: A^{\mathrm{G} \backslash R_{2}}(z)\right] \mid  \tag{6.73}\\
& \Delta|\underbrace{\mathbb{P}\left[b \leftarrow A^{H \backslash R_{1}}(z) \mid \neg \operatorname{Find}_{1}\right]}_{\leq 1} \underbrace{\left(\mathbb{P}\left[\neg \operatorname{Find}_{1}: A^{\mathrm{H} \backslash R_{1}}(z)\right]-\mathbb{P}\left[\neg \operatorname{Find}_{2}: A^{G \backslash R_{2}}(z)\right]\right)}_{=\mathbb{P}\left[\operatorname{Find}_{2}: A^{G \backslash R_{2}}(z)\right]-\mathbb{P}\left[\operatorname{Find}_{1}: A^{\left.H \backslash R_{1}(z)\right]}\right.}| \\
& +|\underbrace{\mathbb{P}\left[b \leftarrow A^{\mathrm{H} \backslash R_{1}}(z) \mid \operatorname{Find}_{1}\right]}_{\leq 1} \mathbb{P}\left[\operatorname{Find}_{1}: A^{\mathrm{H} \backslash R_{1}}(z)\right]| \\
& +|\underbrace{\mathbb{P}\left[b \leftarrow A^{\mathrm{G} \backslash R_{2}}(z) \mid \operatorname{Find}_{2}\right]}_{\leq 1} \mathbb{P}\left[\operatorname{Find}_{2}: A^{\mathrm{G} \backslash R_{2}}(z)\right]|  \tag{6.74}\\
& \triangle 2 \mathbb{P}\left[\operatorname{Find}_{1}: A^{\mathrm{H} \backslash R_{1}}(z)\right]+2 \mathbb{P}\left[\operatorname{Find}_{2}: A^{\mathrm{G} \backslash R_{2}}(z)\right], \tag{6.75}
\end{align*}
$$

where by $\triangle$ we denote the triangle inequality.
Note that for $R_{2}=\emptyset$, the above lemma is essentially a special case of the well known Gentle-Measurement Lemma of [Win99].

It is a fact of quantum mechanics that measurements disturb the state. Considering that, one might be curious if measuring the database does not disturb it too much. As an example, note that after a measurement of the collision relation, Equation (6.63), the database does not necessarily consist of only non-Fourier-0 entries. Even though this is true, if the disturbance of the oracle is low enough, then the adversary will not notice it. This is exactly the case of the O 2 H lemma, the disturbance is low enough so the adversary does not notice any difference in the content of the oracle's output.

### 6.4 Bound on $\mathbb{P}[$ Find $]$

We state a lemma giving a bound on the probability of Find for the uniform distribution over the sets $\left\{\mathbf{f}_{1}: \mathcal{X}_{1} \rightarrow \mathcal{Y}_{1}\right\}$ and $\left\{\mathbf{f}_{2}: \mathcal{X}_{2} \rightarrow \mathcal{Y}_{2}\right\}$ and for a general relation, possibly defined on multiple databases. We also allow for $R$ to depend on an external random oracle R . In this proof we explicitly analyze adversaries with two interfaces $\mathrm{H}_{1}$ and $\mathrm{H}_{2}$ (for a discussion of multiple interfaces we refer to Section 6.2.2.3). We allow them to make queries to different interfaces in superposition. The register encoding the interface is $I$ and holds $a \in\{1,2\}$. In what follows we assume $\mathcal{Y}_{1}=\left[N_{1}\right]$ and $\mathcal{Y}_{2}=\left[N_{2}\right]$. By $\bar{a}$ we denote the index other that $a$, namely $\bar{a}=3-a$. Whenever we refer to $a$ we mean by it the interface that is queried.

For $a \in\{1,2\}$ we write $\vec{x}_{a} \in\left(\mathcal{X}_{a} \times\{1,2\}\right)^{q}$ to denote all the previous inputs asked by the adversary to $\mathrm{H}_{a}$, we always consider queries $x$ to be pairs of the query value and the interface. We mostly leave the interface part implicit. A vector with a fixed $a$ has a fixed interface $a$ in all tuples. $(x, \eta, a)$ is the last query. Whenever $\vec{x}$ denotes queries, the vector is sorted in a rising fashion. We denote the outputs given to A by $\vec{y}_{a}:=\left(y_{1}^{a}, \ldots, y_{s_{a}}^{a}\right)$, where $y_{i}^{a} \in \mathcal{Y}_{a} \times\{1,2\}$ are pairs of values with interface, similarly to inputs. Vector of outputs is sorted according to the corresponding inputs. The set of all queries is $\vec{x}=\vec{x}_{1} \cup \vec{x}_{2}$, similarly for $\vec{y}$. Databases are denoted as $D_{a}=\left(\left(x_{1}^{a}, y_{1}^{a}\right), \ldots,\left(x_{s_{a}}^{a}, y_{s_{a}}^{a}\right)\right)$. When we use set operations ${ }^{7}$ on vectors we mean a set consisting of entries of $\vec{x}$, note that if there are no repetitions in $\vec{x}$, then there is no ambiguity.

In this section our primary subject are databases and their membership in the relation. To this end we define sets of good and bad outputs. For a relation $R$, the database $D=\left(D_{1}, D_{2}\right)$ that contains $\vec{x}_{1}$ and $\vec{x}_{2}$ of sizes $s_{1}$ and $s_{2}$ respectively, and $x \notin D_{a}^{X}$ we have

$$
\begin{align*}
& \mathcal{G}^{R}\left(\vec{x}_{1}, \vec{x}_{2}\right):=\left\{\left(D_{1}^{Y}\left(\vec{x}_{1}\right), D_{2}^{Y}\left(\vec{x}_{2}\right)\right) \in \mathcal{Y}_{1}^{s_{1}} \times \mathcal{Y}_{2}^{s_{2}}:\left(D_{1}, D_{2}\right) \notin R\right\},  \tag{6.76}\\
& \mathcal{G}_{\bar{a}}^{R}\left(\vec{x}_{1}, \vec{x}_{2} \mid D_{a}\right):=\left\{D_{\bar{a}}^{Y}\left(\vec{x}_{\bar{a}}\right) \in \mathcal{Y}_{\bar{a}}^{s a}:\left(D_{1}, D_{2}\right) \notin R\right\},  \tag{6.77}\\
& \mathcal{B}_{a}^{R}(x \mid D):=\left\{y \in \mathcal{Y}_{a}:\left(D_{a} \cup\{(x, y)\}, D_{\bar{a}}\right) \in R\right\} . \tag{6.78}
\end{align*}
$$

The bad set defined above is the subset of the codomain of the sampled function corresponding to the new value bringing $D$ to be in $R$. By $\mathcal{G}_{a}^{R}\left(\vec{x}_{1}, \vec{x}_{2}\right)$ we denote the part of $\mathcal{G}^{R}\left(\vec{x}_{1}, \vec{x}_{2}\right)$ corresponding to $D_{a}^{Y}\left(\vec{x}_{a}\right)$.

Our assumptions on $R$ are the following: The relation does not depend on the adversary's input. The size of $\mathcal{G}^{R}\left(\vec{x}_{1}, \vec{x}_{2}\right)$ depends only on $s_{1}$ and $s_{2}$. When addressing the size of $\mathcal{G}$ we often write $\left|\mathcal{G}^{R}\left(s_{1}, s_{2}\right)\right|$. Moreover $\left|\mathcal{B}_{a}^{R}(x \mid D)\right|$ is the same for all $x \notin D_{a}^{X}$.

We also define a coefficient that gives the number of outputs that bring the database to $R$, defined as:

$$
\begin{equation*}
b_{a}^{R}\left(s_{1}, s_{2}\right):=\left|\mathcal{B}_{a}^{R}(x \mid D)\right|, \text { where } x \notin D, D \notin R, \text { and }\left|D_{a}\right|=s_{a}-1,\left|D_{\bar{a}}\right|=s_{\bar{a}} \tag{6.79}
\end{equation*}
$$

as one can see from the definition (the argument of $b_{a}^{R}$ does not include particular values in $\vec{x}_{1}$ and $\vec{x}_{2}$ ) above we use the assumption that $\left|\mathcal{B}_{a}^{R}(x \mid D)\right|$ is the same for all $x \notin D_{a}^{X}$. When making a query to database $a$ we use the notation $\left|\mathcal{G}^{R}\left(s_{a}-1, s_{\bar{a}}\right)\right|$ for $\left|\mathcal{G}^{R}\left(s_{1}-1, s_{2}\right)\right|$ if $a=1$ and $\left|\mathcal{G}^{R}\left(s_{1}, s_{2}-1\right)\right|$ if $a=2$. Similarly we use $b_{a}^{R}\left(s_{a}+1, s_{\bar{a}}\right)$. An important identity that we will use later in this section is:

$$
\begin{equation*}
\left|\mathcal{G}^{R}\left(s_{1}, s_{2}\right)\right|=\left|\mathcal{G}^{R}\left(s_{a}-1, s_{\bar{a}}\right)\right|\left(\left|\mathcal{Y}_{a}\right|-b_{a}^{R}\left(s_{1}, s_{2}\right)\right) . \tag{6.80}
\end{equation*}
$$

[^26]To get some intuition for the above equality, let us consider a database $D$ of size $s_{a}-1+s_{\bar{a}}$ that is not in $R$. According to the definition from Equation (6.78), there are $b_{a}^{R}\left(s_{1}, s_{2}\right)$ outputs $y \in \mathcal{Y}_{a}$, such that $D \cup\{(x, y)\}$ for any $x \in \mathcal{X}_{a}$ that is not in $D^{X}$, is in $R$. As this holds for any value $x$, for every good database we have $\left|\mathcal{Y}_{a}\right|-b_{a}^{R}\left(s_{1}, s_{2}\right)$ good database with a single query added to $D_{a}$.

In general as in the good and bad sets, as well as the coefficient $b$, we omit the superscript $R$ whenever the relation is clear from the context. As examples of $b$, consider relations on a single database, if the relation is $R_{\text {preim, }}$, then $b(s)=1$, there is just one value $y=0$ that causes a fresh query to be in relation; For $R_{\text {coll }}$ we have $b(s)=s-1$, the new $y$ can be any of the previously queried values to make $D$ fulfill the relation.

Two sets important in our treatment of multiple databases are $\mathcal{H}_{a}^{\mathrm{ADD}}\left(\vec{x}_{1}, \vec{x}_{2}, \vec{y}_{a}\right)$ and $\mathcal{H}_{a}^{\mathrm{REM}}\left(\vec{x}_{1}, \vec{x}_{2}, \vec{y}_{a}\right)$. To properly define them we generalize the definition of the good set conditioned on a database:

$$
\begin{align*}
& \mathcal{G}_{\bar{a}}\left(\vec{x}_{a}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right) \\
& :=\left\{D_{\bar{a}}^{Y}\left(\vec{x}_{\bar{a}}\right) \in \mathcal{Y}_{\bar{a}}^{s_{\bar{a}}}: \exists \vec{y}_{a}^{*} \in \mathcal{Y}_{a}^{s_{a}-\left|\vec{y}_{a}\right|}, D_{a}^{Y}\left(\vec{x}_{a}\right):=\vec{y}_{a} \cup \vec{y}_{a}^{*},\left(D_{1}, D_{2}\right) \notin R\right\} . \tag{6.81}
\end{align*}
$$

Intuitively speaking the above set is the set $\mathcal{G}_{\bar{a}}\left(\vec{x}_{a}, \vec{x}_{\bar{a}} \mid D_{a}\right)$ defined in Equation (6.77) with the difference that we do not specify all values in $D_{a}^{Y}$. Moreover the more entries are in $\vec{x}_{a}$ the more "restrictions" are on good $D_{\bar{a}}$, meaning the size of the good in principle gets smaller with $\vec{x}_{a}$ getting bigger. Then the two sets are defined as

$$
\begin{align*}
& \mathcal{H}_{a}^{\mathrm{ADD}}\left(\vec{x}_{1}, \vec{x}_{2}, \vec{y}_{a}\right):=\mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right) \backslash \mathcal{G}_{\bar{a}}\left(\vec{x}_{a} \cup\{x\}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right),  \tag{6.82}\\
& \left|\mathcal{H}_{a}^{\mathrm{ADD}}\left(s_{1}, s_{2}\right)\right|:=\left|\mathcal{H}_{a}^{\mathrm{ADD}}\left(\vec{x}_{1}, \vec{x}_{2}, \vec{y}_{a}\right)\right|, \tag{6.83}
\end{align*}
$$

and

$$
\begin{align*}
& \mathcal{H}_{a}^{\mathrm{REM}}\left(\vec{x}_{1}, \vec{x}_{2}, \vec{y}_{a}\right):=\mathcal{G}_{\bar{a}}\left(\vec{x}_{a} \backslash\{x\}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right) \backslash \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right), \\
& \left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|:=\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(\vec{x}_{1}, \vec{x}_{2}, \vec{y}_{a}\right)\right| . \tag{6.84}
\end{align*}
$$

The intuition one should have for $\mathcal{H}_{a}^{\mathrm{ADD}}\left(\vec{x}_{1}, \vec{x}_{2}, \vec{y}_{a}\right)$ and $\mathcal{H}_{a}^{\mathrm{REM}}\left(\vec{x}_{1}, \vec{x}_{2}, \vec{y}_{a}\right)$ is that for the relations we discuss in this thesis, they are very small sets.

The assumption that is important for when $R$ is defined on two databases is that if good outputs of $\mathrm{H}_{1}$ depend on inputs to $\mathrm{H}_{2}$, we never make a query to $\mathrm{H}_{2}$ that automatically brings $D$ to be in $R$. An example of such relation is $y_{1}=x_{2}$ (outputs of $\mathrm{H}_{1}$ equal to any input to $\mathrm{H}_{2}$ ). For these relations it is trivial to fulfill them-by just querying one of the outputs of $\mathrm{H}_{1}$ to $\mathrm{H}_{2}$-so the oracles have to be constructed in a way that avoids this attack. By constructing we mean adding a quantum algorithm managing queries to different interfaces. We say that such trivial attacks are of concern when $D_{a}^{X}$ interacts with $D_{\bar{a}}^{Y}$.

Below we state a lemma bounding the probability of Find, which gives great utility to the quantum game-playing framework. The result depends only on measurements performed on the database. The basis of the database matters, as we define the relation in a particular (standard) basis. Hence, this result works exactly the same for CStO .

Lemma 6.11. Let A be a quantum adversary interacting with a compressed punctured oracle $\mathrm{H} \backslash R$, with $\mathrm{H}=\mathrm{S}\left(\mathrm{H}_{1}, \mathrm{H}_{2}\right)$, where S is any quantum algorithm that ensures that the trivial attacks (important when $D_{a}^{X}$ interacts with $D_{\bar{a}}^{Y}$ ) are avoided, $\mathrm{H}_{1}=\mathrm{CPhO} \mathcal{Y}_{1}$ and $\mathrm{H}_{2}=\mathrm{CPhO}_{y_{2}}$. Moreover $R$ is a relation following Definition 6.6, such that

1. $\left|\mathcal{G}^{R}\left(\vec{x}_{1}, \vec{x}_{2}\right)\right|$ from Equation (6.94) depends only on $s_{1}$ and $s_{2}$,
2. $\left|\mathcal{B}_{a}^{R}(x \mid D)\right|$ from Equation (6.78) is the same for all $x \notin D_{a}^{X}$.

Then the probability of Find is bounded by:

$$
\left.\left.\begin{array}{l}
\mathbb{P}[\text { Find : } \mathrm{A}[\mathrm{H} \backslash R]] \leq \sum_{i=1}^{q}\left(\sum _ { j = 1 } ^ { i - 1 } \operatorname { m a x } _ { a \in \{ 1 , 2 \} , s _ { 1 } , s _ { 2 } \leq j - 1 } \left(2 \frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}\right.\right. \\
+\frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \\
+\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}-\left(\sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-1\right)} \\
\left.+\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-\left(\sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-1\right)\right) \\
+\max _{a \in\{1,2\}, s_{1}, s_{2} \leq i-1}\left(\sqrt{\frac{N_{a}-b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}} \sqrt{\frac{\left|\mathcal{H}_{a}^{\mathrm{ADD}}\left(s_{1}, s_{2}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}\right. \\
+\sqrt{\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}}+\frac{b_{a}\left(s_{1}, s_{2}\right)^{3 / 2}}{N_{a} \sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}} \\
+\frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \operatorname{sgn}\left(\left\lvert\, \mathcal{H}_{a}^{\left.\mathrm{REM}\left(s_{1}, s_{2}\right) \mid\right)} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}\right.\right. \\
+\sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sqrt{\frac{\mid \mathcal{H}_{a}^{\mathrm{REM}\left(s_{1}, s_{2}\right) \mid}}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}+\frac{\sqrt{b_{a}\left(s_{1}, s_{2}\right)\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}}{N_{a}} \tag{6.85}
\end{array}\right)\right)^{2},
$$

where $a \in\{1,2\}, q$ is the maximal number of queries made by A , and sgn is the sign function equal 0 whenever the argument is 0 .

### 6.4.1 Proof of Lemma 6.11

Proof.

### 6.4.1.1 Overview

We first provide a high level overview of the proof.
In Equation (6.92) we divide the probability of Find into a sum of probabilities of $q$ sub-events. Each sub-event is Find after $i$ queries conditioned on $\neg$ Find. The next task is to find a bound for the probability of every sub-event.

To achieve this goal we define the good state $\left|\Psi_{i}^{\text {Good }}\right\rangle$. This is an auxiliary state of the adversary and the oracle register that is easier to handle from the true state $\left|\Phi_{i}\right\rangle$ resulting from the interaction of A with the punctured $\mathrm{H} \backslash R$. We use this state by swapping the real state with it in the $i$-th step we introduced in the previous point. This swapping is presented in Equation (6.99).

As we see from Equation (6.100), to evaluate the error introduced by swapping the original state with the good state we need to inspect the good state after a single query. Calculating $\mathrm{H} \backslash R\left|\Psi_{i}^{\text {Good }}\right\rangle$ and comparing it to $\left|\Psi_{i+1}^{\text {Good }}\right\rangle$ is a rather complicated task that involves taking care of many details. We dedicate Section 6.4.1.5 to defining $\mathrm{H} \backslash R\left|\Psi_{i}^{\text {Good }}\right\rangle$ and identifying the parts of the queried state that differ from $\left|\Psi_{i+1}^{\text {Good }}\right\rangle$.

The final step of the proof consists of plugging in bounds on
$\|\left|\Psi_{i+1}^{\text {Good }}\right\rangle-\mathrm{H} \backslash R\left|\Psi_{i}^{\text {Good }}\right\rangle \|$ and on the probability that Find happens when the joint state is $\left|\Psi_{i}^{\text {Good }}\right\rangle$. These bounds are calculated in sections 6.4.1.6 and 6.4.1.7 and stated in Lemmas 6.12 and 6.14. On a technical level we bound the norms of the parts of the state $\mathrm{H} \backslash R\left|\Psi_{i}^{\text {Good }}\right\rangle$ that do not appear in $\left|\Psi_{i+1}^{\text {Good }}\right\rangle$, we call these parts errors. The proof of Lemma 6.12 consists of two main parts, as the bound is a sum of two types of errors.

### 6.4.1.2 Introduction

We start the proof with a few definitions concerning compressed oracles. Some notions from Section 6.2 require to be stated a bit more concretely for our proof. The measurement that we apply after $\mathrm{CPhO}_{\mathcal{Y}}$, in line 4 of Algorithm 6.4 is

$$
\begin{align*}
& \mathrm{J}_{R}:=\mathbb{1} \otimes|1\rangle_{J}\langle 1| \text { and }  \tag{6.86}\\
& \mathrm{J}_{R}:=\mathbb{1} \otimes|0\rangle_{J}\langle 0| \tag{6.87}
\end{align*}
$$

is the projection to $D$ being not in relation.
In the following we focus on the punctured oracle just prior to measurement $\mathrm{J}_{R}$. A unitary that omits the last step of Algorithm 6.4 in $\mathrm{H} \backslash R$ acts on registers $A D J$, we define it as

$$
\begin{equation*}
\mathrm{H} \backslash \mathrm{~V}_{R}:=\text { Queries }^{\dagger} \circ \mathrm{V}_{R} \circ \text { Queries } \circ \mathrm{H}, \tag{6.88}
\end{equation*}
$$

where the unitary Queries counts the number of $x \neq \perp$ in $D$ (line 1 and 4 in Algorithm 6.4) and $\mathrm{V}_{R}$ checks whether the queried values in registers $D$ fulfill the relation $R$ and saves the single bit answer to register $J$.

We proceed by rephrasing the definition of $\mathbb{P}[$ Find : $\mathrm{A}[\mathrm{H} \backslash R]$ ], after that we treat the part specific to our relation. We follow Equation (6.70) to analyze the probability of Find:

$$
\begin{align*}
& \mathbb{P}\left[\text { Find }: \mathrm{A}\left[\mathrm{H} \backslash R_{\text {preim }} \cup R_{\text {coll }}\right]\right]=1-\|\left(\prod_{i=q}^{1} \mathrm{~J}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{~V}_{R}\right)\left|\Psi_{0}\right\rangle|0\rangle_{J} \|^{2}  \tag{6.89}\\
& =1-\|\left(\prod_{i=q-1}^{1} \overline{\mathrm{~J}}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{~V}_{R}\right)\left|\Psi_{0}\right\rangle|0\rangle_{J}\left\|^{2}\right\|^{2} \\
& +\| \mathrm{J}_{R} \mathrm{U}_{q} \mathrm{H} \backslash \mathrm{~V}_{R}\left(\prod_{i=q-1}^{1} \mathrm{~J}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{~V}_{R}\right)\left|\Psi_{0}\right\rangle|0\rangle_{J} \|^{2}=\cdots=  \tag{6.90}\\
& =\sum_{i=1}^{q}\|\mathrm{~J}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{~V}_{R} \underbrace{\left(\prod_{j=i-1}^{1} \mathrm{~J}_{R} \mathrm{U}_{j} \mathrm{H} \backslash \mathrm{~V}_{R}\right)\left|\Psi_{0}\right\rangle|0\rangle_{J}}_{:=\mathrm{U}_{i-1}\left|\Phi_{i-1}\right\rangle}\|^{2}  \tag{6.91}\\
& =\sum_{i=1}^{q} \| \mathrm{J}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{i-1}\left|\Phi_{i-1}\right\rangle \|^{2}, \tag{6.92}
\end{align*}
$$

where $\left|\Psi_{0}\right\rangle$ is the initial state of the adversary. Note that in the definition

$$
\begin{equation*}
\left|\Phi_{i-1}\right\rangle:=\mathrm{U}_{i-1}^{\dagger}\left(\prod_{j=i-1}^{1} \overline{\mathrm{~J}}_{R} \mathrm{U}_{j} \mathrm{CPhO}_{\mathcal{Y}} \backslash \mathrm{V}_{R}\right)\left|\Psi_{0}\right\rangle|0\rangle_{J} \tag{6.93}
\end{equation*}
$$

we use ${ }^{8}\left[\mathrm{U}_{i-1}, \overline{\mathrm{~J}}_{R}\right]=0$. Here, the second and third equations follow from the fact that $\||v\rangle\left\|^{2}=\right\| \mathrm{P}|v\rangle\left\|^{2}+\right\|(\mathbb{1}-\mathrm{P})|v\rangle \|^{2}$ for all $|v\rangle$ and projectors P .

In what follows we analyze $\| \mathrm{J}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{V}_{R} \mathrm{U}_{i-1}\left|\Phi_{i-1}\right\rangle \|^{2}$. Our approach is to propose a state $\left|\Psi_{i-1, R}^{\text {Good }}\right\rangle|0\rangle_{J}$, close to the original $\left|\Phi_{i-1}\right\rangle$, for which bounding $\| \mathrm{J}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{V}_{R} \mathrm{U}_{i-1}\left|\Psi_{i-1, R}^{\text {GGod }}\right\rangle|0\rangle_{J} \|^{2}$ is easy. The intuition behind $\left|\Psi_{i-1, R}^{\text {Good }}\right\rangle$ is to have a superposition over databases that are not in relation.

### 6.4.1.3 The good state

The state $\left|\Psi_{i, R}^{G \text { Good }}\right\rangle_{A D}$ corresponds to the adversary's state just after the $i$-th query and before the application of $\mathrm{U}_{i}$. The size of the database $s_{a}$ depends on whether the new query $x$ was added to, updated, or removed from the database, it

[^27]equals $\left|\vec{x}_{a} \cup\{x\}\right|,\left|\vec{x}_{a}\right|$, or $\left|\vec{x}_{a} \backslash\{x\}\right|$ respectively. After $i$ queries $s_{a}$ can range from 0 to $i$ and the joint state of A and the oracle can be a superposition over different database sizes. By $D(\perp)$ we denote the part of the database containing empty entries. The adversary's work register is denoted by $A^{W}$ and its contents by $\psi(x, \eta, \vec{x}, \vec{\eta}, w)$, where $w$ can be any value of finite size. We define the good state as:
\[

$$
\begin{align*}
& \left|\Psi_{i, R}^{G o o d}\right\rangle_{A D}:=\sum_{x, \eta, a, \vec{x}, \vec{\eta}, w} \alpha_{x, \eta, a, \vec{x}, \vec{\eta}, w}|x, \eta, a\rangle_{A^{X Y I}}|\psi(x, \eta, a, \vec{x}, \vec{\eta}, w)\rangle_{A^{W}} \\
& \sum_{\vec{y} \in \mathcal{G}^{R}\left(\vec{x}_{1}, \vec{x}_{2}\right)} \frac{1}{\sqrt{\left|\mathcal{G}^{R}\left(s_{1}, s_{2}\right)\right|}} \omega_{N}^{\vec{p}_{1} \cdot \vec{y}_{1}}\left|\left(x_{1}^{1}, y_{1}^{1}\right), \ldots,\left(x_{s_{1}}^{1}, y_{s_{1}}^{1}\right)\right\rangle_{D_{1}\left(\vec{x}_{1}\right)} \\
& \quad \sum_{y_{s_{1}+1, \ldots, y_{q} \in[N]}} \frac{1}{\sqrt{N^{q-s_{1}}}}\left|\left(\perp, y_{s_{1}+1}\right), \ldots,\left(\perp, y_{q}\right)\right\rangle_{D_{1}(\perp)} \\
& \omega_{N}^{\eta_{2} \cdot \vec{y}_{2}}\left|\left(x_{1}^{2}, y_{1}^{2}\right), \ldots,\left(x_{s_{2}}^{2}, y_{s_{2}}^{2}\right)\right\rangle_{D_{2}\left(\vec{x}_{2}\right)} \\
& \quad \sum_{y_{s_{2}+1, \ldots, y_{q} \in[N]} \frac{1}{\sqrt{N^{q-s_{2}}}}\left|\left(\perp, y_{s_{2}+1}\right), \ldots,\left(\perp, y_{q}\right)\right\rangle_{D_{2}(\perp)} .} \tag{6.94}
\end{align*}
$$
\]

In case we have added $x$ to $D_{a}$, the full database $D$ above contains $\left(x, y_{j}^{a}\right)$. In the rest of the proof we omit the subscript $R$, however note that $\left|\Psi_{i}^{G o o d}\right\rangle$ does indeed depend on $R$.

Another way to define the good state is to consider the joint state of the adversary and the non-punctured oracle H just after the $i$-th query. The good state is then this state after a projection of register $D$ with $\bar{J}_{R}$. Normalization of the projected state comes from multiplying each branch corresponding to a given size of the database by an appropriate $\sqrt{\frac{N_{1}^{s_{1}} N_{2}^{s_{2}}}{\left|\mathcal{G}^{R}\left(s_{1}, s_{2}\right)\right|}}$ factor. The reason why the good state is normalized is that for a fixed set of queries we can think of definining it as A interacting with the normalized database register using PhO instead of CPhO. This intuition works for every branch of the superposition separately. Now combining all branches together also gives a normalized state, because they origin from a valid interaction of a unitary adversary with CPhO (as mentioned in the beginning of this section).

### 6.4.1.4 Final Bound

To calculate the probability of measuring $R$, Equation (6.92) implies

$$
\begin{equation*}
\mathbb{P}[\text { Find }] \leq \sum_{i=1}^{q} \| \mathrm{J}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{i-1}\left|\Phi_{i-1}\right\rangle \|^{2} \tag{6.95}
\end{equation*}
$$

We use the good state to bound the elements of the sum in the following way:

$$
\begin{equation*}
\| \mathrm{J}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{i-1}\left|\Phi_{i-1}\right\rangle\|\leq\|\left|\Phi_{i-1}\right\rangle-\left|\Psi_{i-1}^{\text {Good }}\right\rangle\|+\| \mathrm{J}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{i-1}\left|\Psi_{i-1}^{\text {Good }}\right\rangle \| \tag{6.96}
\end{equation*}
$$

Next we bound the two norms in Equation (6.96). First we bound the distance of the good state from the state resulting from the interaction with the non-punctured oracle $\left|\Phi_{i}\right\rangle_{A D J}$. We simplify this task with the following derivation:

$$
\begin{align*}
& \|\left|\Psi_{i}^{\text {Good }}\right\rangle_{A D}|0\rangle_{J}-\left|\Phi_{i}\right\rangle_{A D J} \| \\
& =\|\left|\Psi_{i}^{\text {Good }}\right\rangle_{A D}|0\rangle_{J}-\bar{J}_{R} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{i-1}\left|\Phi_{i-1}\right\rangle_{A D J} \|  \tag{6.97}\\
& \leq \|\left|\Psi_{i}^{\text {Good }}\right\rangle_{A D}|0\rangle_{J}-\bar{J}_{R} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{i-1}\left|\Psi_{i-1}^{\text {Good }}\right\rangle_{A D}|0\rangle_{J} \| \\
& +\| \overline{\mathrm{J}}_{R} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{i-1}\left|\Psi_{i-1}^{\text {Good }}\right\rangle_{A D}|0\rangle_{J}-\bar{J}_{R} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{i-1}\left|\Phi_{i-1}\right\rangle_{A D J} \|  \tag{6.98}\\
& \left.\leq \varepsilon_{\text {step }}(i)+\|| | \Psi_{i-1}^{\text {Good }}\right\rangle_{A D}|0\rangle_{J}-\left|\Phi_{i-1}\right\rangle_{A D J} \| \leq \sum_{j=1}^{i} \varepsilon_{\text {step }}(j), \tag{6.99}
\end{align*}
$$

where we use the triangle inequality and recursively get rid of all queries made by A. The definition of a single step is

$$
\begin{equation*}
\varepsilon_{\text {step }}(j):=\|\left|\Psi_{j}^{\text {Good }}\right\rangle_{A D}|0\rangle_{J}-\bar{J}_{R} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{j-1}\left|\Psi_{j-1}^{\text {Good }}\right\rangle_{A D}|0\rangle_{J} \|_{2} \tag{6.100}
\end{equation*}
$$

To calculate the bound on $\varepsilon_{\text {step }}(j)$ we first calculate how a query affects the good state. The full calculations are presented in Section 6.4.1.5. Using these findings we prove Lemma 6.12 that states a bound on the norm of the difference of the good and original states.

We define the second part in Equation (6.96) as

$$
\begin{equation*}
\varepsilon_{\text {Find }}(i):=\| \mathrm{J}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{i-1}\left|\Psi_{i-1}^{\text {Good }}\right\rangle \| . \tag{6.101}
\end{equation*}
$$

Using the techniques developed to bound $\varepsilon_{\text {step }}(j)$, we bound $\varepsilon_{\text {Find }}(i)$ in Section 6.4.1.7 and state the bounds in Lemma 6.14.

The final bound is

$$
\begin{equation*}
\mathbb{P}[\text { Find }: \mathrm{A}[\mathrm{H} \backslash R]] \leq \sum_{i=1}^{q}\left(\sum_{j=1}^{i-1} \varepsilon_{\text {step }}(j)+\varepsilon_{\text {Find }}(i)\right)^{2} \tag{6.102}
\end{equation*}
$$

with Lemma 6.12 and Lemma 6.14 we get the final bound.

### 6.4.1.5 $\left|\Psi_{i-1}^{\text {Good }}\right\rangle$ after a query

To prove the main technical lemmas of this section we need to analyze how a single query to the oracle affects the good state.

To prove Lemma 6.12 we analyze how far apart the state $\left|\Psi_{i-1}^{\text {Good }}\right\rangle$ is after a query from $\left|\Psi_{i}^{\text {Good }}\right\rangle$. To achieve this goal we inspect in detail the state $\mathrm{H} \backslash$ $\mathrm{V}_{R} \mathrm{U}_{i-1}\left|\Psi_{i-1}^{\text {Good }}\right\rangle_{A D}|0\rangle_{J}$. We distinguish different modes of operation: ADD when the queried $x$ is added to $D$, UPD when $x$ was already in $D$ and is not removed
from the database, REM when we remove $x$ from $D$, and NOT where register $A^{Y}$ is in state $|0\rangle$. These modes correspond to different branches of superposition in $\mathrm{H} \backslash \mathrm{V}_{R} \mathrm{U}_{i-1}\left|\Psi_{i-1}^{\text {Good }}\right\rangle_{A D}|0\rangle_{J}$. We write

$$
\begin{equation*}
\left.\mathrm{U}_{i-1}\left|\Psi_{i-1}^{\text {Good }}\right\rangle_{A D}=\left|\xi_{i-1}(\mathrm{ADD})\right\rangle+\left|\xi_{i-1}(\mathrm{UPD})\right\rangle+\mid \xi_{i-1}(\text { REM })\right\rangle+\left|\xi_{i-1}(\mathrm{NOT})\right\rangle \tag{6.103}
\end{equation*}
$$

and analyze the action of $\mathrm{H} \backslash \mathrm{V}_{R}$ on the above states separately.
For $\left|\xi_{i-1}(\mathrm{NOT})\right\rangle$ there is no change to the state. For $\left|\xi_{i-1}(\mathrm{UPD})\right\rangle$ and $\mid \xi_{i-1}($ REM $\left.)\right\rangle$, we treat the updated $x$ as the last one in $D_{a}$, this does not have to be true but it simplifies notation. Note that we want the corresponding $y_{s_{a}}$ to depend on previous queries to $\mathrm{H}_{a}$. This assumption is without loss of generality as there is no fixed order for $\sum_{\vec{y}_{a}}$ in Equation (6.94). The empty register is moved to the back of $D$, we do not write it out for simplicity but still consider it done.

After querying $\left|\Psi_{i-1}^{\text {Good }}\right\rangle|0\rangle_{J}$ we encounter states multiplied by $|0\rangle_{J}$ that do not appear in the definition of the good state and those multiplied by $|1\rangle_{J}$. We call these vectors errors. We mark the former errors by a superscript Bad and the latter with Find, note that indeed all branches of superposition that have $|1\rangle_{J}$ increase $\mathbb{P}$ [Find].

In general, a query to $\mathrm{H}_{a}$ can cause errors in $D_{a}$ and $D_{\bar{a}}$. The former results from, e.g., adding a new entry to $D_{a}$; We sample a uniform entry and some values bring $D_{a}$ to be in relation. The latter errors occur when the set of good outputs in $D_{\bar{a}}$ changes after we, e.g., add a new entry to $D_{a}$. The rule we follow is that $y_{s_{a}}^{a}$ is the last value sampled. The second rule is that all values can be sampled one by one, query by query. These rules imply that we can sample $\vec{y}_{a}$ first, then $\vec{y}_{\vec{a}}$, then $y_{s_{a}}^{a}$. This reasoning, however does not apply to relations that depend on inputs, so whenever contents of $D^{X}(a$ or $\bar{a})$ changes we need to make up for it by changing the set we sample $\vec{y}_{\bar{a}}$ from.

Adding a new entry to a database results in setting the register corresponding to $(x, a)$ to $\sum_{y_{s_{a+1}}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}}} \omega_{N_{a}}^{\eta y_{s+1}^{a}}\left|x, y_{s_{a}+1}^{a}\right\rangle$, just as expected from a phase oracle for the uniform distribution. As we mentioned earlier, there are errors in two databases, $D_{a}$ and $D_{\bar{a}}$. First we go over the errors in $D_{a}$ and leave $D_{\bar{a}}$ unchanged. In the equality that follows we single out all the branches of superposition that are not parts of $\left|\xi_{i}(\mathrm{ADD})\right\rangle$ :

$$
\begin{aligned}
& \mathrm{H}\left|\xi_{i-1}(\mathrm{ADD})\right\rangle=\sum_{x, \eta, a, \vec{x}, \vec{\eta}, w} \alpha_{x, \eta, a, \vec{x}, \vec{\eta}, w}|x, \eta, a\rangle_{A^{X Y I}}|\psi(x, \eta, a, \vec{x}, \vec{\eta}, w)\rangle_{A^{W}} \\
& \sum_{\vec{y}_{a} \in \mathcal{G}_{a}\left(\vec{x}_{1}, \vec{x}_{2}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{a}\left(s_{1}, s_{2}\right)\right|}} \omega_{N_{a}}^{\vec{\eta}_{a}, \vec{y}_{a}}\left|\left(x_{1}^{a}, y_{1}^{a}\right), \ldots,\left(x_{s_{a}}^{a}, y_{s_{a}}^{a}\right)\right\rangle_{D_{a}\left(\overrightarrow{x_{a}}\right)} \\
& \sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\overrightarrow{\left.x_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)}\right.} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}\left(\frac{1}{\sqrt{N_{a}}} \sum_{y_{s_{a+1}+1}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x}))} \omega_{N_{a}}^{\eta y_{s_{a}+1}^{a}\left|x, y_{s_{a}+1}^{a}\right\rangle_{D_{a}(x)}}\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.+\frac{1}{\sqrt{N_{a}}} \sum_{y_{s_{a}+1}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x}))} \omega_{N_{a}}^{\eta y_{s_{a+1}}^{a}}\left|x, y_{s_{a}+1}^{a}\right\rangle_{D_{a}(x)}\right) \\
& \omega_{N_{\bar{a}}}^{\vec{\eta}_{\bar{a}} \cdot \vec{y}_{\bar{a}}}\left|\left(x_{1}^{\bar{a}}, y_{1}^{\bar{a}}\right), \ldots,\left(x_{s_{\bar{a}}}^{\bar{a}}, y_{s_{\bar{a}}}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}\left(\vec{x}_{\bar{a}}\right)} \\
& \sum_{y_{s_{a}+2}^{a}, \ldots, y_{q}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}^{q-s_{a}-1}}}\left|\left(\perp, y_{s_{a}+2}^{a}\right), \ldots,\left(\perp, y_{q}^{a}\right)\right\rangle_{D_{a}(\perp)} \\
& \sum_{y_{s_{\bar{a}}+1}^{\bar{a}}, \ldots, y_{\bar{q}}^{\bar{a}} \in\left[N_{\bar{a}]}\right]} \frac{1}{\sqrt{N_{\bar{a}}^{q-s_{\bar{a}}}}}\left|\left(\perp, y_{s_{\bar{a}}+1}^{\bar{a}}\right), \ldots,\left(\perp, y_{q}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}(\perp)} . \tag{6.104}
\end{align*}
$$

Errors that are left to be analyzed come from $D_{\bar{a}}$, let us present the split in the sum over $\vec{y}_{a}$ that we will use in the ADD case:

$$
\begin{align*}
& \sum_{\vec{y}_{a} \in \mathcal{G}_{a}\left(\vec{x}_{1}, \vec{x}_{2}\right)} \sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)} \sum_{y_{s_{a}+1}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x}))}=\sum_{\vec{y}_{a} \in \mathcal{G}_{a}\left(\vec{x}_{1}, \vec{x}_{2}\right)} \sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{a} \cup\{x\}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right)} \sum_{y_{s_{a}+1}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x}))} \\
& \left.+\sum_{\vec{y}_{a} \in \mathcal{G}_{a}\left(\vec{x}_{1}, \vec{x}_{2}\right)}\right) \tag{6.105}
\end{align*}
$$

Next we include the full impact of $\mathrm{V}_{R}$. Two things happen in the expression below. First we split the sum over $\vec{y}_{\bar{a}}$ in the first element in the parentheses, secondly we rewrite the normalization factors to simplify the analysis later on. We underline parts of the state that are important later on. With red color we denote the errors. After applying Queries ${ }^{\dagger} \circ \mathrm{V}_{R} \circ$ Queries the state is:

$$
\begin{aligned}
& \mathrm{ADD}: \mathrm{H} \backslash \mathrm{~V}_{R}\left|\xi_{i-1}(\mathrm{ADD})\right\rangle|0\rangle_{J} \\
& =\sum_{x, \eta, a, \vec{x}, \vec{\eta}, w} \alpha_{x, \eta, a, \vec{x}, \vec{\eta}, w}|x, \eta, a\rangle_{A^{X Y I}}|\psi(x, \eta, a, \vec{x}, \vec{\eta}, w)\rangle_{A^{W}} \\
& \sum_{\vec{y}_{a} \in \mathcal{G}_{a}\left(\vec{x}_{1}, \vec{x}_{2}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{a}\left(s_{1}, s_{2}\right)\right|}} \omega_{N_{a}}^{\vec{\eta}_{a} \cdot \vec{y}_{a}}\left|\left(x_{1}^{a}, y_{1}^{a}\right), \ldots,\left(x_{s_{a}}^{a}, y_{s_{a}}^{a}\right)\right\rangle_{D_{a}\left(\vec{x}_{a}\right)} \\
& \left(\sqrt{\frac{N_{a}-b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}\right. \\
& \underbrace{\sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{a} \cup\{x\}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|}}} \\
& \text { (i) }\left|\Psi_{i}^{\text {Good }}\left(\operatorname{ADD}, a, s_{1}, s_{2}\right)\right\rangle \\
& \underbrace{\sum_{y_{s_{a}+1}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x}))} \frac{1}{\sqrt{N_{a}-b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}} \omega_{N_{a}}^{\eta \xi_{s a+1}^{a}}\left|x, y_{s_{a}+1}^{a}\right\rangle_{D_{a}(x)}}_{\text {(ii) }\left|\Psi_{i}^{G i o d}\left(\mathrm{ADD}, a, s_{1}, s_{2}\right)\right\rangle}|0\rangle_{J} \\
& +\underbrace{\sqrt{\frac{N_{a}-b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}} \sqrt{\frac{\left|\mathcal{H}_{a}^{\mathrm{ADD}}\left(s_{1}, s_{2}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \sum_{\vec{y}_{\bar{a}} \in \mathcal{H}_{a}^{\mathrm{ADD}}\left(\vec{x}_{1}, \vec{x}_{2}, \vec{y}_{a}\right)} \frac{1}{\sqrt{\left|\mathcal{H}_{a}^{\mathrm{ADD}}\left(a, s_{1}, s_{2}\right)\right|}}} \\
& \text { (i) }\left|\Psi_{i, 1}^{\text {Find }}\left(\mathrm{ADD}, a, s_{1}, s_{2}\right)\right\rangle
\end{aligned}
$$

$$
\begin{align*}
& \underbrace{\sum_{y_{s_{a}+1}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x}))} \frac{1}{\sqrt{N_{a}-b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}} \omega_{N_{a}}^{\eta y_{s a+1}^{a}}\left|x, y_{s_{a}+1}^{a}\right\rangle_{D_{a}(x)}}_{\text {(ii) }\left|\Psi_{i, 1}^{\text {Find }}\left(\mathrm{ADD}, a, s_{1}, s_{2}\right)\right\rangle}|1\rangle_{J} \\
& +\underbrace{\sqrt{\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}} \sum_{\overrightarrow{y_{\vec{a}} \in \mathcal{G}_{\vec{a}}\left(\overrightarrow{x_{1}}, \overrightarrow{x_{2}} \mid \vec{y}_{a}\right)}} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}} \\
& \text { (i) }\left|\Psi_{i, 2}^{\text {Find }}\left(\operatorname{ADD}, a, s_{1}, s_{2}\right)\right\rangle \\
& \underbrace{\left.y_{s_{a+1} \in \mathcal{B}_{a}(x \mid D(\vec{x}))} \frac{1}{\sqrt{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}} \omega_{N_{a}}^{\eta y_{a+1}^{a}}\left|x, y_{s_{a}+1}^{a}\right\rangle_{D_{a}(x)}^{a} \right\rvert\,}_{\text {(ii) }\left|\Psi_{i, 2}^{\text {Find }}\left(\mathrm{ADD}, a, s_{1}, s_{2}\right)\right\rangle}| \rangle_{J}) \\
& \omega_{N_{\bar{a}}}^{\vec{\eta}_{\bar{a}} \cdot \overrightarrow{y_{\bar{a}}}}\left|\left(x_{1}^{\bar{a}}, y_{1}^{\bar{a}}\right), \ldots,\left(x_{s_{\bar{a}}}^{\bar{a}}, y_{s_{\bar{a}}}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}\left(\overrightarrow{x_{\bar{a}}}\right)} \\
& \sum_{y_{s_{a}+2}^{a}, \ldots, y_{q}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}^{q-s_{a}-1}}}\left|\left(\perp, y_{s_{a}+2}^{a}\right), \ldots,\left(\perp, y_{q}^{a}\right)\right\rangle_{D_{a}(\perp)} \\
& \sum_{y_{s_{\bar{a}}+1}^{\bar{a}}, \ldots, y_{\bar{a}}^{\bar{a}} \in\left[N_{\bar{a}}\right]} \frac{1}{\sqrt{N_{\bar{a}}^{q-s_{\bar{a}}}}}\left|\left(\perp, y_{s_{\bar{a}}^{\bar{a}}}^{\bar{a}}\right), \ldots,\left(\perp, y_{q}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}(\perp)}, \tag{6.106}
\end{align*}
$$

where the appropriate position of register $J$ is after $D$. The size of the domain of $\vec{y}_{\bar{a}}$ is denoted by

$$
\begin{equation*}
\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|:=\left|\mathcal{G}_{\bar{a}}\left(\vec{x}_{a} \cup\{x\}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right)\right|, \tag{6.107}
\end{equation*}
$$

which uses our assumption that the size of the good set does not depend on the actual values stored in $D$. By $\left|\Psi_{i}^{\text {Good }}\left(\mathrm{ADD} ; a, s_{1}, s_{2}\right)\right\rangle,\left|\Psi_{i, 1}^{\text {Find }}\left(\mathrm{ADD} ; a, s_{1}, s_{2}\right)\right\rangle$, and $\left|\Psi_{i, 2}^{\text {Find }}\left(\mathrm{ADD} ; a, s_{1}, s_{2}\right)\right\rangle$ we mean states equal to the above state but with just the underlined part in the parentheses. We used color in Equation (6.106) to indicate the parts that we consider errors. By adding arguments to states we mean that these values are fixed. We add $a$ as the argument to specify the queried interface and $s_{1}$ and $s_{2}$ to specify the sizes of the databases. The formal definition of states with $a, s_{1}$, or $s_{2}$ specified is the underlined branch of the superposition projected to register $A^{I}$ containing $a$ and databases with $s_{1}$ and $s_{2}$ inputs not equal $\perp$. Above we use $\left|\mathcal{H}_{a}^{\mathrm{ADD}}\left(s_{1}, s_{2}\right)\right|$ defined in Equation (6.82). In Equation (6.82) we use the fact that the cardinality of $\mathcal{G}$ depends only on $s_{1}$ and $s_{2}$, conditioning on $\vec{y}_{a}$ does not influence the cardinality either, so we omit it in the arguments of $\left|\mathcal{H}_{a}^{\mathrm{ADD}}\left(s_{1}, s_{2}\right)\right|$.

For the state $\left|\Psi_{i, 2}^{\text {Find }}\left(\mathrm{ADD} ; a, s_{1}, s_{2}\right)\right\rangle$ we omit entirely the analysis of the other database. That is because the register $D(x)$ is the one responsible for $D$ being in relation and there is no need to analyze $D_{\bar{a}}$.

When we update or remove from the database we start by presenting the non-punctured oracle to make clear the source of errors when discussing the
punctured oracle. The counting procedure Queries acts by just analyzing $D^{X}$. The only point where we operate in the Fourier basis is when in Algorithm 6.1 we update the count in line 8 . Below we are a bit sloppy with notation of $\vec{\eta}$, and $\vec{\eta}_{a}$ does not contain $\eta_{s_{a}}^{a}$ :

$$
\begin{align*}
& \left.\mathrm{H}\left(\left|\xi_{i-1}(\mathrm{UPD})\right\rangle+\mid \xi_{i-1}(\text { REM })\right\rangle\right) \\
& =\sum_{x, \eta, a, \vec{x}, \vec{\eta}, w} \alpha_{x, \eta, a, \vec{x}, \vec{\eta}, w}|x, \eta, a\rangle_{A^{X Y I}}|\psi(x, \eta, a, \vec{x}, \vec{\eta}, w)\rangle_{A^{W}} \\
& \sum_{\vec{y}_{a} \in \mathcal{G}_{a}\left(\overrightarrow{x_{a}} \backslash\{x\}, \vec{x}_{\bar{a}}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{a}\left(s_{a}-1, s_{\bar{a}}\right)\right|}} \omega_{N_{a}}^{\vec{n}_{a} \cdot \vec{y}_{a}}\left|\left(x_{1}^{a}, y_{1}^{a}\right), \ldots,\left(x_{s_{a}-1}^{a}, y_{s_{a}-1}^{a}\right)\right\rangle_{D_{a}\left(\vec{x}_{a} \backslash\{x\}\right)} \\
& \sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \\
& \left(\sum_{y_{s_{a}}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \frac{1}{\sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}} \omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}}\left|x, y_{s_{a}}^{a}\right\rangle_{D_{a}(x)}\right. \\
& -\frac{1}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sum_{y_{s_{a}}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}} \sum_{y_{s_{a}}^{a^{\prime} \in\left[N_{a}\right]}} \frac{1}{\sqrt{N_{a}}}\left|x, y_{s_{a}}^{a \prime}\right\rangle_{D(x)} \\
& \left.+\frac{1}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sum_{y_{s_{a}}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}} \sum_{y_{s_{a}}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}}}\left|\perp, y_{s_{a}}^{a \prime}\right\rangle_{D(x)}\right) \\
& \omega_{N_{\bar{a}}}^{\vec{\eta}_{\bar{a}} \cdot y_{\bar{a}}}\left|\left(x_{1}^{\bar{a}}, y_{1}^{\bar{a}}\right), \ldots,\left(x_{s_{\bar{a}}}^{\bar{a}}, y_{s_{\bar{a}}}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}\left(\vec{x}_{\bar{a}}\right)} \\
& \sum_{y_{s_{a}+1}^{a}, \ldots, y_{q}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}^{q-s_{a}}}}\left|\left(\perp, y_{s_{a}+1}^{a}\right), \ldots,\left(\perp, y_{q}^{a}\right)\right\rangle_{D_{a}(\perp)} \\
& \sum_{y_{s_{\bar{a}}+1}^{\bar{a}}, \ldots, y_{\bar{q}}^{\bar{a}} \in\left[N_{\bar{a}]}\right]} \frac{1}{\sqrt{N_{\bar{a}}^{q-s_{\bar{a}}}}}\left|\left(\perp, y_{s_{\bar{a}}+1}^{\bar{a}}\right), \ldots,\left(\perp, y_{q}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}(\perp)}, \tag{6.108}
\end{align*}
$$

The states that we add to the first element in the parentheses come from performing the Fourier transform on a state that is not of the form $\mathrm{QFT}_{N_{a}}|\eta\rangle$. Note that this discrepancy is the result of considering the good state. Whether we are in the branch UPD or REM depends on whether $\eta=-\eta_{s}$ or not.

Similarly to the case of ADD, we first present the state with the error parts of $D_{a}$ exposed.

$$
\begin{aligned}
& \mathrm{H}\left|\xi_{i-1}(\mathrm{UPD})\right\rangle=\sum_{x, \eta, a, \vec{x}, \vec{\eta}, w} \alpha_{x, \eta, a, \vec{x}, \vec{\eta}, w}|x, \eta, a\rangle_{A^{X Y I}}|\psi(x, \eta, a, \vec{x}, \vec{\eta}, w)\rangle_{A^{W}} \\
& \sum_{\vec{y}_{a} \in \mathcal{G}_{a}\left(\overrightarrow{\vec{x}_{a}} \backslash\{x\}, \vec{x}_{\vec{a}}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{a}\left(s_{a}-1, s_{\bar{a}}\right)\right|}} \omega_{N_{a}}^{\vec{\eta}_{a} \cdot \vec{y}_{a}}\left|\left(x_{1}^{a}, y_{1}^{a}\right), \ldots,\left(x_{s_{a}-1}^{a}, y_{s_{a}-1}^{a}\right)\right\rangle_{D_{a}\left(\vec{x}_{a} \backslash\{x\}\right)} \\
& \sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}
\end{aligned}
$$

$$
\begin{align*}
& \left(\sum_{y_{s_{a}}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \frac{1}{\sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}} \omega_{N}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}}\left|x, y_{s_{a}}^{a}\right\rangle_{D_{a}(x)}\right. \\
& +\frac{1}{N_{a} \sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}} \sum_{y_{s_{a}}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}} \sum_{y_{s_{a}}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))}\left|x, y_{s}^{a \prime}\right\rangle_{D(x)} \\
& +\frac{1}{N_{a} \sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}} \sum_{y_{s_{a}}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}} \sum_{y_{s_{a}}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))}\left|x, y_{s_{a}}^{a \prime}\right\rangle_{D(x)} \\
& \left.-\frac{1}{N_{a} \sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}} \sum_{y_{s_{a}}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \omega_{N_{a}}^{\left(n_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}} \sum_{y_{s_{a}}^{a} \in\left[N_{a}\right]}\left|\perp, y_{s_{a}}^{a \prime}\right\rangle_{D_{a}(x)}\right) \\
& \omega_{N_{\bar{a}}}^{\vec{\eta}_{\vec{a}} \cdot \vec{a}_{\bar{a}}}\left|\left(x_{1}^{\bar{a}}, y_{1}^{\bar{a}}\right), \ldots,\left(x_{s_{\bar{a}}}^{\bar{a}}, y_{s_{\bar{a}}}^{\bar{a}}\right)\right\rangle_{\overline{\bar{a}}_{\bar{a}}\left(\vec{x}_{\bar{a}}\right)} \\
& \sum_{y_{s_{a}+1}^{a}, \ldots, y_{q}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}^{q-s_{a}}}}\left|\left(\perp, y_{s_{a}+1}^{a}\right), \ldots,\left(\perp, y_{q}^{a}\right)\right\rangle_{D_{a}(\perp)} \\
& \sum_{y_{s_{\bar{a}}+1}^{\bar{a}}, \ldots, y_{\bar{q}}^{\bar{a}} \in\left[N_{\bar{a}]}\right]} \frac{1}{\sqrt{N_{\bar{a}}^{q-s_{\bar{a}}}}}\left|\left(\perp, y_{s_{\bar{a}}+1}^{\bar{a}}\right), \ldots,\left(\perp, y_{q}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}(\perp)}, \tag{6.109}
\end{align*}
$$

where we have used the fact that $\eta_{s_{a}}^{a}+\eta \neq 0$ which implies $\sum_{y_{s_{a}^{a}} \notin \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))}$ $\omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}}=-\sum_{y_{s_{a}}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}}$.

Splitting the sums in the case of removing an entry works as follows:

$$
\sum_{\vec{y}_{a} \in \mathcal{G}_{a}(\vec{x} \backslash\{x\})} \sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x} \mid \vec{y}_{a}\right)}=\sum_{\vec{y}_{\vec{y}_{a} \in \mathcal{G}_{a}(\vec{x} \backslash\{x\})}} \sum_{\mathcal{G}_{a}(\vec{x} \backslash\{x\})} \sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x} \backslash\{x\} \mid \vec{y}_{a}\right) \backslash \mathcal{G}_{\bar{a}}\left(\vec{x} \backslash\{x\} \mid \vec{y}_{a}\right)} .
$$

Let us present in detail the effect of Queries ${ }^{\dagger} \circ \mathrm{V}_{R} \circ$ Queries on the branch of updated databases:

$$
\begin{aligned}
& \mathrm{UPD}: \mathrm{H} \backslash \mathrm{~V}_{R}\left|\xi_{i-1}(\mathrm{UPD})\right\rangle|0\rangle_{J} \\
& =\sum_{x, \eta, a, \vec{x}, \vec{\eta}, w} \alpha_{x, \eta, a, \vec{x}, \vec{\eta}, w}|x, \eta, a\rangle_{A^{X Y I}}|\psi(x, \eta, a, \vec{x}, \vec{\eta}, w)\rangle_{A^{W}} \\
& \sum_{\vec{y}_{a} \in \mathcal{G}_{a}\left(\overrightarrow{x_{a}} \backslash\{x\}, \vec{x}_{\bar{a}}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{a}\left(s_{a}-1, s_{\bar{a}}\right)\right|}} \omega_{N_{a}}^{\vec{\eta}_{a} \cdot \overrightarrow{y_{a}}}\left|\left(x_{1}^{a}, y_{1}^{a}\right), \ldots,\left(x_{s_{a}-1}^{a}, y_{s_{a}-1}^{a}\right)\right\rangle_{D_{a}\left(\vec{x}_{a} \backslash\{x\}\right)} \\
& \left(\left|\Psi_{i}^{\text {Good }}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle|0\rangle_{J}\right. \\
& +\left|\Psi_{i, 1}^{\text {Bad }}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle|0\rangle_{J} \\
& +\left|\Psi_{i, 1}^{\text {Find }}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle|1\rangle_{J} \\
& \left.-\left|\Psi_{i, 2}^{\text {Bad }}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle|0\rangle_{J}+\left|\Psi_{i, 2}^{\text {Find }}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle|1\rangle_{J}\right) \\
& \omega_{N_{\bar{a}}}^{\vec{\eta}_{a} \cdot \vec{y}_{a}}\left|\left(x_{1}^{\bar{a}}, y_{1}^{\bar{a}}\right), \ldots,\left(x_{s_{\bar{a}}}^{\bar{a}}, y_{s_{\bar{a}}}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}\left(\vec{x}_{\bar{a}}\right)} \\
& \quad \sum_{y_{s_{a}+1}^{a}, \cdots, y_{q}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}^{q-s_{a}}}}\left|\left(\perp, y_{s_{a}+1}^{a}\right), \ldots,\left(\perp, y_{q}^{a}\right)\right\rangle_{D_{a}(\perp)}
\end{aligned}
$$

$$
\begin{equation*}
\sum_{y_{s_{\bar{a}}+1}^{\bar{a}}, \ldots, y_{\bar{q}}^{\bar{a}} \in\left[N_{\bar{a}]}\right.} \frac{1}{\sqrt{N_{\bar{a}}^{q-s_{\bar{a}}}}}\left|\left(\perp, y_{s_{\bar{a}}+1}^{\bar{a}}\right), \ldots,\left(\perp, y_{q}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}(\perp)} \tag{6.111}
\end{equation*}
$$

where the states with superscripts Good, Bad, and Find denote the states that are defined as the state from Equation (6.111) with expressions from Equations (6.112), (6.113), (6.114), (6.115), or (6.116) below put in the correct spot, without any other element from the parentheses. Note that the states in the equation above come from splitting the sum over $\vec{y}_{\bar{a}}$ into the parts of Equation (6.109) from the corresponding lines. Below we define in detail all the states from Equation (6.111).

The good state gives the following expression in the parentheses in Equation (6.111):

$$
\begin{align*}
& \left|\Psi_{i}^{\mathrm{Good}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle: \sum_{\overrightarrow{y_{\vec{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \overrightarrow{y_{a}}\right)}} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \\
& \sum_{y_{s_{a}}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \frac{1}{\sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}} \omega_{N}^{\left(n_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}}\left|x, y_{s_{a}}^{a}\right\rangle_{D_{a}(x)} . \tag{6.112}
\end{align*}
$$

Bad states are those with $|0\rangle_{J}$ that are not good:

$$
\begin{align*}
& \left|\Psi_{i, 1}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle: \frac{1}{N_{a}} \sum_{\overrightarrow{y_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)}} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \sum_{y_{s_{a} \in \mathcal{A}}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}} \\
& \sum_{y_{s_{a}}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \frac{1}{\sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}}\left|x, y_{s_{a} \mid}^{a \prime}\right\rangle_{D(x)},  \tag{6.113}\\
& \left|\Psi_{i, 2}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle: \frac{1}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \\
& \quad \sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{a} \backslash\{x\}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}} \\
& \sum_{y_{s_{a}}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}} \sum_{y_{s_{a}}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}}}\left|\perp, y_{s_{a}}^{a \prime}\right\rangle_{D_{a}(x)} .
\end{align*}
$$

The states with the superscript Find are states for which $D \in R$ :

$$
\begin{align*}
& \left|\Psi_{i, 1}^{\mathrm{Find}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle: \sqrt{\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}^{2}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \\
& \sum_{y_{s_{a}}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}} \sum_{y_{s_{a}}^{a \prime \prime} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \frac{1}{\sqrt{b_{a}\left(s_{1}, s_{2}\right)}}\left|x, y_{s_{a}}^{a \prime}\right\rangle_{D(x)},  \tag{6.115}\\
& \left|\Psi_{i, 2}^{\mathrm{Find}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle: \frac{1}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sqrt{\frac{\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \sum_{\overrightarrow{y_{\vec{a}} \in \mathcal{H}_{1}^{\mathrm{REM}}\left(\vec{x}_{1}, \vec{x}_{2}, \vec{y}_{a}\right)}}
\end{align*}
$$

$$
\begin{equation*}
\frac{1}{\sqrt{\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|}} \sum_{y_{s_{a}}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}} \sum_{y_{s_{a}}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}}}\left|\perp, y_{s_{a}}^{a!}\right\rangle_{D_{a}(x)}, \tag{6.116}
\end{equation*}
$$

where $\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|$ is defined in Equation (6.84).
The branch of superposition corresponding to removing $x$ from $D$ with just the errors in $D_{a}$ exposed is

$$
\begin{align*}
& \text { REM : } \left.\mathrm{H} \mid \xi_{i-1}(\text { REM })\right\rangle \\
& =\sum_{x, \eta, a, \vec{x}, \vec{\eta}, w} \alpha_{x, \eta, a, \vec{x}, \vec{\eta}, w}|x, \eta, a\rangle_{A^{X Y I}}|\psi(x, \eta, a, \vec{x}, \vec{\eta}, w)\rangle_{A^{W}} \\
& \sum_{\vec{y}_{a} \in \mathcal{G}_{a}\left(\vec{x}_{a} \backslash\{x\}, \vec{x}_{\bar{a}}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{a}\left(s_{a}-1, s_{\bar{a}}\right)\right|}} \omega_{N_{a}}^{\vec{n}_{a} \cdot \vec{y}_{a}}\left|\left(x_{1}^{a}, y_{1}^{a}\right), \ldots,\left(x_{s_{a}-1}^{a}, y_{s_{a}-1}^{a}\right)\right\rangle_{D_{a}\left(\vec{x}_{a} \backslash\{x\}\right)} \\
& \sum_{\overrightarrow{y_{\bar{a}}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}\left(\sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sum_{y_{s_{a}}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}}}\left|\perp, y_{s_{a}}^{a}\right\rangle_{D(x)}\right. \\
& +\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}} \sum_{y_{s_{a}}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \frac{1}{\sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}}\left|x, y_{s_{a}}^{a}\right\rangle_{D_{a}(x)} \\
& \left.+\frac{\sqrt{b_{a}\left(s_{1}, s_{2}\right)\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}}{N_{a}} \sum_{y_{s_{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))}} \frac{1}{\sqrt{b_{a}\left(s_{1}, s_{2}\right)}}\left|x, y_{s_{a}}^{a}\right\rangle_{D_{a}(x)}\right) \\
& \omega_{N_{\bar{a}}}^{\vec{\eta}_{\bar{a}} \cdot y_{\bar{a}}}\left|\left(x_{1}^{\bar{a}}, y_{1}^{\bar{a}}\right), \ldots,\left(x_{s_{\bar{a}}}^{\bar{a}}, y_{s_{\bar{a}}}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}\left(\overrightarrow{x_{\bar{a}}}\right)} \\
& \sum_{y_{s_{a}+1}^{a}, \ldots, y_{q}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}^{q-s_{a}}}}\left|\left(\perp, y_{s_{a}+1}^{a}\right), \ldots,\left(\perp, y_{q}^{a}\right)\right\rangle_{D_{a}(\perp)} \\
& \sum_{y_{s_{\bar{a}}^{\bar{a}}+1}^{\bar{a}}, \ldots, y_{\bar{q}}^{\bar{a}} \in\left[N_{\bar{a}]}\right]} \frac{1}{\sqrt{N_{\bar{a}}^{q-s_{\bar{a}}}}}\left|\left(\perp, y_{s_{\bar{a}}+1}^{\bar{a}}\right), \ldots,\left(\perp, y_{q}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}(\perp)}, \tag{6.117}
\end{align*}
$$

where we simplified the formula from Equation (6.108) using the fact $\eta=-\eta_{s_{a}}^{a}$. Splitting the sums in the case of removing an entry works as shown in Equation (6.110).

Now we present the full state, after checking for $D \in R$ :

$$
\begin{aligned}
& \mathrm{REM}: \mathrm{H} \backslash \mathrm{~V}_{R}\left|\xi_{i-1}(\mathrm{REM})\right\rangle|0\rangle_{J} \\
& =\sum_{x, \eta, a, \vec{x}, \vec{\eta}, w} \alpha_{x, \eta, a, \vec{x}, \vec{\eta}, w}|x, \eta, a\rangle_{A^{X Y I}}|\psi(x, \eta, a, \vec{x}, \vec{\eta}, w)\rangle_{A^{W}} \\
& \sum_{\vec{y}_{a} \in \mathcal{G}_{a}\left(\overrightarrow{x_{a}} \backslash\{x\}, \vec{x}_{\vec{a}}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{a}\left(s_{a}-1, s_{\bar{a}}\right)\right|}} \omega_{N_{a}}^{\vec{\eta}_{a} \cdot \vec{y}_{a}}\left|\left(x_{1}^{a}, y_{1}^{a}\right), \ldots,\left(x_{s_{a}-1}^{a}, y_{s_{a}-1}^{a}\right)\right\rangle_{D_{a}\left(\vec{x}_{a} \backslash\{x\}\right)} \\
& \left(\sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}\right.
\end{aligned}
$$

$$
\begin{align*}
& \underbrace{\sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{a} \backslash\{x\}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}} \sum_{y_{s_{a}}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}}}\left|\perp, y_{s_{a}}^{a}\right\rangle_{D(x)}|0\rangle_{J}}_{\left.\mid \Psi_{i}^{\text {Good }}\left(\text { REM }, a, s_{1}, s_{2}\right)\right\rangle} \\
& -\underbrace{\sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sqrt{\frac{\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \sum_{\vec{y}_{\bar{a}} \in \mathcal{H}_{a}^{\mathrm{REM}}\left(\vec{x}_{1}, \vec{x}_{2}, \vec{y}_{a}\right)} \frac{1}{\sqrt{\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|}}}_{\text {(i) } \left.\mid \Psi_{i, 1}^{\text {Find }}\left(\text { REM }, a, s_{1}, s_{2}\right)\right\rangle} \\
& \underbrace{\sum_{y_{s_{a}}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}}}\left|\perp, y_{s_{a}}^{a}\right\rangle_{D(x)}|1\rangle_{J}} \\
& \text { (ii) } \left.\mid \Psi_{i, 1}^{\text {Find }}\left(\text { REM }, a, s_{1}, s_{2}\right)\right\rangle \\
& +\underbrace{\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}} \sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}} \\
& \text { (i) }\left|\Psi_{i}^{\mathrm{Bad}}\left(\operatorname{REM} ; a, s_{1}, s_{2}\right)\right\rangle \\
& \underbrace{\sum_{y_{s_{a}}^{a} \notin \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \frac{1}{\sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}}\left|x, y_{s_{a}}^{a}\right\rangle_{D_{a}(x)}}_{(\text {ii }) \mid \Psi^{\left.\mathrm{Bad}\left(\mathrm{REM} ; a, s_{1}, s_{2}\right)\right\rangle}}|0\rangle_{J} \\
& \text { (ii) }\left|\Psi_{i}^{\mathrm{Bad}}\left(\mathrm{REM} ; a, s_{1}, s_{2}\right)\right\rangle \\
& +\underbrace{\frac{\sqrt{b_{a}\left(s_{1}, s_{2}\right)\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}}{N_{a}} \sum_{\overrightarrow{y_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)}} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}} \\
& \text { (i) } \left.\mid \Psi_{i, 2}^{\text {Find }}\left(\text { REM }, a, s_{1}, s_{2}\right)\right\rangle \\
& \underbrace{\sum_{y_{a}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))}^{\sqrt{b_{a}\left(s_{1}, s_{2}\right)}}\left|x, y_{s_{a}}^{a}\right\rangle_{D_{a}(x)}}_{\text {(ii) } \left.\mid \Psi_{i, 2}^{\text {Find }}\left(\text { REM }, a, s_{1}, s_{2}\right)\right\rangle}|1\rangle_{J}) \\
& \omega_{N_{\bar{a}}}^{\vec{\eta}_{a} \cdot \vec{y}_{\bar{a}}}\left|\left(x_{1}^{\bar{a}}, y_{1}^{\bar{a}}\right), \ldots,\left(x_{s_{\bar{a}}}^{\bar{a}}, y_{s_{\bar{a}}}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}\left(\vec{x}_{\bar{a}}\right)} \\
& \sum_{y_{s_{a}+1}^{a}, \ldots, y_{q}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}^{q-s_{a}}}}\left|\left(\perp, y_{s_{a}+1}^{a}\right), \ldots,\left(\perp, y_{q}^{a}\right)\right\rangle_{D_{a}(\perp)} \\
& \sum_{y_{s_{\bar{a}}+1}^{\bar{a}}, \ldots, y_{q}^{\bar{a}} \in\left[N_{\bar{a}}\right]} \frac{1}{\sqrt{N_{\bar{a}}^{q-s_{\bar{a}}}}}\left|\left(\perp, y_{s_{\bar{a}}+1}^{\bar{a}}\right), \ldots,\left(\perp, y_{q}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}(\perp)}, \tag{6.118}
\end{align*}
$$

where $\mathcal{H}_{a}^{\mathrm{REM}}\left(\vec{x}_{1}, \vec{x}_{2}, \vec{y}_{a}\right)=\mathcal{G}_{\bar{a}}\left(\vec{x}_{a} \backslash\{x\}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right) \backslash \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)$.

### 6.4.1.6 Bound on $\varepsilon_{\text {step }}(j)$

We want to show that after any query, $\left|\Phi_{i}\right\rangle_{A D J}$ is close to $\left|\Psi_{i}^{\text {Good }}\right\rangle_{A D}|0\rangle_{J}$. One way of looking at the lemma below is from the perspective of an adversary
searching for inputs that provide outputs of a random function that are in $R$. Normally this task does not involve a punctured oracle but a regular one. We show here the error introduced by puncturing the oracle; The two states that we consider come from projecting with $\bar{J}_{R}$ either the state after interacting with a non-punctured oracle or the state after interacting with a punctured oracle (given $\neg$ Find). This intuition, however, is not crucial for our proof, as we focus solely on punctured oracles.
Lemma 6.12. For states defined in the preceding sections we have

$$
\begin{align*}
& \|\left|\Psi_{i}^{\mathrm{Good}}\right\rangle_{A D}|0\rangle_{J}-\left|\Phi_{i}\right\rangle_{A D J} \| \leq \sum_{j=1}^{i} \varepsilon_{\text {step }}(j) \\
& \leq \sum_{j=1}^{i} \max _{a \in\{1,2\}, s_{1}, s_{2} \leq j-1}\left(2 \frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}+\frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}\right. \\
& +\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}-\left(\sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-1\right)} \\
& \left.+\frac{b_{a}\left(s_{a}+1, s_{\bar{a})}\right.}{N_{a}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-\left(\sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-1\right)\right) . \tag{6.119}
\end{align*}
$$

Proof. We are going to prove the statement by recursion over the number of queries made by the adversary. The exact derivation is shown in Equation (6.99).

In the following we calculate $\varepsilon_{\text {step }}(j)$ defined in Equation (6.100). For $i=0$ the statement is true, as $\left|\Psi_{0}^{\text {Good }}\right\rangle|0\rangle_{J}=\left|\Phi_{0}\right\rangle=\left|\Psi_{0}\right\rangle|0\rangle_{J}$.

From Equations (6.106), (6.111), and (6.118) we know how querying works for $\left|\Psi_{j-1}^{\text {Good }}\right\rangle$, now we distinguish two types of errors compared to $\left|\Psi_{j}^{\text {Good }}\right\rangle|0\rangle_{J}$ : an additive error of adding a small-weight state to the original one and a multiplicative error where one branch of the superposition is multiplied by some factor.

The additive error includes all states of small-weight states multiplied by $|0\rangle_{J}$ with the superscript Bad. In the branches of the superposition where we add or remove an entry from the database we see that we recover $\left|\Psi_{j}^{\text {Good }}\right\rangle|0\rangle_{J}$ after multiplying a branch of $\mathrm{H} \backslash \mathrm{V}_{R} \mathrm{U}_{j-1}\left|\Psi_{j-1}^{\text {Good }}\right\rangle|0\rangle_{J}$ by some factor.

Our approach to the rest of the proof consists of first dealing with the additive and later with the multiplicative error. To this end let us define $\left|\psi_{j}^{\times}\right\rangle_{A D J}$ as the state $\bar{J}_{R} \mathrm{H} \backslash \mathrm{V}_{R} \mathrm{U}_{j-1}\left|\Psi_{j-1}^{G o d}\right\rangle|0\rangle_{J}$ with all branches classified as the additive error excluded. By "classified as the additive error" we mean states with superscript Bad and highlighted in red in Equations (6.106, 6.111, 6.118). The new state is defined as

$$
\left|\psi_{j}^{\times}\right\rangle_{A D J}:=\left(\sum_{a, s_{1}, s_{2}}\left|\Psi_{j}^{\text {Good }}\left(\mathrm{NOT} ; a, s_{1}, s_{2}\right)\right\rangle\right.
$$

$$
\begin{align*}
& +\sqrt{\frac{N_{a}-b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}\left|\Psi_{j}^{\mathrm{Good}}\left(\mathrm{ADD} ; a, s_{1}, s_{2}\right)\right\rangle \\
& +\mid \Psi_{j}^{\text {Good } \left.\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle} \\
& +\sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sqrt{\left.\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}\left|\Psi_{j}^{\mathrm{Good}}\left(\mathrm{REM} ; a, s_{1}, s_{2}\right)\right\rangle\right)|0\rangle_{J}} \tag{6.120}
\end{align*}
$$

where the states above correspond to branches of superposition where we do nothing (NOT, for $\eta=0$ ), add an entry, update the database, and remove an entry from $D$. Bounding the difference of the states is done as follows

$$
\begin{align*}
& \|\left|\Psi_{j}^{\text {Good }}\right\rangle|0\rangle_{J}-\bar{J}_{R} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{j-1}\left|\Psi_{j-1}^{\text {Good }}\right\rangle|0\rangle_{J} \| \\
& \leq \|\left|\Psi_{j}^{\text {Good }}\right\rangle|0\rangle_{J}-\left|\psi_{j}^{\times}\right\rangle_{A D J}\|+\|\left|\psi_{j}^{\times}\right\rangle_{A D J}-\bar{J}_{R} \mathrm{H} \backslash \mathrm{~V}_{R} \cup_{j-1}\left|\Psi_{j-1}^{\text {Good }}\right\rangle|0\rangle_{J} \| . \tag{6.121}
\end{align*}
$$

The second term above is just the norm of all states amplifying the additive error-we call them the bad states.

We bound the additive error $\|\left|\psi_{j}^{\times}\right\rangle_{A D J}-\bar{J}_{R} \mathrm{H} \backslash \mathrm{V}_{R} \mathrm{U}_{j-1}\left|\Psi_{j-1}^{\text {Good }}\right\rangle|0\rangle_{J} \|$ by first splitting the three cases underlined above:

$$
\begin{equation*}
\|\left|\Psi_{j}^{\mathrm{Bad}}\right\rangle\|\leq\|\left|\Psi_{j, 1}^{\mathrm{Bad}}(\mathrm{UPD})\right\rangle\|+\|\left|\Psi_{j, 2}^{\mathrm{Bad}}(\mathrm{UPD})\right\rangle\|+\|\left|\Psi_{j}^{\mathrm{Bad}}(\mathrm{REM})\right\rangle \|, \tag{6.122}
\end{equation*}
$$

where $\left|\Psi_{j}^{\text {Bad }}\right\rangle$ is the sum of all three bad states, the bound follows from the triangle inequality.

Calculating all of the three norms above is done by first focusing on a particular interface that is queried and by focusing on particular sizes of databases:

$$
\begin{equation*}
\|\left|\Psi_{j}^{\mathrm{Bad}}\right\rangle \|=\sqrt{\sum_{a} \sum_{s_{1}, s_{2}=0}^{j}\left|\beta\left(a, s_{1}, s_{2}\right)\right|^{2} \|\left|\Psi_{j}^{\mathrm{Bad}}\left(a, s_{1}, s_{2}\right)\right\rangle \|^{2}} \tag{6.123}
\end{equation*}
$$

where $\beta\left(a, s_{1}, s_{2}\right)$ is the amplitude of the good state projected to states with the specified parameters: For a projector $\mathrm{P}_{a, s_{1}, s_{2}}$ to adversaries that query interface $a$ and databases of sizes $s_{1}$ and $s_{2}$ we have $\beta\left(a, s_{1}, s_{2}\right):=\mathrm{P}_{a, s_{1}, s_{2}}\left|\Psi_{j}^{\text {Good }}\right\rangle$ and $\left|\Psi_{j}^{\mathrm{Bad}}\left(a, s_{1}, s_{2}\right)\right\rangle:=\mathrm{P}_{a, s_{1}, s_{2}}\left|\Psi_{j}^{\mathrm{Bad}}\right\rangle$.

Additive errors Dealing with additive errors, we begin with the UPD branch. In the bad states in the UPD case, Equation (6.111), we need to take special care of $\sum_{y_{s_{a}}^{a} \in \mathcal{B}(x \mid D(\vec{x} \backslash\{x\}))} \omega_{N}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}}$; This is a complex number that depends on $\eta_{s_{a}}^{a}$, so it enters the norm in a non-trivial way. The first step is a change of variables: Instead of summing over elements of the bad state we sum over $y_{s_{a}}^{a} \in\left[b_{a}\left(s_{1}, s_{2}\right)\right]$ and change $y_{s_{a}}^{a}$ in the expression to $\mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))\left(y_{s_{a}}^{a}\right)$, by which we denote the $y_{s_{a}}^{a}$-th element of $\mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))$. Note that there is a natural order in the bad set, as $\mathcal{Y}_{a}=\left[N_{a}\right]$.

Given the change of variables we can use the triangle inequality to focus on
 the whole sum:

$$
\begin{align*}
& \|\left|\Psi_{j}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle \| \\
& \leq \sum_{y_{s_{a}}^{a} \in\left[b_{a}\left(s_{1}, s_{2}\right)\right]} \|\left|\Psi_{j}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))\left(y_{s_{a}}^{a}\right)\right)\right\rangle \|, \tag{6.124}
\end{align*}
$$

where we omit the index of the UPD errors because the techniques here work in almost the same way for both states. The input $D(\vec{x} \backslash\{x\})$ should not be treated as an actual argument of the state, we still consider the superposition over different inputs, we just mean that in the state $\left|\Psi_{j}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle$ we change the variable $y_{s_{a}}^{a}$. In what follows we denote the state on the right hand side of the above equation by $\left|\Psi_{j}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)\right)\right\rangle$.

Now we focus on the state with a fixed $\mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)$, we bound the norm of this state.
Claim 6.13. For all $y_{s_{a}}^{a} \in\left[b_{a}\left(s_{1}, s_{2}\right)\right]$

$$
\begin{align*}
& \|\left|\Psi_{j, 1}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))\left(y_{s_{a}}^{a}\right)\right)\right\rangle \| \leq \frac{1}{N_{a}} \text { and }  \tag{6.125}\\
& \|\left|\Psi_{j, 2}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))\left(y_{s_{a}}^{a}\right)\right)\right\rangle \| \\
& \leq \sqrt{\frac{1}{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \tag{6.126}
\end{align*}
$$

Proof. Our idea for the proof is to first show that the norm of a good state in the UPD branch with a modified sum over $y_{s_{a}}^{a}$ is not greater than 1. Then to prove that the norm of $\left|\Psi_{j}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))\left(y_{s_{a}}^{a}\right)\right)\right\rangle$ multiplied by the corresponding right hand side of Equation (6.125) and (6.126) equals the norm of the good state we mentioned earlier.

We start by defining two states:

$$
\begin{aligned}
& \sum_{x, \eta, a, \vec{x}, \vec{\eta}, w} \alpha_{x, \eta, a, \vec{x}, \vec{\eta}, w}|x, \eta, a\rangle_{A^{X Y I}}|\psi(x, \eta, a, \vec{x}, \vec{\eta}, w)\rangle_{A^{W}} \\
& \sum_{\vec{y}_{a} \in \mathcal{G}_{a}\left(\overrightarrow{x_{a}} \backslash\{x\}, \vec{x}_{\vec{a}}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{a}\left(s_{a}-1, s_{\bar{a}}\right)\right|}} \omega_{N_{a}}^{\vec{\eta}_{a} \cdot \vec{y}_{a}}\left|\left(x_{1}^{a}, y_{1}^{a}\right), \ldots,\left(x_{s_{a}-1}^{a}, y_{s_{a}-1}^{a}\right)\right\rangle_{D_{a}\left(\vec{x}_{a} \backslash\{x\}\right)}
\end{aligned}
$$

$$
\sum_{\vec{y}_{\bar{a}} \in \mathcal{S}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)} \frac{1}{\sqrt{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \omega_{N_{\bar{a}}}^{\vec{\eta}_{a} \cdot \overrightarrow{y_{\bar{a}}}}\left|\left(x_{1}^{\bar{a}}, y_{1}^{\bar{a}}\right), \ldots,\left(x_{s_{\bar{a}}}^{\bar{a}}, y_{s_{\bar{a}}}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}}\left(\vec{x}_{\bar{a}}\right)}
$$

$$
\sum_{y_{s_{a}+1}^{a}, \ldots, y_{q}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}^{q-s_{a}}}}\left|\left(\perp, y_{s_{a}+1}^{a}\right), \ldots,\left(\perp, y_{q}^{a}\right)\right\rangle_{D_{a}(\perp)}
$$

$$
\sum_{y_{s_{\bar{a}}^{\bar{a}}+1}^{\bar{a}}, \ldots, y_{q}^{\bar{a}} \in\left[N_{\bar{a}]}\right]} \frac{1}{\sqrt{N_{\bar{a}}^{q-s_{\bar{a}}}}}\left|\left(\perp, y_{s_{\bar{a}}+1}^{\bar{a}}\right), \ldots,\left(\perp, y_{q}^{\bar{a}}\right)\right\rangle_{D_{\bar{a}(\perp)}}
$$

$\otimes\left\{\begin{array}{l}\left.\sum_{y_{s_{a}}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))} \frac{1}{\sqrt{b_{a}\left(s_{1}, s_{2}\right)}} \omega_{N}^{\left(\eta_{s_{a}}^{a}+\eta\right) y_{s_{a}}^{a}}\left|x, y_{s_{a}}^{a}\right\rangle_{D_{a}(x)}=: \mid \bar{\Psi}_{j}^{\text {Good }}\left(\text { UPD } ; a, s_{1}, s_{2}\right)\right\rangle, \\ \sum_{y_{s_{a}}^{a} \in\left[N_{a}\right]} \frac{1}{\sqrt{N_{a}}} \omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta y_{s_{a}}\right.}\left|x, y_{s_{a}}^{a}\right\rangle_{D_{a}(x)}=:\left|\widetilde{\Psi}_{j}^{\text {Good }}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle .\end{array}\right.$

The first one, $\mid \bar{\Psi}_{j}^{\text {Good }}$ (UPD; $\left.\left.a, s_{1}, s_{2}\right)\right\rangle$ is the one that we use in the last step of the proof, as described in the previous paragraph. The second one will be used to show that the norm of $\mid \overline{\Psi_{j}^{\text {Good }}}$ (UPD; $\left.\left.a, s_{1}, s_{2}\right)\right\rangle$ is bounded by 1 .

One more statement that we need to prove is that $\|\left|\widetilde{\Psi}_{j}^{\text {Good }}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle\|=\|\left|\Psi_{j}^{\text {Good }}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle \|$. To prove our statement we need to note two things. First being that the projection is done on a single branch of superposition, so its weight remains the same for all states considered in this paragraph. The second being that the database register is normalized, by that we mean that just dividing by the square-root of the number of distinct databases yields a normalized database register. The first fact is obvious when noting that to define the two good states we can first take the corresponding (UPD; $a, s_{1}, s_{2}$ ) branch of the non-punctured state and then project to databases that are not in $R$. By the up-punctured state we mean the state generated by the same adversary interacting with the un-punctured oracle. The second observation comes from the fact that the good state is normalized. Hence, just taking care of proper weighting of the database entries (normalization factors for every $y_{i}^{a}$ ) ensures the database register is normalized.

The fact that the state with $\sum_{y_{s_{a}}^{a} \in\left[N_{a}\right]}$ is sub-normalized is important because now we can bound the norm of $\mid \overline{\Psi_{j}^{\text {Good }}}$ (UPD; $\left.\left.a, s_{1}, s_{2}\right)\right\rangle$. Having in mind that $\sum_{y_{s_{a}}^{a} \in \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))}=\sum_{y_{s_{a}}^{a} \in\left[N_{a}\right]}-\sum_{y_{s_{a}} \notin \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))}$ we see that

$$
\begin{align*}
& b_{a}\left(s_{1}, s_{2}\right) \|\left|\bar{\Psi}_{j}^{\mathrm{Good}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle \|^{2} \\
& =N_{a} \|\left|\widetilde{\Psi}_{j}^{\mathrm{Good}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle \|^{2} \\
& -\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right) \|\left|\Psi_{j}^{\mathrm{Good}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle \|^{2} \leq b_{a}\left(s_{1}, s_{2}\right) \tag{6.128}
\end{align*}
$$

hence $\| \mid \bar{\Psi}_{j}^{\text {Good }}$ (UPD; $\left.\left.a, s_{1}, s_{2}\right)\right\rangle \|^{2} \leq 1$.
Now that we know that $\mid \bar{\Psi}_{j}^{\text {Good }}$ (UPD; $\left.\left.a, s_{1}, s_{2}\right)\right\rangle$ is sub-normalized we show that

$$
\begin{equation*}
\|\left|\bar{\Psi}_{j}^{\text {Good }}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)\right)\right\rangle \| \leq \frac{1}{\sqrt{b_{a}\left(s_{1}, s_{2}\right)}} \tag{6.129}
\end{equation*}
$$

To prove this bound, consider measuring register $D_{a}(x)$ of $\mid \bar{\Psi}_{j}^{\text {Good }}$ (UPD; $\left.\left.a, s_{1}, s_{2}\right)\right\rangle$ in the computational basis. The probability of getting any outcome $y_{s_{a}}^{a}$ is necessarily $\frac{1}{b_{a}\left(s_{1}, s_{2}\right)}$, as the outputs of the oracle are uniformly
random. The post-measurement state, for an outcome $y_{s_{a}}^{a}$, is $\sqrt{b_{a}\left(s_{1}, s_{2}\right)}$. $\left|\bar{\Psi}_{j}^{\text {Good }}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)\right)\right\rangle$. Naturally, norm of this post-measurement state is at most 1 .

Now we can use the state $\left|\bar{\Psi}_{j}^{\text {Good }}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)\right)\right\rangle$ to analyze the norm of $\left|\Psi_{j}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)\right)\right\rangle$. First let us inspect the norm squared of the bad state:

$$
\begin{align*}
& \|\left|\Psi_{j}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)\right)\right\rangle \|^{2}=\sum_{x, \eta, a, \vec{x}, \vec{\eta}^{\prime}, \vec{\eta}, w^{\prime}, w} \sum_{\eta_{s a}^{a_{a}^{\prime}, \eta_{s a}^{a}}} \bar{\alpha}_{x, \eta, a, \vec{x}, \vec{\eta}^{\prime}, \eta_{s}^{a \prime}, w^{\prime}}^{\prime} \alpha_{x, \eta, a, \vec{x}, \vec{\eta}, \eta_{s a}^{a}, w}^{\prime} \\
& \left\langle\psi\left(x, \eta, a, \vec{x}, \vec{\eta}^{\prime}, \eta_{s_{a}}^{a \prime}, w^{\prime}\right) \mid \psi\left(x, \eta, a, \vec{x}, \vec{\eta}, \eta_{s_{a}}^{a}, w\right)\right\rangle \\
& \sum_{\vec{y}_{a} \in \mathcal{G}_{a}\left(\overrightarrow{x_{a}} \backslash\{x\}, \vec{x}_{\bar{a}}\right)} \frac{1}{\left|\mathcal{G}_{a}\left(s_{a}-1, s_{\bar{a}}\right)\right|} \omega_{N_{a}}^{\vec{\eta}_{a} \cdot \vec{y}_{a}} \sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \overrightarrow{y_{y}}\right)} \frac{1}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|} \omega_{N_{\bar{a}}}^{\vec{n}_{a} \cdot \vec{y}_{\vec{a}}} \\
& \frac{1}{N_{a}^{2}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)} \bar{\omega}_{N_{a}}^{\left(\eta_{s}^{a \prime}+\eta\right) \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)} \omega_{N_{a}}^{\left(\eta_{s_{a}}^{a}+\eta\right) \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)} \gamma^{2} \underbrace{\sum_{y_{a}^{\prime \prime} \in[\nu]}}_{=\nu}, \tag{6.130}
\end{align*}
$$

where $\nu=N_{a}-b_{a}\left(s_{1}, s_{2}\right)$ and $\gamma=1$ for $\left|\Psi_{j, 1}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)\right)\right\rangle$ and $\nu=N_{a}$ and $\gamma=\sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{a}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}$ for $\mid \Psi_{j, 2}^{\mathrm{Bad}}\left(\right.$ UPD $\left.\left.; a, s_{1}, s_{2}, \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)\right)\right\rangle$ (in the second case the sum goes over $y_{s_{a}}^{a \prime} \notin \mathcal{B}_{a}(x \mid D(\vec{x} \backslash\{x\}))$ instead of $\left.y_{s_{a}}^{a \prime} \in[\nu]\right)$. It is easy to notice, that the only difference between Equation (6.130) and norm squared of $\left|\bar{\Psi}_{j}^{\text {Good }}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)\right)\right\rangle$ lies in the factor $\frac{V \gamma^{2}}{N_{a}^{2}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}$. This factor in the modified good state equals $\frac{1}{b_{a}\left(s_{1}, s_{2}\right)}$. This observation implies that

$$
\begin{align*}
& \|\left|\Psi_{j}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}, \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)\right)\right\rangle \| \\
& =\sqrt{\frac{b(s) \cdot \nu \gamma^{2}}{N_{a}^{2}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \|\left|\bar{\Psi}_{j}^{\mathrm{Good}}\left(\mathrm{UPD} ; s, \mathcal{B}^{\prime}\left(y_{s_{a}}^{a}\right)\right)\right\rangle \| . \tag{6.131}
\end{align*}
$$

Together with the bound on the norm in the left hand side this proves the claimed bounds.

Claim 6.13, together with the bound from Equation (6.124) gives us:

$$
\begin{align*}
& \|\left|\Psi_{j, 1}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle \| \leq \frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}},  \tag{6.132}\\
& \|\left|\Psi_{j, 2}^{\mathrm{Bad}}\left(\mathrm{UPD} ; a, s_{1}, s_{2}\right)\right\rangle \| \leq \frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \tag{6.133}
\end{align*}
$$

The bounds from Equation (6.132) in Equation (6.123) give us the bound on the additive error in the UPD branch. The additive error for the REM branch $\left(\mid \Psi_{j}^{\text {Bad }}(\right.$ REM $\left.)\right\rangle$ in Equation (6.118) $)$ is much easier to calculate: As register $D(x)$
is normalized and all the rest of the state is the same as $\mid \Psi_{j}^{\text {Good }}($ REM $\left.)\right\rangle$, the only error comes from the factor $\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}$. To calculate the norm of the state we can follow the analysis of Equation (6.130). Finally we get:

$$
\begin{align*}
& \|\left|\Psi_{j, 1}^{\mathrm{Bad}}(\mathrm{UPD})\right\rangle \| \leq \max _{a, s_{1}, s_{2}}\left(\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}\right),  \tag{6.134}\\
& \|\left|\Psi_{j, 2}^{\mathrm{Bad}}(\mathrm{UPD})\right\rangle \| \leq \max _{a, s_{1}, s_{2}}\left(\frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sqrt{\left.\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}\right)}\right.  \tag{6.135}\\
& \|\left|\Psi_{j}^{\mathrm{Bad}}(\mathrm{REM})\right\rangle \| \tag{6.136}
\end{align*}
$$

where $a \in\{1,2\}$ and $s_{1}, s_{2} \leq j-1$.

Multiplicative errors The multiplicative error is a factor that multiplies a part of the state $\left|\psi_{j}^{\times}\right\rangle_{A D J}$. Similarly as before we need to take care of the fact that the joint state of the adversary and the oracle is a sum over databases of different sizes and queries to different interfaces:

$$
\begin{equation*}
\left|\psi_{j}^{\times}\right\rangle=\sum_{a, s_{1}, s_{2}}\left|\psi_{j}^{\times}\left(a, s_{1}, s_{2}\right)\right\rangle, \tag{6.137}
\end{equation*}
$$

where the states $\left|\psi_{j}^{\times}\left(a, s_{1}, s_{2}\right)\right\rangle$ are orthogonal. The terms are also orthogonal in $\left|\Psi_{j}^{\text {Good }}\right\rangle=\sum_{a, s_{1}, s_{2}}\left|\Psi_{j}^{\text {Good }}\left(a, s_{1}, s_{2}\right)\right\rangle$.

There are two sources of multiplicative errors, ADD from Equation (6.106) and REM from Equation (6.118), we split the two sources with the triangle inequality. We deal with both in the same way, just the final bound is different.

Let us write down the two parts, one affected by the error and the second not:

$$
\begin{align*}
\left|\Psi_{j}^{\mathrm{Good}}\right\rangle_{A D} & |0\rangle_{J}=\sum_{a, s_{1}, s_{2}} \alpha\left(a, s_{1}, s_{2}\right)\left|\varphi_{1}\left(a, s_{1}, s_{2}\right)\right\rangle+\beta\left(a, s_{1}, s_{2}\right)\left|\varphi_{2}\left(a, s_{1}, s_{2}\right)\right\rangle  \tag{6.138}\\
\left|\psi_{j}^{\times}\right\rangle_{A D J}= & \sum_{a, s_{1}, s_{2}} \alpha\left(a, s_{1}, s_{2}\right)\left|\varphi_{1}\left(a, s_{1}, s_{2}\right)\right\rangle \\
& \quad+(1+g) \sqrt{1-e} \beta\left(a, s_{1}, s_{2}\right)\left|\varphi_{2}\left(a, s_{1}, s_{2}\right)\right\rangle \tag{6.139}
\end{align*}
$$

where $(1+g) \sqrt{1-e}$ is the multiplicative error, in the case ADD the error is $g=\sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-1$ and $e=\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}$. In the case REM the error is $g=$ $\sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-1$ and $e=\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}$. We know that
$\sum_{a, s_{1}, s_{2}}\left|\alpha\left(a, s_{1}, s_{2}\right)\right|^{2}+\left|\beta\left(a, s_{1}, s_{2}\right)\right|^{2} \leq 1$, because we excluded a single branch
of the superposition, for ADD and REM. This inequality implies
$\sum_{a, s_{1}, s_{2}}\left|\beta\left(a, s_{1}, s_{2}\right)\right|^{2} \leq 1$. We continue with the bound

$$
\begin{align*}
& \|\left|\psi_{j}^{\times}\right\rangle_{A D J}-\left|\Psi_{j}^{\text {Good }}\right\rangle_{A D}|0\rangle_{J} \| \\
& =\| \sum_{a, s_{1}, s_{2}}(1-(1+g) \sqrt{1-e}) \beta\left(a, s_{1}, s_{2}\right)\left|\varphi_{2}\left(a, s_{1}, s_{2}\right)\right\rangle \|  \tag{6.140}\\
& =\sqrt{\sum_{a, s_{1}, s_{2}}(1-(1+g) \sqrt{1-e})^{2}\left|\beta\left(a, s_{1}, s_{2}\right)\right|^{2}} \leq \max _{a, s_{1}, s_{2}}(1-(1+g) \sqrt{1-e}) \\
& \left.\leq \max _{a, s_{1}, s_{2}}(1+g) e-g\right) \tag{6.141}
\end{align*}
$$

Maximization is done over $a \in\{1,2\}$ and $s_{1}, s_{2} \leq j-1$.
Bound on one step From Equations (6.121), (6.134), and (6.141) (for the two sources of error) the bound on the single step is

$$
\begin{align*}
& \varepsilon_{\text {step }}(j) \leq \max _{a \in\{1,2\}, s_{1}, s_{2} \leq j-1}\left(2 \frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}+\frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}\right. \\
& +\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-\left(\sqrt{\left.\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}-1\right)}\right. \\
& +\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}} \sqrt{\left.\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}-\left(\sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-1\right)\right)} \tag{6.142}
\end{align*}
$$

and the final bound is

$$
\begin{align*}
& \|\left|\Psi_{i}^{\mathrm{Good}}\right\rangle_{A D}|0\rangle_{J}-\left|\Phi_{i}\right\rangle_{A D J} \| \\
& \leq \sum_{j=1}^{i} \max _{a \in\{1,2\}, s_{1}, s_{2} \leq j-1}\left(2 \frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}+\frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}\right. \\
& +\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-\left(\sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-1\right) \\
& \left.+\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-\left(\sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}+1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}-1\right)\right) . \tag{6.143}
\end{align*}
$$

### 6.4.1.7 Bound on $\varepsilon_{\text {Find }}(i)$

Our task here is bounding the norm of $\| J_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{V}_{R} \mathrm{U}_{i-1}\left|\Psi_{i-1}^{\text {Good }}\right\rangle \|$. All states (among the states defined in Section 6.4.1.5) that give non-zero contributions to this norm are the ones that we give the superscript Find, they contain $|1\rangle_{J}$.

Lemma 6.14. For states defined in preceding sections we have

$$
\begin{align*}
& \| \mathrm{J}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{i-1}\left|\Psi_{i-1}^{\text {Good }}\right\rangle \|=\varepsilon_{\text {Find }}(i) \\
& \leq \max _{a \in\{1,2\}, s_{1}, s_{2} \leq i-1}\left(\sqrt{\frac{N_{a}-b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}} \sqrt{\frac{\left|\mathcal{H}_{a}^{\mathrm{ADD}}\left(s_{1}, s_{2}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}\right. \\
& +\sqrt{\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}}+\frac{b_{a}\left(s_{1}, s_{2}\right)^{3 / 2}}{N_{a} \sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}} \\
& +\frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \operatorname{sgn}\left(\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|\right) \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \\
& +\sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sqrt{\frac{\mid \mathcal{H}_{a}^{\mathrm{REM}\left(s_{1}, s_{2}\right) \mid}}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}+\frac{\sqrt{b_{a}\left(s_{1}, s_{2}\right)\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}}{N_{a}} \tag{6.144}
\end{align*} .
$$

Proof. For all Find states we start bounding the norm by splitting the norm by $a$ and sizes of the databases, like in Equation (6.123). Let us now go through the three important modes of operation, i.e. adding, updating, or removing from the database.
The ADD case For the state $\left|\Psi_{j, 1}^{\text {Find }}(\mathrm{ADD})\right\rangle$ we first analyze its norm squared; Forgetting for now the factors multiplying the whole state, the situation is similar to Equation (6.128) but instead of focusing on the sum over $y_{s_{a}+1}^{a}$ we show that the norm squared of $\left|\Psi_{j, 1}^{\text {Find }}(\mathrm{ADD})\right\rangle$ is a sum of norms of states that differ in the sum over $\vec{y}_{\bar{a}}$. The states on the right hand side have the sum over $\vec{y}_{\bar{a}}$ split according to

$$
\begin{equation*}
\sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right) \backslash \mathcal{G}_{\bar{a}}\left(\vec{x}_{a} \cup\{x\}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right)}=\sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)}-\sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\bar{a}}\left(\vec{x}_{a} \cup\{x\}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right)} . \tag{6.145}
\end{equation*}
$$

Note that both states constructed with sums over sets $\mathcal{G}_{\bar{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)$ and $\mathcal{G}_{\bar{a}}\left(\vec{x}_{a} \cup\{x\}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right)$ have unit norm. The former state has norm equal to $\left|\Psi_{j-1}^{\text {Good }}(\mathrm{ADD})\right\rangle$, the norm of this state does not change when replacing register $D(x)$ with an empty entry of the database. The latter state is just the good state before the application of the adversary's unitary: $\mathrm{U}_{j}^{\dagger}\left|\Psi_{j}^{\mathrm{Good}}(\mathrm{ADD})\right\rangle$. This analysis follows the same reasoning as presented in the proof of Claim 6.13. Given that $\left|\Psi_{j, 1}^{\text {Find }}(\mathrm{ADD})\right\rangle$ without the additional factor $\sqrt{\frac{N_{a}-b_{a}\left(s_{a}+1, s_{\vec{a}}\right)}{N_{a}}} \sqrt{\frac{\left|\mathcal{H}_{a}^{\mathrm{ADD}}\left(s_{1}, s_{2}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}$ has bounded norm we have the following bound:

$$
\begin{equation*}
\|\left|\Psi_{j, 1}^{\text {Find }}(\mathrm{ADD})\right\rangle \| \leq \max _{a, s_{1}, s_{2}} \sqrt{\frac{N_{a}-b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}} \sqrt{\frac{\left|\mathcal{H}_{a}^{\mathrm{ADD}}\left(s_{1}, s_{2}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \tag{6.146}
\end{equation*}
$$

The second state has norm bounded in the following way:

$$
\begin{equation*}
\|\left|\Psi_{j, 2}^{\text {Find }}(\mathrm{ADD})\right\rangle \| \leq \max _{a, s_{1}, s_{2}} \sqrt{\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}} . \tag{6.147}
\end{equation*}
$$

This bound holds , because except for the factor in front of the state and register $D_{a}(x)$ the state is just a good state (one from just before the query we analyze in Equation (6.106)). Moreover register $D(x)$ is normalized (given the fact that $\eta$ is explicit in the adversary's register).
The UPD case In this case we have

$$
\begin{equation*}
\|\left|\Psi_{j, 1}^{\text {Find }}(\mathrm{UPD})\right\rangle \| \leq \max _{a, s_{1}, s_{2}} \frac{b_{a}\left(s_{1}, s_{2}\right)^{3 / 2}}{N_{a} \sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}}, \tag{6.148}
\end{equation*}
$$

where we follow the same reasoning as in the proof of Lemma 6.12 and Claim 6.13. For $\mid \Psi_{j, 2}^{\text {Find }}($ UPD $\left.)\right\rangle$ we consider the norm square and see that we deal with a difference of two norms with different sets for $\vec{y}_{\vec{a}}$, similarly to $\left|\Psi_{j, 1}^{\text {Find }}(\mathrm{ADD})\right\rangle$, but the split is done as follows:

$$
\begin{equation*}
\sum_{\vec{y}_{\bar{a}} \in \mathcal{G}_{\vec{a}}\left(\vec{x}_{a} \backslash\{x\}, \vec{x}_{\vec{a}} \mid \vec{y}_{a}\right) \backslash \mathcal{G}_{\vec{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)}=\sum_{\vec{y}_{\vec{a}} \in \mathcal{G}_{\vec{a}}\left(\overrightarrow{x_{a}} \backslash\{x\}, \vec{x}_{\bar{a}} \mid \vec{y}_{a}\right)}-\sum_{\vec{y}_{\vec{a}} \in \mathcal{G}_{\vec{a}}\left(\vec{x}_{1}, \vec{x}_{2} \mid \vec{y}_{a}\right)} . \tag{6.149}
\end{equation*}
$$

The first state is just $\left|\Psi_{j, 2}^{\mathrm{Bad}}(\mathrm{UPD})\right\rangle$. The second state is more problematic to deal with, so we just lower bound its norm by 0 . We know the bound on $\left|\Psi_{j, 2}^{\text {Bad }}(\mathrm{UPD})\right\rangle$ so by just taking care of the additional factors we get the bound:

$$
\begin{align*}
& \|\left|\Psi_{j, 2}^{\text {Find }}(\mathrm{UPD})\right\rangle \| \\
& \leq \max _{a, s_{1}, s_{2}} \frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \operatorname{sgn}\left(\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|\right) \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}, \tag{6.150}
\end{align*}
$$

where the sign function ensures that if there is no error in $D_{\bar{a}}$ the norm of the state is 0 .
The REM case Finally we have

$$
\begin{equation*}
\left.\| \mid \Psi_{j, 1}^{\text {Find }}(\text { REM })\right\rangle \| \leq \max _{a, s_{1}, s_{2}} \sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sqrt{\frac{\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \tag{6.151}
\end{equation*}
$$

that can be derived in the same way as the bound on norm of $\left|\Psi_{j, 1}^{\text {Find }}(\mathrm{ADD})\right\rangle$. For the second state we have

$$
\begin{equation*}
\|\left|\Psi_{j, 2}^{\mathrm{Find}}(\mathrm{REM})\right\rangle \| \leq \max _{a, s_{1}, s_{2}} \frac{\sqrt{b_{a}\left(s_{1}, s_{2}\right)\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}}{N_{a}} \tag{6.152}
\end{equation*}
$$

and to get it we follow the same reasoning as for $\left|\Psi_{j, 2}^{\text {Find }}(\mathrm{ADD})\right\rangle$.
We use these bounds and the triangle inequality to bound the second term in Equation (6.96):

$$
\| \mathrm{J}_{R} \mathrm{U}_{i} \mathrm{H} \backslash \mathrm{~V}_{R} \mathrm{U}_{i-1}\left|\Psi_{i-1}^{\mathrm{Good}}\right\rangle \|
$$

$$
\begin{align*}
& \leq \max _{a \in\{1,2\}, s_{1}, s_{2} \leq i-1}\left(\sqrt{\frac{N_{a}-b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}} \sqrt{\frac{\left|\mathcal{H}_{a}^{\mathrm{ADD}}\left(s_{1}, s_{2}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}\right. \\
& +\sqrt{\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}}+\frac{b_{a}\left(s_{1}, s_{2}\right)^{3 / 2}}{N_{a} \sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}} \\
& +\frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \operatorname{sgn}\left(\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|\right) \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \\
& +\sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sqrt{\frac{\mid \mathcal{H}_{a}^{\mathrm{REM}\left(s_{1}, s_{2}\right) \mid}}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}+\frac{\sqrt{b_{a}\left(s_{1}, s_{2}\right)\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}}{N_{a}} \tag{6.153}
\end{align*} .
$$

### 6.4.2 Concrete Relations

In this section we list corollaries important for results that we state in this thesis.
For relations that are defined on a single database (in this thesis we consider preim and coll defined in sections 6.4.2.2 and 6.4.2.1) we can simplify the bound from Lemma 6.11. We omit the differences in $\mathcal{G}_{\bar{a}}$ sets and simplify the terms:
preim, coll : $\mathbb{P}[$ Find : $\mathrm{A}[\mathrm{H} \backslash R]]$

$$
\begin{align*}
& \leq \sum_{i=1}^{q}\left(\sum_{j=1}^{i-1} \max _{s \leq j-1}\left(3 \frac{b(s)}{N}+\frac{b(s)}{\sqrt{N(N-b(s))}}+\frac{b(s+1)}{N}\right)\right. \\
& \left.+\max _{s \leq i-1}\left(\sqrt{\frac{b(s+1)}{N}}+\frac{b(s)^{3 / 2}}{N \sqrt{N-b(s)}}+\frac{\sqrt{b(s)(N-b(s))}}{N}\right)\right)^{2}  \tag{6.154}\\
& \leq \sum_{i=1}^{q}\left(\sum_{j=1}^{i-1} \max _{s \leq j-1}\left(5 \frac{b(s+1)}{\sqrt{N(N-b(q))}}\right)+\max _{s \leq i-1}\left(2 \sqrt{\frac{b(s+1)}{N}}+\frac{b(s)^{3 / 2}}{N \sqrt{N-b(q)}}\right)\right)^{2} \\
& \leq \sum_{i=1}^{q}\left(\sum_{j=1}^{i-1} 5 \frac{b(j)}{\sqrt{N(N-b(q))}}+2 \sqrt{\frac{b(i)}{N}}+\frac{b(i)^{3 / 2}}{N \sqrt{N-b(q)}}\right)^{2} \tag{6.155}
\end{align*}
$$

In the above bound we use the facts that $b(s)$ is a monotonously growing function of $s$, this is true for all relations we use in this thesis. For the relations that we provide concrete bounds for, the factor $b(s)$ is a linear function of $s$. To calculate the bounds, we use the following reasoning, properly tailored to each concrete relation:

$$
\begin{equation*}
\sum_{j=1}^{i} j^{3 / 2} \leq \int_{1}^{i} \mathrm{~d} j j^{3 / 2} \leq \int_{0}^{i} \mathrm{~d} j j^{3 / 2}=\frac{2}{5} i^{5 / 2} \tag{6.157}
\end{equation*}
$$

Moreover $b(s) \leq b(q)$, which we use in the denominator.
In the case that $R$ depends on two databases we need to use the full bound from Lemma 6.11. Whenever the outputs of two databases relate to one another the new entry in the good set is sampled in a way that $D$ is not in $R$. If outputs of one oracle depend on the inputs of the other, adding a new entry gives a trivial attack, that we exclude. The only scenario that adding a new entry causes errors in the other database is when the other outputs depend on some random function of the new input (that is not accessible for the adversary). This is not the case for the relations that we discuss here, hence we can omit all errors to the other database in the ADD case.

We simplify the additive terms $\sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}$, knowing that this factor is larger than 1, the fewer the restrictions from $D_{a}$ the more good $y^{\bar{a}}$ there are. Moreover sgn $\left(\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|\right)=1$.

An important term that we need to bound is $\sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}$. To achieve a constant bound we proceed as follows:

$$
\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}=\prod_{k=1}^{s_{\bar{a}}}\left(\frac{N_{\bar{a}}-b_{\bar{a}}\left(s_{a}-1, k\right)}{N_{\bar{a}}-b_{\bar{a}}\left(s_{a}, k\right)}\right)=\prod_{k=1}^{s_{\bar{a}}}\left(1+\frac{b_{\bar{a}}\left(s_{a}, k\right)-b_{\bar{a}}\left(s_{a}-1, k\right)}{N_{\bar{a}}-b_{\bar{a}}\left(s_{a}, k\right)}\right)
$$

$$
\begin{equation*}
=\exp \left(\sum_{k=1}^{s_{\bar{a}}} \log \left(1+\frac{b_{\bar{a}}\left(s_{a}, k\right)-b_{\bar{a}}\left(s_{a}-1, k\right)}{N_{\bar{a}}-b_{\bar{a}}\left(s_{a}, k\right)}\right)\right) \tag{6.158}
\end{equation*}
$$

$$
\begin{equation*}
\leq \exp (\sum_{k=1}^{s_{\bar{a}}} \underbrace{\frac{b_{\bar{a}}\left(s_{a}, k\right)-b_{\bar{a}}\left(s_{a}-1, k\right)}{N_{\bar{a}}-b_{\bar{a}}\left(s_{a}, k\right)}}_{\leq \frac{q^{2}}{N_{\bar{a}}-q^{2}}}) \leq \exp \left(\frac{q^{3}}{N_{\bar{a}}-q^{2}}\right) \leq \exp (2) \leq 3^{2} \tag{6.159}
\end{equation*}
$$

where we use the bound $\log (1+x) \leq x$ and the fact that for any of the relations we analyze $\forall i, j \leq q: b_{\bar{a}}(i, j) \leq q^{2}$.

For bounding the part with $\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|$ we use the following derivation:

$$
\begin{align*}
& \sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sqrt{\frac{\left|\mathcal{H}_{a}^{\mathrm{REM}}\left(s_{1}, s_{2}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \\
& =\sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sqrt{\prod_{k=1}^{s_{\bar{a}}}\left(\frac{N_{\bar{a}}-b_{\bar{a}}\left(s_{a}-1, k\right)}{N_{\bar{a}}-b_{\bar{a}}\left(s_{a}, k\right)}\right)-1}  \tag{6.161}\\
& =\sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sqrt{\prod_{k=1}^{s_{\bar{a}}}\left(1+\frac{b_{\bar{a}}\left(s_{a}, k\right)-b_{\bar{a}}\left(s_{a}-1, k\right)}{N_{\bar{a}}-b_{\bar{a}}\left(s_{a}, k\right)}\right)-1} \tag{6.162}
\end{align*}
$$

$$
\begin{align*}
& \leq \sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sqrt{\prod_{k=1}^{s_{\bar{a}}}(\underbrace{1+\frac{\max _{k \leq s_{\bar{a}}}\left\{b_{\bar{a}}\left(s_{a}, k\right)-b_{\bar{a}}\left(s_{a}-1, k\right)\right\}}{N_{\bar{a}}-b_{\bar{a}}\left(s_{a}, s_{\bar{a}}\right)}} \underset{\leq \exp \left(\frac{\max _{k \leq s_{\bar{a}}\left\{b_{\bar{a}}\left(s_{a}, k\right)-b_{\overline{\bar{a}}}\left(s_{a}-1, k\right)\right\}}^{N_{\bar{a}}-b_{\bar{a}}\left(s_{a}, s_{\bar{a}}\right)}}{}\right)}{ })}  \tag{6.163}\\
& \leq \sqrt{2 \frac{2 q \max _{k \leq s_{\bar{a}}}\left(b_{\bar{a}}\left(s_{a}, k\right)-b_{\bar{a}}\left(s_{a}-1, k\right)\right)}{N_{a}}} \tag{6.164}
\end{align*}
$$

where the last inequality comes from bounding $e^{x}-1 \leq 2 x$ (valid for $0 \leq x \leq$ 1) and assuming that $\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{\bar{a}}-b_{\bar{a}}\left(s_{1}, s_{2}\right)} \leq 2$, which is true for the parameters in the problems we analyze.

Finally the bound valid for relations Comp, Rate-1/3, EDM, and EDMD, defined in sections 6.4.2.4, 6.4.2.5, 6.4.2.6, and 6.4.2.7 respectively, is

Comp, Rate- $1 / 3$, EDM, EDMD : $\mathbb{P}[$ Find $: \mathrm{A}[\mathrm{H} \backslash R]]$

$$
\left.\left.\begin{array}{l}
\leq \sum_{i=1}^{q}\left(\sum _ { j = 1 } ^ { i - 1 } \operatorname { m a x } _ { a \in \{ 1 , 2 \} , s _ { 1 } , s _ { 2 } \leq j - 1 } \left(2 \frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}+\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}\right.\right. \\
+\frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}+\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}} \sqrt{\left.\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}\right)}} \\
+\max _{a \in\{1,2\}, s_{1}, s_{2} \leq i-1}\left(\sqrt{\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}}+\frac{b_{a}\left(s_{1}, s_{2}\right)^{3 / 2}}{N_{a} \sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}}\right. \\
+\frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}} \sqrt{\frac{\left|\mathcal{G}_{\bar{a}}\left(s_{a}-1, s_{\bar{a}}\right)\right|}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}} \\
+\sqrt{\frac{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}} \sqrt{\frac{\mid \mathcal{H}_{a}^{\mathrm{REM}\left(s_{1}, s_{2}\right) \mid}}{\left|\mathcal{G}_{\bar{a}}\left(s_{1}, s_{2}\right)\right|}}+\frac{\sqrt{b_{a}\left(s_{1}, s_{2}\right)\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}}{N_{a}}
\end{array}\right)^{2}\right) \quad \begin{aligned}
& \leq \sum_{i=1}^{q}\left(\sum _ { j = 1 } ^ { i - 1 } \operatorname { m a x } _ { a \in \{ 1 , 2 \} , s _ { 1 } , s _ { 2 } \leq j - 1 } \left(\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}+\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}\right.\right.  \tag{6.165}\\
& \left.+3 \frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}}+\frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}+3 \frac{b_{a}\left(s_{1}, s_{2}\right)}{N_{a}}\right) \\
& +\max _{a \in\{1,2\}, s_{1}, s_{2} \leq i-1}\left(\sqrt{\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}}+\frac{b_{a}\left(s_{1}, s_{2}\right)^{3 / 2}}{N_{a} \sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}}\right. \\
& +3 \frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}}
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.+\sqrt{2 \frac{2 q \max _{k \leq s_{\bar{a}}}\left(b_{\bar{a}}\left(s_{a}, k\right)-b_{\bar{a}}\left(s_{a}-1, k\right)\right)}{N_{a}}+\frac{\sqrt{b_{a}\left(s_{1}, s_{2}\right)\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}}{N_{a}}}\right)^{2}\right)^{2}  \tag{6.166}\\
& \leq \sum_{i=1}^{q}\left(\sum_{j=1}^{i-1} \max _{a \in\{1,2\}, s_{1}, s_{2} \leq j-1}\left(9 \frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}(q, q)\right)}}\right)\right. \\
& +\max _{a \in\{1,2\}, s_{1}, s_{2} \leq i-1}\left(2 \sqrt{\frac{b_{a}\left(s_{a}+1, s_{\bar{a}}\right)}{N_{a}}+3 \frac{b_{a}\left(s_{1}, s_{2}\right)}{\sqrt{N_{a}\left(N_{a}-b_{a}\left(s_{1}, s_{2}\right)\right)}}}\right. \\
& \left.+\frac{b_{a}\left(s_{1}, s_{2}\right)^{3 / 2}}{N_{a} \sqrt{N_{a}-b_{a}\left(s_{1}, s_{2}\right)}}+\sqrt{2 \frac{2 q \max _{k \leq s_{a}}\left(b_{\bar{a}}\left(s_{a}, k\right)-b_{\bar{a}}\left(s_{a}-1, k\right)\right)}{N_{a}}}\right)^{2}, \tag{6.167}
\end{align*}
$$

where we use the fact that $b_{a}$ is a monotonously increasing function: $b_{a}\left(s_{1}, s_{2}\right) \leq$ $b_{a}\left(s_{a}+1, s_{\bar{a}}\right)$ and $b_{a}\left(s_{1}, s_{2}\right) \leq b_{a}(q, q)$.

For many of the relations presented below, we do not know quantum algorithms that find a database that is in relation. However, our intuition is that all the distinguishability bounds coming from the application of the O2H lemma (Theorem 6.7) and bounding the probability of Find with our bounds proven in Lemma 6.11 are tight.

In all corollaries stated in the rest of this chapter, to prove them we use the bound from Lemma 6.11 with function $b$ defined before the statement of the corollary. For Corollaries $6.15,6.16$, and 6.17 we take the bound simplified as in Equation (6.156). For Corollaries 6.18, 6.19, 6.20, and 6.21 we take the bound simplified as in Equation (6.167).

### 6.4.2.1 The Collision Relation

For collisions we consider a single database. The coefficient is then $b(s)=s-1$, a collision might occur with any of the previously output values.

Corollary 6.15. For any quantum adversary A interacting with a punctured oracle $\mathrm{CStO}_{\mathcal{Y}} \backslash R_{\text {coll-where }} R_{\text {coll }}$ is defined in Equation (6.63)—the probability of Find is bounded by:

$$
\begin{equation*}
\mathbb{P}\left[\text { Find }: \mathrm{A}\left[\mathrm{CStO}_{\mathcal{Y}} \backslash R_{\text {coll }}\right]\right] \leq \frac{2 q^{2}}{|\mathcal{Y}|}+\frac{4 q^{7 / 2}}{|\mathcal{Y}| \sqrt{|\mathcal{Y}|-q}}+\frac{5 q^{5}}{|\mathcal{Y}|(|\mathcal{Y}|-q)}, \tag{6.168}
\end{equation*}
$$

where $q$ is the maximal number of queries made by A .
The above bound for $q \in O(\sqrt[3]{|\mathcal{Y}|})$ can be bounded by to $\frac{11 q^{2}}{|\mathcal{Y}|}$, so just the classical collision-finding bound. Intuitively, this result is justified by the fact that the coherence needed by the optimal quantum search algorithms (e.g.
the Grover algorithm [Gro96]) is broken by the repeated measurements in the punctured oracle.

The bound proven in Corollary 6.15 is tight. The complexity of a generic collision-finding algorithm is $O\left(|\mathcal{Y}|^{1 / 3}\right)$ [Zha15a]. Our bound on distinguishing random functions from random injective functions (calculated via the O 2 H lemma, Theorem 6.7) is a constant close to 1 for the matching $q \in \Omega\left(|\mathcal{Y}|^{1 / 3}\right)$. Note that the bound from Corollary 6.15 on itself does not tell us much about quantum collision finding. Only with the O 2 H lemma (that multiplies the bound on Find by $q$ ) is makes sense to compare our bounds with known results. It is also important to note that our bound is almost the same as the bound proven in Lemma 9 of [Zha19a]). We do not use Zhandry's result, because we could not verify some steps of the proof.

### 6.4.2.2 The Preimage Relation

For the preimage relation $b(s)=1$, because there is just one output $y=0$ that brings the database to be in $R$.
Corollary 6.16. For any quantum adversary A interacting with a punctured oracle $\mathrm{CStO}_{\mathcal{Y}} \backslash R_{\text {preim }}$-where $R_{\text {preim }}$ is defined in Equation (6.62) -the probability of Find is bounded by:

$$
\begin{equation*}
\mathbb{P}\left[\text { Find }: \mathrm{A}\left[\mathrm{CStO}_{\mathcal{Y}} \backslash R_{\text {preim }}\right]\right] \leq \frac{9 q}{|\mathcal{Y}|}+\frac{30 q^{2}}{|\mathcal{Y}| \sqrt{|\mathcal{Y}|-1}}+\frac{25 q^{3}}{|\mathcal{Y}|(|\mathcal{Y}|-1)} \tag{6.169}
\end{equation*}
$$

where $q$ is the maximal number of queries made by A .
The above bound for $q \in O(\sqrt[2]{|\mathcal{Y}|})$ simplifies to $\frac{64 q}{|\mathcal{Y}|}$, so the classical preimage-finding bound.

### 6.4.2.3 The Collision and Preimage Relations

We also provide a bound for the combined relations $R_{\text {coll }}$ and $R_{\text {preim }}$, in this case $b(s)=s$. The function $b$ is such because in addition to previous outputs, the new value can also be 0 to bring $D$ to $R$.
Corollary 6.17. For any quantum adversary A interacting with a punctured oracle $\mathrm{CStO}_{\mathcal{Y}} \backslash\left(R_{\text {preim }} \cup R_{\text {coll }}\right)$-where $R_{\text {coll }}$ is defined in Equation (6.63) and $R_{\text {preim }}$ in Equation (6.62)-the probability of Find is bounded by:

$$
\begin{align*}
& \mathbb{P}\left[\text { Find }: \mathrm{A}\left[\mathrm{CStO}_{\mathcal{Y}} \backslash\left(R_{\text {preim }} \cup R_{\text {coll }}\right)\right]\right] \\
& \leq \frac{2 q^{2}}{|\mathcal{Y}|}+\frac{4 q^{7 / 2}}{|\mathcal{Y}| \sqrt{|\mathcal{Y}|-q}}+\frac{5 q^{5}}{|\mathcal{Y}|(|\mathcal{Y}|-q)} \tag{6.170}
\end{align*}
$$

where $q$ is the maximal number of queries made by A .

The bound is the same as in the case of Corollary 6.15, this is because of the simplifications made to find a concise bound, also note how similar $b$ is in both cases.

### 6.4.2.4 Composition of Compression Functions

The Comp construction is defined in Section 2.5.1. We use the relation

$$
\begin{equation*}
R_{\text {Сомр }}:=\left\{\left(D_{1}, D_{2}\right) \in \mathcal{D}: \exists y_{1} \in D_{1}^{Y}, x_{2} \in D_{2}^{X},\left(y_{1}, x_{2}\right) \in D_{2}^{X}\right\} \tag{6.171}
\end{equation*}
$$

where $\mathcal{D}:=\bigcup_{s \in[q+1]}\left(\mathcal{X}_{1} \times \mathcal{Y}_{1}\right)^{s} \times \bigcup_{s \in[q+1]}\left(\mathcal{X}_{2} \times \mathcal{Y}_{2}\right)^{s}$ and $\mathcal{X}_{2}:=\mathcal{X}_{1} \times \mathcal{Y}_{1}$. The relation captures databases with an output in $D_{1}$ that is part of an input in $D_{2}$. The full relation we analyze is the union of the above and the collision relation. Both $R_{\text {Comp }}$ and $R_{\text {coll }}$ are defined on the outputs of $\mathrm{H}_{1}$. In the following, for $i \in\{1,2\}$, we define $\mathfrak{U}_{i}$ to be the uniform distribution over the set of functions from the set $\left\{\mathbf{h}_{i}: \mathcal{X}_{i} \rightarrow \mathcal{Y}_{i}\right\}$. The coefficients are defined as $b_{1}\left(s_{1}, s_{2}\right)=s_{1}-1+s_{2}$ and $b_{2}\left(s_{1}, s_{2}\right)=0$, the only source of bad outputs are collisions of outputs of $\mathbf{h}_{1}$ with other outputs of $\mathbf{h}_{1}$ and parts of inputs to $\mathbf{h}_{2}$. With these values we make the following statement, the concrete bound is a result of straightforward simplifications of the bound coming from Equation (6.167).

Corollary 6.18. For any quantum adversary A interacting with a punctured oracle $\left(\mathrm{CStO}_{\mathfrak{L}_{1}}, \mathrm{CStO}_{\mathfrak{U}_{2}}\right) \backslash\left(R_{\text {coll }} \cup R_{\text {Coмр }}\right)$-where $R_{\text {coll }}$ is defined in Equation (6.63) and $R_{\text {Сомр }}$ in Equation (6.171)—the probability of Find is bounded by:

$$
\begin{align*}
& \mathbb{P}\left[\text { Find : } \mathrm{A}\left[\left(\mathrm{CStO}_{\mathfrak{U}_{1}}, \mathrm{CStO}_{\mathfrak{L}_{2}}\right) \backslash\left(R_{\text {coll }} \cup R_{\text {Comp }}\right)\right]\right] \\
& \leq \frac{36 q^{2}}{\left|\mathcal{Y}_{1}\right|}+\frac{194 q^{7 / 2}}{\left|\mathcal{Y}_{1}\right| \sqrt{\left|\mathcal{Y}_{1}\right|-2 q}}+\frac{297 q^{5}}{\left|\mathcal{Y}_{1}\right|\left(\left|\mathcal{Y}_{1}\right|-2 q\right)} \tag{6.172}
\end{align*}
$$

where $q$ is the maximal number of queries made by A .
For $q \in O\left(\sqrt[3]{\left|\mathcal{Y}_{1}\right|}\right)$ the bound above is just $O\left(q^{2} /\left|\mathcal{Y}_{1}\right|\right)$.

### 6.4.2.5 Rate-1/3 Hash Function Relation

In the indifferentiability proof of the Rate-1/3 construction defined in Section 2.5 .3 we lazy sample three functions. The generalization of Lemma 6.11 to $\mathrm{H}=\left(\mathrm{H}_{1}, \mathrm{H}_{2}, \mathrm{H}_{3}\right)$ can be done in a straight forward way, note that we do not make use of the fact that $a \in\{1,2\}$ in any place of the proof. We define the relation

$$
\begin{equation*}
R_{\mathrm{Rate}-1 / 3}:=\left\{\left(D_{1}, D_{2}, D_{3}\right) \in \mathcal{D}: \exists y_{1} \in D_{1}^{Y}, y_{2} \in D_{2}^{Y}, x_{3} \in D_{3}^{X}, y_{1}=y_{2} \oplus x_{3}\right\}, \tag{6.173}
\end{equation*}
$$

where $\mathcal{D}:=\bigcup_{s \in[q+1]}\left(\mathcal{X}_{1} \times \mathcal{Y}\right)^{s} \times \bigcup_{s \in[q+1]}\left(\mathcal{X}_{2} \times \mathcal{Y}\right)^{s} \times \bigcup_{s \in[q+1]}(\mathcal{Y} \times \mathcal{Y})^{s}$. In the following, for $i \in\{1,2.3\}$, we define $\mathfrak{U}_{i}$ to be the uniform distribution over the set of functions from the set $\left\{\mathbf{f}_{i}: \mathcal{X}_{i} \rightarrow \mathcal{Y}_{i}\right\}$. Note however that all of the output sets are the same and we denote them by $\mathcal{Y}$. Moreover $\mathcal{Y}=\{0,1\}^{n}$. We state a lemma giving a bound on the probability of Find for the triple of compressed oracles $\left(\mathrm{CStO}_{\mathfrak{L}_{1}}, \mathrm{CStO}_{\mathfrak{I}_{2}}, \mathrm{CStO}_{\mathfrak{U}_{3}}\right)$. The coefficients are $b_{1}\left(s_{1}, s_{2}, s_{3}\right) \leq s_{2} \cdot s_{3}$, $b_{2}\left(s_{1}, s_{2}, s_{3}\right) \leq s_{1} \cdot s_{3}$, and $b_{3}\left(s_{1}, s_{2}, s_{3}\right)=0$. The $b_{1}$ function is such, because for each output of $\mathbf{f}_{1}$, there are at most $s_{2} \cdot s_{3}$ sums $y_{2} \oplus x_{3}$ of outputs of $\mathbf{f}_{2}$ and inputs of $\mathbf{f}_{3}$ that can bring $D$ to be in $R$. Similarly for $b_{2}$. Outputs of $\mathbf{f}_{3}$ do not cause $D$ to be in relation.

Corollary 6.19. For any quantum adversary A interacting with a punctured oracle $\left(\mathrm{CStO}_{\mathfrak{U}_{1}}, \mathrm{CStO}_{\mathfrak{U}_{2}}, \mathrm{CStO}_{\mathfrak{U}_{3}}\right) \backslash R_{\mathrm{Rate}^{1 / 3} / 3}$, where $R_{\mathrm{Rate}^{1 / 3}}$ is defined in Equation (6.173), the probability of Find is bounded by:

$$
\begin{align*}
& \mathbb{P}\left[\text { Find : } \mathrm{A}\left[\left(\mathrm{CStO}_{\mathfrak{U}_{1}}, \mathrm{CStO}_{\mathfrak{U}_{2}}, \mathrm{CStO}_{\mathfrak{U}_{3}}\right) \backslash R_{\mathrm{RATE}^{1 / 3}}\right]\right] \\
& \leq 36 \frac{q^{3}}{|\mathcal{Y}|}+84 \frac{q^{5}}{|\mathcal{Y}| \sqrt{|\mathcal{Y}|-q^{2}}}+70 \frac{q^{7}}{|\mathcal{Y}|\left(|\mathcal{Y}|-q^{2}\right)} \tag{6.174}
\end{align*}
$$

where $q$ is the maximal number of queries made by A .
For $q \in O(\sqrt[4]{|\mathcal{Y}|})$ the bound above is just $O\left(q^{3} /|\mathcal{Y}|\right)$.

### 6.4.2.6 EDM Relation

The EDM construction is defined in Section 2.5.4. We use the relation

$$
\begin{equation*}
R_{\mathrm{EDM}}:=\left\{\left(D_{1}, D_{2}\right) \in \mathcal{D}: \exists\left(x_{1}, y_{1}\right) \in D_{1}, x_{2} \in D_{2}^{X}, y_{1}=x_{1} \oplus x_{2}\right\} \tag{6.175}
\end{equation*}
$$

where $\mathcal{D}:=\bigcup_{s \in[q+1]}(\mathcal{X} \times \mathcal{Y})^{s} \times \bigcup_{s \in[q+1]}(\mathcal{X} \times \mathcal{Y})^{s}$ and $\mathcal{X}=\{0,1\}^{n}$. We state a corollary giving a bound on the probability of Find for the pair of compressed oracles $\left[\mathrm{H}_{1}, \mathrm{H}_{2}\right]$. For a relation $R_{\mathrm{EDM}}$, the coefficients are $b_{1}\left(s_{1}, s_{2}\right)=s_{2}$ and $b_{2}\left(s_{1}, s_{2}\right)=0$. The coefficient $b_{1}$ is such because for an output of $\boldsymbol{\pi}_{1}$, every input to $\pi_{2}$ gives rise to a possible collision.
Corollary 6.20. For any quantum adversary A interacting with a punctured oracle $\left(\mathrm{CStO}_{\mathcal{Y}}, \mathrm{CStO}_{\mathcal{Y}}\right) \backslash R_{\mathrm{EDM}}$ —where $R_{\mathrm{EDM}}$ is defined in Equation (6.175) -the probability of Find is bounded by:

$$
\begin{equation*}
\mathbb{P}\left[\text { Find }: \mathrm{A}\left[\left(\mathrm{CStO}_{\mathcal{Y}}, \mathrm{CStO}_{\mathcal{Y}}\right) \backslash R_{\mathrm{EDM}}\right]\right] \leq \frac{16 q^{2}}{|\mathcal{Y}|}+\frac{72 q^{7 / 2}}{|\mathcal{Y}| \sqrt{|\mathcal{Y}|-q}}+\frac{98 q^{5}}{|\mathcal{Y}|(|\mathcal{Y}|-q)} \tag{6.176}
\end{equation*}
$$

where $q$ is the maximal number of queries made by A .
For $q \in O(\sqrt[3]{|\mathcal{Y}|})$ the bound above is just $O\left(q^{2} /|\mathcal{Y}|\right)$.

### 6.4.2.7 EDMD Relation

The EDMD construction is defined in Section 2.5.5. We use the relation

$$
\begin{equation*}
R_{\mathrm{EDMD}}:=\left\{\left(D_{1}, D_{2}\right) \in \mathcal{D}: \exists\left(x_{1}, y_{1}\right) \in D_{1}, x_{2} \in D_{2}^{X}, y_{1}=x_{2}\right\} \tag{6.177}
\end{equation*}
$$

where $\mathcal{D}:=\bigcup_{s \in[q+1]}(\mathcal{X} \times \mathcal{Y})^{s} \times \bigcup_{s \in[q+1]}(\mathcal{X} \times \mathcal{Y})^{s}$ and $\mathcal{X}=\{0,1\}^{n}$. We state a corollary giving a bound on the probability of Find for the pair of compressed oracles $\left[\mathrm{H}_{1}, \mathrm{H}_{2}\right]$. The coefficients are $b_{1}\left(s_{1}, s_{2}\right)=s_{2}$ and $b_{2}\left(s_{1}, s_{2}\right)=0$.
Corollary 6.21. For any quantum adversary A interacting with a punctured oracle $\left(\mathrm{CStO}_{\mathcal{Y}}, \mathrm{CStO}_{\mathcal{Y}}\right) \backslash R_{\mathrm{EDMD}}$-where $R_{\mathrm{EDMD}}$ is defined in Equation (6.177)—the probability of Find is bounded by:

$$
\begin{equation*}
\mathbb{P}\left[\text { Find }: \mathrm{A}\left[\left(\mathrm{CStO}_{\mathcal{Y}}, \mathrm{CStO}_{\mathcal{Y}}\right) \backslash R_{\mathrm{EDMD}}\right]\right] \leq \frac{16 q^{2}}{|\mathcal{Y}|}+\frac{72 q^{7 / 2}}{|\mathcal{Y}| \sqrt{|\mathcal{Y}|-q}}+\frac{98 q^{5}}{|\mathcal{Y}|(|\mathcal{Y}|-q)} \tag{6.178}
\end{equation*}
$$

where $q$ is the maximal number of queries made by A .
For $q \in O(\sqrt[3]{|\mathcal{Y}|})$ the bound above is just $O\left(q^{2} /|\mathcal{Y}|\right)$.

### 6.5 The Framework

Let us first sum up our approach to the general task of bounding the distinguishability advantage between two games. We focus on games that use punctured oracles (Definition 6.5) and for those use the O2H lemma (Theorem 6.7). The crucial point in the $\overline{\mathrm{O} 2 \mathrm{H}}$ lemma is finding a bound on $\mathbb{P}[$ Find $]$. Our solution to this problem is presented in Lemma 6.11.

The role of the fundamental game-playing lemma, Lemma 2.22, takes the One-Way to Hiding lemma, Theorem 6.7. In both classical and quantum proofs the most challenging part is bounding the probability of events Bad or Find happening.

We think that this approach is especially useful, when considering lifting the security guarantees from the classical case to the quantum one. That is because a classical proof can be rather easily translated to the quantum world.

The crucial part of games are the bad events, that are the key events that distinguish two games. The role of bad events in quantum proofs take the punctured oracles. The relation we puncture on is the-possibly rephrased-bad event from the classical proof. To correctly translate bad events to relations we identify the set of databases that cause the bad event. When we have the correct relation at hand, the punctured oracle, given $\neg$ Find, holds a superposition of databases distributed in exactly the same way as in the classical game. Hence, the classical reasoning can be often reused.

There are of course some operations and lines of reasoning that cannot be repeated in a proof of quantum security. This is an aspect that has to be analyzed in a case-by-case fashion.
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In this chapter we prove quantum indifferentiability of multiple constructions. We show how the quantum game-playing framework from Chapter 6 can be applied to constructions defined in Section 2.5. Namely, we first present a classical proof and then a quantum one that follows the same structure but employs the techniques of Chapter 6 to derive the final result.

### 7.1 Introduction

The quantum security of domain-extension schemes has been the topic of several recent works. In [SY17; CHS19] the authors study domain extension for message authentication codes and pseudorandom functions. For random inner function, [Zha19a] has proven indifferentiability of the Merkle-Damgård construction which hence has strong security in the QROM. For hash functions in the standard model, quantum generalizations of collision resistance were defined in [Unr16b; Ala+18]. For one of them, collapsingness, some domainextension schemes including the Merkle-Damgård and sponge constructions, have been shown secure [Cza+18; Feh18; Unr16a].

In this chapter we prove a number of indifferentiability results. This strong notion is introduced in Section 2.3.3. We cover multiple cryptographic constructions, described in detail in Section 2.5. The general structure of this chapter is that for every construction we present two proofs of indifferentiability, one classical and one quantum. We always present two proofs to simplify reading the second proof, it follows the same reasoning as the former one. We also want to highlight how similar these proofs are, this similarity is what we consider to be one of the main advantages of our quantum game-playing framework introduced in Chapter 6. In our framework all proofs of quantum indifferentiability can follow the same reasoning and very similar steps as the classical version.

Before we proceed let us remind the reader of the main concepts that are necessary to follow the proof of quantum indifferentiability. The central object of the proof are punctured oracles, defined in Definition. 6.5. They play the role of subroutines that lazy-sample functions and output "True" when a bad event occurs. Readers familiar with the original game-playing framework [BR06] will recognize the crucial subroutines of the classical games. Additionally, punctured oracles are objects that allow to condition probabilistic events on some aspects of quantum queries done by the adversary. This useful feature allows us to sometimes use arguments from the classical proof in the quantum one.

A punctured oracle is built using the compressed-oracle framework and formally includes a quantum database register, as described in detail in Section 6.2. Nonetheless these details are not necessary to follow the contents of this chapter. The only two things to keep in mind are that in general the adversary can make quantum queries to the primitives and that the responses of queries are
saved in the adversary's quantum register $|s, v\rangle$, where $s$ is the query and $v$ is any value in the codomain of the queried function.

The reason we use punctured oracles is that they allow to use the One-way To Hiding ( O 2 H ) lemma. Which is an extremely useful tool for bounding the distinguishability advantage of two quantum games. We cover this lemma in details in Section 6.3. Technically the most demanding part of using the O2H lemma is bounding the probability of any puncturing measurement succeeding (we call this event Find). We compute a bound on $\mathbb{P}$ [Find] useful in the quantum indifferentiability proofs in Section 6.4.2.

The second distinguishability bound that we use is shown in Lemma 6.10. This is a relatively simple statement, that is true for games that are almost identical (Definition 6.9).

We start the chapter with an indifferentiability proof of Comp, a simple construction that was mentioned in [Cor+05], where the authors claim its (classical) indifferentiability. Quantum indifferentiability of Comp is proven in [Zha19a], we comment on this result in the next section. This result is also significant for the discussion in Chapter 8.

In Section 7.3 we focus on Rate-1/3, an interesting construction that uses three non-compressing functions to build a compression function. The construction Rate-1/3 was introduced and proven to be collision-resistant in [SS08].

In sections 7.4 and 7.5 we prove classical and quantum indifferentiability of the EDM and EDMD constructions. These constructions are introduced in [CS16; MN17a] and proven indistinguishable from a random function (given that the internal permutations are random). Our quantum results for the last two constructions are limited to one-way permutations. The reason for that is our inability to quantumly lazy-sample two-way permutations.

In the last section of this chapter we prove quantum indifferentiability of the sponge construction, maintaining the general structure of the classical proof from [Ber+08]. We show quantum security of sponges with random functions as the internal function. We first presented this result in [Cza+19].

We note that when discussing more than two oracles that are punctured with relations that depend on all of them, we use the punctured oracle notation only on those that are directly influenced by the puncturing. The distinguishability bound can be only calculated by considering all of the oracles.

To save space we present multiple algorithms in one. To do that we follow a convention where only the boxed algorithms perform the boxed operations. In case there are actually more than two algorithms, the color of the box also matters. If a line is not surrounded by a box, then all algorithms perform the command. We number the simulators with the number of the game it is first used in.

### 7.2 Composed Functions

The composition construction is defined as $\operatorname{CoMP}_{\mathbf{h}_{1}, \mathbf{h}_{2}}\left(x_{1}, x_{2}\right)=\mathbf{h}_{2}\left(\mathbf{h}_{1}\left(x_{1}\right), x_{2}\right)$, where $\mathbf{h}_{i}: \mathcal{X}_{i} \rightarrow \mathcal{Y}_{i}$ and $\mathcal{Y}_{i}:=\left[N_{i}\right]$ for $i \in\{1,2\}$. The full definition and additional details are presented in Section 2.5.1.

### 7.2.1 Classical Indifferentiability

We start with classical indifferentiability, already mentioned in [Cor+05].
Theorem 7.1. The compression function $\operatorname{Comp}_{\mathbf{h}_{1}, \mathbf{h}_{2}}$ for uniformly random $\mathbf{h}_{1}$ and $\mathbf{h}_{2}$ is $(q, \varepsilon)$-classically indifferentiable for $\varepsilon=5\left(\frac{(q-1) q}{2 N_{1}}+\frac{q^{2}}{N_{1}}\right)$.
Proof. We carry out the proof by starting with the real world and gradually changing the adversary's interface to the ideal world. We define two simulators, the initial $S_{2}$ that just lazy samples the compression functions and $S_{3}$ that is the actual simulator. In Algorithm 7.1 only the boxed algorithms perform the boxed commands.

```
Algorithm 7.1 Classical simulators \(\mathrm{S}_{2}, \mathrm{~S}_{3}\) for \(\mathrm{Comp}_{\mathbf{h}_{1}, \mathbf{h}_{2}}\)
    procedure \(\mathbf{h}_{1}\left(x_{1}\right)\)
        if \(x_{1} \in D_{1}^{X}\) return the corresponding \(y_{1}\)
        \(y_{1} \stackrel{\&}{\leftarrow} \mathcal{Y}_{1}\)
        if \(y_{1} \in D_{1}^{Y}\) then \(\quad \triangleright\) Collision of \(\mathbf{h}_{1}\)
            Set Bad \(_{1}=1\)
        if \(\exists x_{2}:\left(y_{1}, x_{2}\right) \in D_{2}^{X}\) then \(\quad \triangleright\) Preimage of \(\mathbf{h}_{2}\)
            Set \(\mathrm{Bad}_{2}=1\)
        Add \(\left(x_{1}, y_{1}\right)\) to \(D_{1}\) and return \(y_{1}\)
    procedure \(\mathbf{h}_{2}\left(y_{1}, x_{2}\right)\)
        if \(\left(y_{1}, x_{2}\right) \in D_{2}^{X}\) return the corresponding \(y_{2}\)
        if \(\exists\left(x_{1}, y_{1}\right) \in D_{1}\) then
            \(y_{2} \stackrel{\$}{\leftarrow} \mathcal{Y}_{2}\), add \(\left(\left(y_{1}, x_{2}\right), y_{2}\right)\) to \(D_{2}\)
            return \(y_{2}\)
            return \(\mathrm{R}\left(x_{1}, x_{2}\right) \quad \triangleright \mathrm{R}\) : random oracle
        else
            \(y_{2} \stackrel{\&}{\leftarrow} \mathcal{Y}_{2}\), add \(\left(\left(y_{1}, x_{2}\right), y_{2}\right)\) to \(D_{2}\)
            return \(y_{2}\)
```

Game 1 The interface in the first game is (Comp, $\left(\mathbf{h}_{1}, \mathbf{h}_{2}\right)$ ), where the public interface consists of two uniformly random functions $h_{1}$ and $h_{2}$. The definition
of the game is

$$
\begin{equation*}
\text { Game } 1:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{Comp},\left(\mathbf{h}_{1}, \mathbf{h}_{2}\right)\right]\right) . \tag{7.1}
\end{equation*}
$$

Game 2 In the second game we lazy sample the compression functions, the interface is (Comp, $\mathrm{S}_{2}$ ) and the game is defined as

$$
\begin{equation*}
\text { Game } 2:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{Comp}, \mathrm{~S}_{2}\right]\right) . \tag{7.2}
\end{equation*}
$$

This change of the interface is indistinguishable for A:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 2 }]-\mathbb{P}[\text { Game 1 }] \mid=0 . \tag{7.3}
\end{equation*}
$$

Game 3 The interface in the third game is (Comp, $S_{3}$ ), where we introduce the bad events and the random oracle $R$, note that $h_{2}$ is distributed uniformly at random, so adding $R$ does not change the distribution of $\mathbf{h}_{2}$ at all. The definition of the game is

$$
\begin{equation*}
\text { Game } 3:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{Comp}, \mathrm{~S}_{3}\right]\right) . \tag{7.4}
\end{equation*}
$$

The bad events we introduce are $\operatorname{Bad}_{1}$ that is 1 when there occurs a collision of $\mathbf{h}_{1}$ and $\mathrm{Bad}_{2}$ that happens when $\mathbf{h}_{1}$ outputs a part of a past query to $\mathbf{h}_{2}$. The former is important because a collision in $h_{1}$ leads to the same output of Comp but-most probably-not in R. The latter event assigns an input to Comp to an already given output. This event is bad because outputs of Comp are supposed to be exchanged to $R$ and if $S_{3}$ commits to a uniformly random output it will most probably be different from the output of $R$. In this case the adversary could easily distinguish the two worlds. Given no bad events we exclude all possibly inconsistent outputs of $\mathbf{h}_{2}$. The only noticeable change for the adversary are the bad events. To calculate distinguishability we use Lemma 2.22:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 3 }]-\mathbb{P}[\text { Game 2 }] \left\lvert\, \leq \mathbb{P}[\text { Bad }] \leq \frac{(q-1) q}{2 N_{1}}+\frac{q^{2}}{N_{1}}\right. \tag{7.5}
\end{equation*}
$$

where $\operatorname{Bad}=\operatorname{Bad}_{1} \vee \operatorname{Bad}_{2}$. The first term corresponds to collisions in $\mathbf{h}_{1}$ and the second to $y_{1}$ hitting an input of $\mathbf{h}_{2}$.

In the following we denote the size of $D_{2}$ after $i$ queries by $s_{2}(i)$. The latter bound above is achieved as follows:

$$
\begin{equation*}
\mathbb{P}\left[\operatorname{Bad}_{2}\right] \leq \sum_{i=1}^{q} \frac{s_{2}(i)}{N_{1}} \leq \sum_{i=1}^{q} \frac{q}{N_{1}}=\frac{q^{2}}{N_{1}}, \tag{7.6}
\end{equation*}
$$

where in the first inequality we assume that every query is made to $h_{1}$ and use the union bound. The second inequality follows from a bound on the size of $D_{2}$, after the $i$-th query $s_{2}(i) \leq q$.

Game 4 In the last game the interface is $\left(R, S_{3}\right)$, we change the private interface, i.e. the interface giving access to the construction or the random oracle. The definition of the game is

$$
\begin{equation*}
\text { Game } 4:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{R}, \mathrm{~S}_{3}\right]\right) . \tag{7.7}
\end{equation*}
$$

The only source of distinguishing advantage for A are the possible bad events in queries to the private interface. We know, however, that if there are no bad events then Game 3 and Game 4 are distributed in the same way:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 4 \mid \neg \text { Bad }]-\mathbb{P}[\text { Game } 3 \mid \neg \text { Bad }] \mid=0 . \tag{7.8}
\end{equation*}
$$

Using the above identity we derive the final distinguishing advantage:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 4 }]-\mathbb{P}[\text { Game 3 }] \left\lvert\, \leq 4 \mathbb{P}[\text { Bad }] \leq 4\left(\frac{(q-1) q}{2 N_{1}}+\frac{q^{2}}{N_{1}}\right)\right. \tag{7.9}
\end{equation*}
$$

where we use the derivation of Lemma 6.10. To get the first inequality above we consider classical algorithms in place of the quantum ones in Lemma 6.10 and Bad events instead of Find. The event Bad in Equation (7.9) corresponds to Bad in Game 3, we bound the bound from the lemma by the bigger of the two probabilities. Probability of Bad in Game 3 is greater because there are in principle more calls to $\mathrm{S}_{3}$-the private interface also calls the simulator.

With the last game we have shown that there is a simulator that answers the queries to the public interface such that the adversary has negligible advantage in distinguishing the private interface Сомр from a random oracle.

### 7.2.2 Quantum Indifferentiability

Now we go to quantum indifferentiability. The theorem has been already proven in [Zha19a]. Zhandry's proof however uses a different approach to bounding $\mathbb{P}[$ Find $]$ than we, he just uses the collision finding bound. This approach is somewhat unclear so we use the framework developed in Chapter 6. In Zhandry's original paper, indifferentiability is also proven using oracles that are measured after every query (we call them punctured oracles). There, the distinguishing advantage is derived using techniques that are very similar to finding bounds on quantum query complexity (Lemma 9 in [Zha19a]). Such bounds, however, do not assume measurements performed after every query. In principle this might be a source of an error (possibly coming from using wrong assumptions). Through private communication with Zhandry [Zha20] we learned that it is easy to fill in all the necessary details to make the proof work.
Theorem 7.2. The compression function $\operatorname{ComP}_{\mathbf{h}_{1}, \mathbf{h}_{2}}$ for uniformly random $\mathbf{h}_{1}$ and $\mathbf{h}_{2}$ is $(q, \varepsilon)$-quantumly indifferentiable for any $q \in O\left(\sqrt[3]{N_{1}}\right)$ and $\varepsilon=\sqrt{527(q+1) \frac{q^{2}}{N_{1}}}+$ $2108 \frac{q^{2}}{N_{1}}$.

Proof. We carry out the proof by starting with the real world and gradually changing the adversary's interface to the ideal world. We define two simulators, the initial $\mathrm{S}_{2}$ that just lazy samples the compression functions and $\mathrm{S}_{3}$ that is the actual simulator. In Algorithm 7.2 only the boxed algorithm performs the boxed commands. In the following we define $\mathfrak{U}_{i}$ to be the uniform distribution over functions in $\left\{\mathcal{X}_{i} \rightarrow \mathcal{Y}_{i}\right\}$. Even though the relation is defined on both com-

```
Algorithm 7.2 Quantum simulators \(\mathrm{S}_{2}, \mathrm{~S}_{3}\) for \(\operatorname{Comp}_{\mathbf{h}_{1}, \mathbf{h}_{2}}\)
    procedure \(\mathbf{h}_{1}\left(x_{1}\right)\)
        Apply \(\mathrm{CStO}_{\mathfrak{U}_{1}}, \mathrm{CStO}_{\mathfrak{U 1}_{1}} \backslash R_{\text {coll }} \cup R_{\text {CoMP }}\)
    procedure \(\mathbf{h}_{2}\left(y_{1}, x_{2}\right)\)
        if \(\exists\left(x_{1}, y_{1}\right) \in D_{1}\) then
            \begin{tabular}{|l|}
\hline Apply \(\mathrm{CStO}_{\mathfrak{U}_{2}}\) \\
\hline return \(\mathrm{R}\left(x_{1}, x_{2}\right)\) \\
\hline
\end{tabular}
        else
            Apply \(\mathrm{CStO}_{\mathfrak{U}_{2}}\)
```

pressed functions, in Algorithm 7.2 we write it only in the compressed oracles that are directly influenced by the puncturing.

Game 1 The interface in the first game is (Comp, ( $\left.\mathbf{h}_{1}, \mathbf{h}_{2}\right)$ ), where $\mathbf{h}_{1}$ and $\mathbf{h}_{2}$ are just uniformly random functions. The definition of the game is

$$
\begin{equation*}
\text { Game } \mathbf{1}:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{Comp},\left(\mathbf{h}_{1}, \mathbf{h}_{2}\right)\right]\right) . \tag{7.10}
\end{equation*}
$$

Game 2 In the second step we lazy sample the compression functions, the interface is (Сомp, $\mathrm{S}_{2}$ ). The game is defined as

$$
\begin{equation*}
\text { Game } 2:=\left(b=1: b \leftarrow \mathrm{~A}\left[\text { Comp, } \mathrm{S}_{2}\right]\right) . \tag{7.11}
\end{equation*}
$$

Following Theorem 6.3, this change of the interface is indistinguishable for A:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 2 }]-\mathbb{P}[\text { Game 1 }] \mid=0 . \tag{7.12}
\end{equation*}
$$

Game 3 The interface in the third game is (Comp, $\mathrm{S}_{3}$ ), where we introduce the punctured oracle and $R$, introducing the random oracle does not change the distribution of the outputs of $\mathbf{h}_{2}$ so this change does not add to the distinguishability advantage. The new game is

$$
\begin{equation*}
\text { Game } 3:=\left(b=1: b \leftarrow \mathrm{~A}\left[\text { Сомр }, \mathrm{S}_{3}\right]\right) . \tag{7.13}
\end{equation*}
$$

We puncture on the same events as in the classical proof. The only noticeable change for the adversary is the punctured oracle. The distinguishing advantage can be bounded by the O2H lemma, Theorem 6.7:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 3 }]-\mathbb{P}[\text { Game 2 }] \left\lvert\, \leq \sqrt{(q+1) \mathbb{P}[\text { Find }]} \leq \sqrt{(q+1) \frac{527 q^{2}}{N_{1}}}\right. \tag{7.14}
\end{equation*}
$$

where the bound on $\mathbb{P}[$ Find $]$ comes from Corollary 6.18.
Game 4 In the last step of this proof the interface is $\left(R, S_{3}\right)$, we change the private interface, the definition of the game is

$$
\begin{equation*}
\text { Game } 3:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{R}, \mathrm{~S}_{3}\right]\right) . \tag{7.15}
\end{equation*}
$$

Similar to the classical case we have:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 4 \mid \neg \text { Find }]-\mathbb{P}[\text { Game } 3 \mid \neg \text { Find }] \mid=0 . \tag{7.16}
\end{equation*}
$$

Using the above identity we derive the final distinguishing advantage:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 4]-\mathbb{P}[\text { Game 3 }] \left\lvert\, \leq 4 \mathbb{P}[\text { Find }] \leq 2108 \frac{q^{2}}{N_{1}}\right. \tag{7.17}
\end{equation*}
$$

where we use Lemma 6.10, Find is the event of finding the relation in Game 3, we bound the bound from the lemma by the bigger of the two probabilities.

The last game includes the random oracle in the private interface, which concludes the proof.

### 7.3 Rate-1/3 Compression Function

The rate- $1 / 3$ construction is defined as RATE- $^{1} / 3_{\mathbf{f}_{1}, \mathbf{f}_{2}, \mathbf{f}_{3}}\left(x_{1}, x_{2}\right)=$ $\mathbf{f}_{3}\left(\mathbf{f}_{1}\left(x_{1}\right) \oplus \mathbf{f}_{2}\left(x_{2}\right)\right) \oplus \mathbf{f}_{1}\left(x_{1}\right)$, where $\mathbf{f}_{1}: \mathcal{X}_{1} \rightarrow \mathcal{Y}_{1}, \mathbf{f}_{2}: \mathcal{X}_{2} \rightarrow \mathcal{Y}_{2}$, and $\mathbf{f}_{3}: \mathcal{X}_{3} \rightarrow \mathcal{Y}_{3}$, moreover $\mathcal{X}_{3}=\{0,1\}^{n}$ and $\mathcal{Y}_{i}=\{0,1\}^{n}$ for all $i \in\{1,2,3\}, N=2^{n}$. The full definition of the construction is presented in Section 2.5.3.

### 7.3.1 Classical Indifferentiability

Theorem 7.3. The compression function Rate- $1 / 3_{\mathbf{f}_{1}, \mathbf{f}_{2}, \mathbf{f}_{3}}$ for uniformly random $\mathbf{f}_{1}, \mathbf{f}_{2}$, and $\mathbf{f}_{3}$ is $(q, \varepsilon)$-classically indifferentiable for $\varepsilon=10 \frac{q^{3}}{N}$.

Proof. We carry out the proof by starting with the real world and gradually changing the adversary's interface to the ideal world. We define two simulators, the initial $S_{2}$ that just lazy samples the compression functions and $S_{3}$ that is the actual simulator. In Algorithm 7.3 only the boxed algorithm performs the boxed commands.

```
Algorithm 7.3 Classical simulators \(S_{2}, \mathrm{~S}_{3}\) for Rate-1/3 \(\mathrm{f}_{\mathrm{f}_{1}, \mathrm{f}_{2}, \mathrm{f}_{3}}\)
    procedure \(f_{1}\left(x_{1}\right)\)
        if \(x_{1} \in D_{1}^{X}\) return the corresponding \(y_{1}\)
        \(y_{1} \stackrel{\&}{\leftarrow} \mathcal{Y}\)
        if \(\exists y_{2} \in D_{2}^{Y}, x_{3} \in D_{3}^{X}: y_{1}=y_{2} \oplus x_{3}\) then \(\quad \triangleright\) Preimage of \(\mathbf{f}_{3}\)
        Add \(\left(x_{1}, y_{1}\right)\) to \(D_{1}\) and return \(y_{1}\)
    procedure \(f_{2}\left(x_{2}\right)\)
        if \(x_{2} \in D_{2}^{X}\) return the corresponding \(y_{2}\)
        \(y_{2} \stackrel{\$}{\stackrel{\$}{*}}\)
        if \(\exists y_{1} \in D_{1}^{Y}, x_{3} \in D_{3}^{X}: y_{2}=y_{1} \oplus x_{3}\) then \(\quad \triangleright\) Preimage of \(\mathbf{f}_{3}\)
            Set Bad \(_{2}=1\)
        Add \(\left(x_{2}, y_{2}\right)\) to \(D_{2}\) and return \(y_{2}\)
    procedure \(\mathbf{f}_{3}\left(x_{3}\right)\)
        if \(x_{3} \in D_{3}^{X}\) return the corresponding \(y_{3}\)
        if \(\exists y_{1} \in D_{1}^{Y}, y_{2} \in D_{2}^{Y}: x_{3}=y_{1} \oplus y_{2}\) then
        \(y_{3} \stackrel{\&}{\stackrel{8}{\leftarrow}} \boldsymbol{Y}\), add \(\left(x_{3}, y_{3}\right)\) to \(D_{3}\)
        return \(y_{3}\)
        return \(\mathrm{R}\left(x_{1}, x_{2}\right) \oplus y_{1}\)
        else
        \(y_{3} \stackrel{\&}{\leftarrow} \mathcal{Y}\), add \(\left(x_{3}, y_{3}\right)\) to \(D_{3}\)
        return \(y_{3}\)
```

Game 1 The interface in the first game is (Rate-1/3, $\left(f_{1}, f_{2}, f_{3}\right)$ ), where the public interface holds uniformly random $f_{1}, f_{2}$, and $f_{3}$. The definition of the game is

$$
\begin{equation*}
\text { Game } \mathbf{1}:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{Rate}-1 / 3,\left(\mathbf{f}_{1}, \mathbf{f}_{2}, \mathbf{f}_{3}\right)\right]\right) . \tag{7.18}
\end{equation*}
$$

Game 2 In the second game we lazy sample the compression functions, the interface is (Rate-1/3, $S_{2}$ ), the game is defined as

$$
\begin{equation*}
\text { Game } 2:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{Rate}-1 / 3, \mathrm{~S}_{2}\right]\right) . \tag{7.19}
\end{equation*}
$$

This change of the interface is indistinguishable for A:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 2 }]-\mathbb{P}[\text { Game 1 }] \mid=0 . \tag{7.20}
\end{equation*}
$$

Game 3 The interface in the third game is (Rate-1/3, $\mathrm{S}_{3}$ ), where we introduce the bad events and $R$, note that $f_{3}$ is distributed uniformly at random, so adding $R$ does not change the distribution of $f_{3}$ at all. The new game is

$$
\begin{equation*}
\text { Game } 3:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{Rate}-1 / 3, \mathrm{~S}_{3}\right]\right) . \tag{7.21}
\end{equation*}
$$

The bad events we introduce happen when either $f_{1}$ or $f_{2}$ outputs a value that forms a preimage of $f_{3}$. The reason why these events are significant is because if we commit to an output of $f_{3}$ and after that a query to $f_{1}$ or $f_{2}$ finishes the chain of values in the construction, then we introduce a discrepancy between the construction and the random oracle. The only noticeable change for the adversary are the bad event. To calculate distinguishability we use the fundamental game-playing lemma, Lemma 2.22:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 3 }]-\mathbb{P}[\text { Game 2 }] \left\lvert\, \leq \mathbb{P}\left[\operatorname{Bad}_{1} \vee \operatorname{Bad}_{2}\right] \leq 2 \frac{q^{3}}{N}\right. \tag{7.22}
\end{equation*}
$$

where the right hand side follows from the fact that there are at most $s_{2}(i) \cdot s_{3}(i)$ pairs $\left(y_{2}, x_{3}\right)$ that $y_{1}$ can collide with:

$$
\begin{equation*}
\mathbb{P}\left[\operatorname{Bad}_{1}\right] \leq \sum_{i=1}^{q} \frac{s_{2}(i) \cdot s_{3}(i)}{N} \leq \sum_{i=1}^{q} \frac{q^{2}}{N}=\frac{q^{3}}{N}, \tag{7.23}
\end{equation*}
$$

where in the first inequality we use the union bound. The second inequality follows from a bound on the size of $D_{2}$ and $D_{3}$, after the $i$-th query $s_{2}(i), s_{3}(i) \leq q$. The final bound on $\mathbb{P}\left[\operatorname{Bad}_{1} \vee \mathrm{Bad}_{2}\right]$ comes from the union bound and applying Equation (7.23) to $\mathrm{Bad}_{1}$ and $\mathrm{Bad}_{2}$.
Game 4 In the last step of the proof the interface is $\left(R, S_{3}\right)$, we change the private interface and the game is

$$
\begin{equation*}
\text { Game } 4:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{R}, \mathrm{~S}_{3}\right]\right) . \tag{7.24}
\end{equation*}
$$

Similar to the proof of Comp we have:

$$
\begin{equation*}
\mathbb{P}[\text { Game } 4 \mid \neg \text { Bad }]-\mathbb{P}[\text { Game } 3 \mid \neg \text { Bad }] \mid=0 . \tag{7.25}
\end{equation*}
$$

Using the above identity we derive the final distinguishing advantage:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 4]-\mathbb{P}[\text { Game } 3] \left\lvert\, \leq 4 \mathbb{P}[\text { Bad }] \leq 8 \frac{q^{3}}{N}\right., \tag{7.26}
\end{equation*}
$$

where we use the derivation of Lemma 6.10.

### 7.3.2 Quantum Indifferentiability

Quantum indifferentiability can proved in a very similar manner to the classical case.

Theorem 7.4. The compression function Rate- $1 / 3_{\mathbf{f}_{1}, \mathbf{f}_{2}, \mathbf{f}_{3}}$ for uniformly random $\mathbf{f}_{1}, \mathbf{f}_{2}$, and $\mathbf{f}_{3}$ is $(q, \varepsilon)$-quantumly indifferentiable for $q \in O(\sqrt[4]{|\mathcal{Y}|})$ and $\varepsilon=\sqrt{190(q+1) \frac{q^{3}}{N}}+$ $760 \frac{q^{3}}{N}$.

Proof. The proof of quantum indifferentiability mirrors the classical proof. Again we define two simulators, the initial $S_{2}$ that just lazy samples the compression functions and $S_{3}$ that is the actual simulator. In the following we define $\mathfrak{U}_{i}$ to be the uniform distribution over functions in $\left\{\mathcal{X}_{i} \rightarrow \mathcal{Y}_{i}\right\}$.

```
Algorithm 7.4 Quantum simulators \(\mathrm{S}_{2}\), \(\mathrm{S}_{3}\) for Rate- \(1 / 3_{\mathbf{f}_{1}, \mathbf{f}_{2}, \mathrm{f}_{3}}\)
    procedure \(\mathbf{f}_{1}\left(x_{1}\right)\)
        Apply \(\mathrm{CStO}_{\mathfrak{U}_{1}}, \mathrm{CStO}_{\mathfrak{U}_{1}} \backslash R_{\text {Rate- } 1 / 3} \quad \triangleright R_{\mathrm{RAtE}^{1 / 3}}\) defined in (6.173)
    procedure \(\mathbf{f}_{2}\left(x_{2}\right)\)
        Apply \(\mathrm{CStO}_{\mathfrak{U}_{2}}, \mathrm{CStO}_{\mathfrak{U}_{2}} \backslash R_{\text {RAte- } 1 / 3}\)
    procedure \(\mathbf{f}_{3}\left(x_{3}\right)\)
        if \(\exists y_{1} \in D_{1}^{Y}, y_{2} \in D_{2}^{Y}: x_{3}=y_{1} \oplus y_{2}\) then
            Apply \(\mathrm{CStO}_{\mathfrak{U}_{3}}\)
            return \(\mathrm{R}\left(x_{1}, x_{2}\right) \oplus y_{1}\)
        else
            Apply \(\mathrm{CStO}_{\mathfrak{U}_{3}}\)
```

Game 1 The interface in the first game is (Rate-1/3, $\left(\mathbf{f}_{1}, \mathbf{f}_{2}, \mathbf{f}_{3}\right)$ ), where $\mathbf{f}_{1}, \mathbf{f}_{2}$, and $f_{3}$ are uniformly random functions. The definition of the game is

$$
\begin{equation*}
\text { Game } \mathbf{1}:=\left(b=1: b \leftarrow \operatorname{A}\left[\operatorname{Rate}-1 / 3,\left(\mathbf{f}_{1}, \mathbf{f}_{2}, \mathbf{f}_{3}\right)\right]\right) . \tag{7.27}
\end{equation*}
$$

Game 2 In the second step we lazy sample the compression functions, the interface is (Rate-1/3, $S_{2}$ ). The new game is

$$
\begin{equation*}
\text { Game } 2:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{RATE}-1 / 3, \mathrm{~S}_{2}\right]\right) . \tag{7.28}
\end{equation*}
$$

Following Theorem 6.3, this change of the interface is indistinguishable for A:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 2 }]-\mathbb{P}[\text { Game 1 }] \mid=0 \tag{7.29}
\end{equation*}
$$

Game 3 The interface in the third game is ( $\operatorname{Rate}-1 / 3, S_{3}$ ), where we introduce the punctured oracle and $R$, introducing the random oracle does not change the distribution of the outputs of $f_{3}$ so this change does not add to the distinguishability advantage. The new game is defined as

$$
\begin{equation*}
\text { Game } 3:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{Rate}-1 / 3, \mathrm{~S}_{3}\right]\right) . \tag{7.30}
\end{equation*}
$$

We puncture on the same events as in the classical proof, relation $R_{\text {Rate- } 1 / 3 \text { is }}$ defined in Equation (6.173). The only noticeable change for the adversary is the punctured oracle. The distinguishing advantage can be bounded by the O2H lemma, Theorem 6.7:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 3 }]-\mathbb{P}[\text { Game 2 }] \left\lvert\, \leq \sqrt{(q+1) \mathbb{P}[\text { Find }]} \leq \sqrt{190(q+1) \frac{q^{3}}{N}}\right. \tag{7.31}
\end{equation*}
$$

where the bound on $\mathbb{P}[$ Find $]$ comes from Corollary 6.19.
Game 4 In the last step of the proof, the interface is $\left(R, S_{3}\right)$, we change the private interface. The last game is defined as Game $4:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{R}, \mathrm{S}_{3}\right]\right)$. Similar to the proof of Comp we have:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 4 \mid \neg \text { Find }]-\mathbb{P}[\text { Game } 3 \mid \neg \text { Find }] \mid=0 . \tag{7.32}
\end{equation*}
$$

Using the above identity we derive the final distinguishing advantage:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 4]-\mathbb{P}[\text { Game } 3] \left\lvert\, \leq 4 \mathbb{P}[\text { Find }] \leq 760 \frac{q^{3}}{N}\right. \tag{7.33}
\end{equation*}
$$

where we use Lemma 6.10.

### 7.4 Encrypted Davis-Mayer, one-way permutations

We present a proof of quantum indifferentiability of the Encrypted Davis-Mayer construction $\mathrm{EDM}_{\boldsymbol{\pi}_{1}, \boldsymbol{\pi}_{2}}(x):=\boldsymbol{\pi}_{2}\left(\boldsymbol{\pi}_{1}(x) \oplus x\right)$, where $\boldsymbol{\pi}_{1}$ and $\boldsymbol{\pi}_{2}$ are functions $\mathcal{X} \rightarrow \mathcal{X}$ and $\mathcal{X}=\{0,1\}^{n}$. Moreover $N=2^{n}$. Further details on the construction can be found in Section 2.5.4.

### 7.4.1 Classical Indifferentiability

First we prove classical indifferentiability and then follow with the proof of quantum indifferentiability. There is however a limitation to our quantum result. Due to our inability of lazy sampling random permutations, we restrict our result to one-way permutations; The adversary has access to the internal permutations only in the forward direction. Classical indifferentiability is proven for regular permutations and the simulator is constructed in the standard way, that will allow us to translate the full result whenever we learn how to quantum lazy sample random permutations.

Theorem 7.5. The compression function $\mathrm{EDM}_{\pi_{1}, \pi_{2}}$ for uniformly random permutations $\boldsymbol{\pi}_{1}$ and $\boldsymbol{\pi}_{2}$ is ( $q, \varepsilon$ )-classically indifferentiable for $\varepsilon=30 \frac{q^{2}}{N}$.

Proof. We carry out the proof by starting with the real world and gradually changing the adversary's interface to the ideal world. We define two simulators, the initial $S_{2}$ that just lazy samples the compression functions and $S_{3}$ that is the actual simulator.

```
Algorithm 7.5 Classical simulators \(\mathrm{S}_{2}\) and \(\mathrm{S}_{3}\) for \(\mathrm{EDM}_{\pi_{1}, \pi_{2}}\), Part I.
    procedure \(\boldsymbol{\pi}_{1}\left(x_{1}\right)\)
        if \(\exists y_{1}:\left(x_{1}, y_{1}\right) \in D_{1}\) return \(y_{1}\)
        \(y_{1} \stackrel{\&}{\leftarrow} \mathcal{X} \backslash D_{1}^{Y}\)
        if \(\exists\left(x_{2}, y_{2}\right) \in D_{2}: y_{1}=x_{2} \oplus x_{1}\) then \(\quad \triangleright\) Preimage of \(\boldsymbol{\pi}_{2}\)
            Set \(\mathrm{Bad}_{1}^{+}=1\)
        Add \(\left(x_{1}, y_{1}\right)\) to \(D_{1}\) and return \(y_{1}\)
    procedure \(\boldsymbol{\pi}_{1}^{-1}\left(y_{1}\right)\)
        if \(\exists x_{1}:\left(x_{1}, y_{1}\right) \in D_{1}\) return \(x_{1}\)
        \(x_{1} \stackrel{\&}{\leftarrow} \mathcal{X} \backslash D_{1}^{X}\)
        if \(\exists\left(x_{2}, y_{2}\right) \in D_{2}: x_{1}=x_{2} \oplus y_{1}\) then \(\quad \triangleright\) Preimage of \(\boldsymbol{\pi}_{2}\)
            Set \(\operatorname{Bad}_{1}^{-}=1\)
        Add \(\left(x_{1}, y_{1}\right)\) to \(D_{1}\) and return \(x_{1}\)
```

Game 1 The interface in the first game is (EDM, $\left(\boldsymbol{\pi}_{1}, \boldsymbol{\pi}_{2}\right)$ ). Note that the second interface is in fact four interfaces, the adversary has access to the forward and backward directions of the random permutations $\pi_{1}$ and $\pi_{2}$. The definition of the game is

$$
\begin{equation*}
\text { Game } 1:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{EDM},\left(\boldsymbol{\pi}_{1}, \boldsymbol{\pi}_{2}\right)\right]\right) . \tag{7.34}
\end{equation*}
$$

```
Algorithm 7.6 Classical simulators \(\mathrm{S}_{2}\) and \(\mathrm{S}_{3}\) for \(\mathrm{EDM}_{\pi_{1}, \pi_{2}}\), Part II.
    procedure \(\boldsymbol{\pi}_{2}\left(x_{2}\right)\)
        if \(\exists y_{2}:\left(x_{2}, y_{2}\right) \in D_{2}\) return \(y_{2}\)
        if \(\exists\left(x_{1}, y_{1}\right) \in D_{1}: x_{2}=x_{1} \oplus y_{1}\) then
            \(y_{2} \stackrel{\$}{\leftarrow} \mathcal{X} \backslash D_{2}^{Y}\), add \(\left(x_{2}, y_{2}\right)\) to \(D_{2}\)
            return \(y_{2}\)
            if \(\exists y_{2} \in D_{2}^{Y}: \mathrm{R}\left(x_{1}\right)=y_{2}\) then \(\quad \triangleright\) Collision
            Set \(\mathrm{Bad}_{2,1}^{+}=1\)
            return \(\mathrm{R}\left(x_{1}\right)\)
        else
            \(y_{2} \stackrel{\$}{\leftarrow} \mathcal{X} \backslash D_{2}^{Y}\)
            if \(\exists\left(x_{1}, y_{1}\right) \in D_{1}: y_{2}=\mathrm{R}\left(x_{1}\right)\) then \(\quad \triangleright\) Collision
                Set \(\mathrm{Bad}_{2,2}^{+}=1\)
            Add \(\left(x_{2}, y_{2}\right)\) to \(D_{2}\) and return \(y_{2}\)
    procedure \(\boldsymbol{\pi}_{2}^{-1}\left(y_{2}\right)\)
        if \(\exists x_{2}:\left(x_{2}, y_{2}\right) \in D_{2}\) return \(x_{2}\)
        if \(\exists\left(x_{1}, y_{1}\right) \in D_{1}: \mathrm{R}\left(x_{1}\right)=y_{2}\) then
            \(x_{2} \stackrel{\$}{\leftarrow} \mathcal{X} \backslash D_{2}^{X}\), add \(\left(x_{2}, y_{2}\right)\) to \(D_{2}\)
            return \(x_{2}\)
            if \(\exists x_{2} \in D_{2}^{X}: x_{1} \oplus y_{1}=x_{2}\) then \(\quad \triangleright\) Not a function
            Set \(\operatorname{Bad}_{2,1}^{-}=1\)
            return \(x_{1} \oplus y_{1}\)
        else
            \(x_{2} \stackrel{\$}{\leftarrow} \mathcal{X} \backslash D_{2}^{X}\)
            if \(\exists\left(x_{1}, y_{1}\right) \in D_{1}: x_{2}=x_{1} \oplus y_{1}\) then \(\quad \triangleright\) Image of \(\boldsymbol{\pi}_{1}\)
                Set Bad \(_{2,2}^{-}=1\)
            Add \(\left(x_{2}, y_{2}\right)\) to \(D_{2}\) and return \(x_{2}\)
```

Game 2 In the second step we lazy sample the permutations, the interface is (EDM, $S_{2}$ ). The new game is defined as

$$
\begin{equation*}
\text { Game } 2:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{EDM}, \mathrm{~S}_{2}\right]\right) . \tag{7.35}
\end{equation*}
$$

This change of the interface is indistinguishable for A :

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 2 }]-\mathbb{P}[\text { Game 1 }] \mid=0 . \tag{7.36}
\end{equation*}
$$

Game 3 The interface in the third game is $\left(E D M, S_{3}\right)$, where we introduce the bad events and R. Conditioned on $\neg$ Bad the games are identically distributed, introducing the random oracle does not change the distribution of the outputs so this change does not add to the distinguishability advantage. The new game is

$$
\begin{equation*}
\text { Game } 3:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{EDM}, \mathrm{~S}_{3}\right]\right) . \tag{7.37}
\end{equation*}
$$

There are two main sources of bad events: First being when a link between $\pi_{1}$ and $\pi_{2}$ is created; By this we mean that $S_{3}$ had already committed to the input output pair of $\boldsymbol{\pi}_{1}$ or $\boldsymbol{\pi}_{2}$ and the output of the queried function fits the construction and can be treated as part fo the input (or output) to the second function. The second source of errors are collisions of $y_{2}$ with $\mathrm{R}\left(x_{1}\right)$ or $x_{2}$ with $x_{1} \oplus y_{1}$. The only noticeable change for the adversary are the bad event. To calculate distinguishability we use Lemma 2.22:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 3 }]-\mathbb{P}[\text { Game 2 }] \left\lvert\, \leq \mathbb{P}[\text { Bad }] \leq 6 \frac{q^{2}}{N}\right. \tag{7.38}
\end{equation*}
$$

where $\operatorname{Bad}=\operatorname{Bad}_{1}^{+} \vee \operatorname{Bad}_{1}^{-} \vee \operatorname{Bad}_{2,1}^{+} \vee \operatorname{Bad}_{2,2}^{+} \vee \operatorname{Bad}_{2,1}^{-} \vee \operatorname{Bad}_{2,2}^{-}$. Bound on $\mathbb{P}[\mathrm{Bad}]$ is derived similarly to Equation (7.6). By the union bound we split the events and bound every term by the greatest probability of a bad event (corresponding to the collision events).
Game 4 In the last game of the proof the interface is ( $R, S_{3}$ ), we change the private interface. Similar to the proof of Comp we have

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 4 \mid \neg \text { Bad }]-\mathbb{P}[\text { Game } 3 \mid \neg \text { Bad }] \mid=0 . \tag{7.39}
\end{equation*}
$$

Using the above identity we derive the final distinguishing advantage:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 4 }]-\mathbb{P}[\text { Game } 3] \left\lvert\, \leq 4 \mathbb{P}[\text { Bad }] \leq 24 \frac{q^{2}}{N}\right., \tag{7.40}
\end{equation*}
$$

where we use the derivation of Lemma 6.10. This ends the proof of indifferentiability of the EDM construction.

### 7.4.2 Quantum Indifferentiability

Quantum indifferentiability is proved in a very similar manner to the classical one. An important difference from the classical result is that we consider only one-way permutations. That means the adversary gets only forward access to the permutations. The source of this limitation is our inability to quantumly lazy-sample a random permutation.

Theorem 7.6. The compression function $\mathrm{EDM}_{\pi_{1}, \pi_{2}}$ for uniformly random one-way permutations $\boldsymbol{\pi}_{1}$ and $\boldsymbol{\pi}_{2}$ is $(q, \varepsilon)$-quantumly indifferentiable for $q \in O(\sqrt[3]{|\mathcal{Y}|})$ and $\varepsilon=\frac{\pi^{2}}{3} \frac{(q+2)^{3}}{N}+744 \frac{q^{2}}{N}+\sqrt{186(q+1) \frac{q^{2}}{N}}$.
Proof. The proof of quantum indifferentiability mirrors the classical proof. Again we define two simulators, the initial $S_{2}$ that just lazy samples the compression functions and $\mathrm{S}_{3}$ that is the actual simulator.

```
Algorithm 7.7 Quantum simulators \(\mathrm{S}_{2}, \mathrm{~S}_{3}\) for \(\mathrm{EDM}_{\pi_{1}, \pi_{2}}\).
    procedure \(\boldsymbol{\pi}_{1}\left(x_{1}\right)\)
        Apply \(\mathrm{CStO}_{\mathcal{Y}}, \mathrm{CStO}_{\mathcal{Y}} \backslash R_{\mathrm{EDM}} \quad \triangleright\) Preimage of \(\boldsymbol{\pi}_{2}\)
    procedure \(\boldsymbol{\pi}_{2}\left(x_{2}\right)\)
        if \(\exists\left(x_{1}, y_{1}\right) \in D_{1}: x_{2}=x_{1} \oplus y_{1}\) then
            Apply \(\mathrm{CStO}_{\mathcal{Y}}\), return \(\mathrm{R}\left(x_{1}\right)\)
        else
            Apply \(\mathrm{CStO}_{\mathcal{Y}}\)
```

Game 1 The interface in the first game is $\left(\operatorname{EDM},\left(\boldsymbol{\pi}_{1}, \boldsymbol{\pi}_{2}\right)\right)$, where $\boldsymbol{\pi}_{1}$ and $\boldsymbol{\pi}_{2}$ are uniformly random permutations. The adversary has access only to the forward direction of the permutations. The definition of the game is

$$
\begin{equation*}
\text { Game } 1:=\left(b=1: b \leftarrow \operatorname{A}\left[\operatorname{EDM},\left(\boldsymbol{\pi}_{1}, \boldsymbol{\pi}_{2}\right)\right]\right) . \tag{7.41}
\end{equation*}
$$

Game 2 In the second game we lazy sample the compression functions, the interface is $\left(E D M, S_{2}\right)$. The new game is defined as

$$
\begin{equation*}
\text { Game } 2:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{EDM}, \mathrm{~S}_{2}\right]\right) . \tag{7.42}
\end{equation*}
$$

To swap the internal functions from random permutations to compressed oracles we first swap the permutations to random functions, then lazy sample the random functions. The first step can be bounded by using Theorem 7 in [Zha15a]; The bound is $\frac{\pi^{2}}{3} \frac{(q+2)^{3}}{N}$. Compressing a random function is done without error, as proven in Theorem 6.3:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 2 }]-\mathbb{P}[\text { Game } \mathbf{1}] \left\lvert\, \leq \frac{\pi^{2}}{3} \frac{(q+2)^{3}}{N}\right. \tag{7.43}
\end{equation*}
$$

Game 3 The interface in the third game is ( $E D M, S_{3}$ ), where we introduce the punctured oracle and $R$, introducing the random oracle does not change the distribution of the outputs. The new game is

$$
\begin{equation*}
\text { Game } 3:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{EDM}, \mathrm{~S}_{3}\right]\right) . \tag{7.44}
\end{equation*}
$$

We puncture on the same events as in the classical proof, the relation $R_{\text {EDM }}$ is defined in Equation (6.175). The only noticeable change for the adversary is the punctured oracle. The distinguishing advantage can be bounded by the O2H lemma, Theorem 6.7:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 3 }]-\mathbb{P}[\text { Game 2 }] \left\lvert\, \leq \sqrt{(q+1) \mathbb{P}[\text { Find }]} \leq \sqrt{186(q+1) \frac{q^{2}}{N}}\right. \tag{7.45}
\end{equation*}
$$

where the bound on $\mathbb{P}[$ Find $]$ comes from Corollary 6.20.
Game 4 In the last game the interface is ( $R, S_{3}$ ), we change the private interface. The last game is defined as

$$
\begin{equation*}
\text { Game } 4:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{R}, \mathrm{~S}_{3}\right]\right) . \tag{7.46}
\end{equation*}
$$

Similar to the proof of Comp we have:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 4 \mid \neg \text { Bad }]-\mathbb{P}[\text { Game } 3 \mid \neg \text { Bad }] \mid=0 . \tag{7.47}
\end{equation*}
$$

Using the above identity we derive the final distinguishing advantage:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 4]-\mathbb{P}[\text { Game } 3] \left\lvert\, \leq 4 \mathbb{P}[\text { Find }] \leq 4 \cdot 186 \frac{q^{2}}{N}\right. \tag{7.48}
\end{equation*}
$$

where we use Lemma 6.10.

### 7.5 Encrypted Davis-Mayer Dual, one-way permutations

We present a proof of quantum indifferentiability of the Encrypted Davis-Mayer Dual construction. Details on the construction can be found in Section 2.5.5. The setting is the same as in the previous section. We just present the simulators, because all the rest follows exactly the proofs from Section 7.4.

### 7.5.1 Classical Indifferentiability

Theorem 7.7. The compression function $\mathrm{EDMD}_{\pi_{1}, \pi_{2}}$ for uniformly random permutations $\boldsymbol{\pi}_{1}$ and $\boldsymbol{\pi}_{2}$ is ( $q, \varepsilon$ )-classically indifferentiable for $\varepsilon=15 \frac{q^{2}}{N}$.

```
Algorithm 7.8 Classical simulators \(\mathrm{S}_{2}\) and \(\mathrm{S}_{3}\) for EDMD \(\boldsymbol{\pi}_{1, \pi_{2}}\).
    procedure \(\boldsymbol{\pi}_{1}\left(x_{1}\right)\)
        if \(\exists y_{1}:\left(x_{1}, y_{1}\right) \in D_{1}\) return \(y_{1}\)
        \(y_{1} \stackrel{\&}{\leftarrow} \mathcal{X} \backslash D_{1}^{Y}\)
        if \(\exists\left(x_{2}, y_{2}\right) \in D_{2}: y_{1}=x_{2}\) then \(\quad \triangleright\) Preimage of \(\boldsymbol{\pi}_{2}\)
                Set \(\mathrm{Bad}_{1}^{+}=1\)
    Add \(\left(x_{1}, y_{1}\right)\) to \(D_{1}\) and return \(y_{1}\)
    procedure \(\boldsymbol{\pi}_{1}^{-1}\left(y_{1}\right)\)
    if \(\exists x_{1}:\left(x_{1}, y_{1}\right) \in D_{1}\) return \(x_{1}\)
    \(x_{1} \stackrel{\$}{\leftarrow} \mathcal{X} \backslash D_{1}^{X}\), add \(\left(x_{1}, y_{1}\right)\) to \(D_{1}\)
    return \(x_{1}\)
    procedure \(\boldsymbol{\pi}_{2}\left(x_{2}\right)\)
    if \(\exists y_{2}:\left(x_{2}, y_{2}\right) \in D_{2}\) return \(y_{2}\)
    \(y_{2} \stackrel{\stackrel{\leftrightarrow}{\leftarrow}}{\leftarrow} \mathcal{X} \backslash D_{2}^{Y}\), add \(\left(x_{2}, y_{2}\right)\) to \(D_{2}\)
    return \(y_{2}\)
    \(x_{1} \leftarrow \boldsymbol{\pi}_{1}^{-1}\left(x_{2}\right)\)
    if \(\mathrm{R}\left(x_{1}\right) \oplus x_{2} \in D_{2}^{Y}\) then \(\triangleright\) Collision
        Set Bad \(_{2}^{+}=1\)
    Add \(\left(x_{2}, \mathrm{R}\left(x_{1}\right) \oplus x_{2}\right)\) to \(D_{2}\) and return \(\mathrm{R}\left(x_{1}\right) \oplus x_{2}\)
    procedure \(\boldsymbol{\pi}_{2}^{-1}\left(y_{2}\right)\)
    if \(\exists x_{2}:\left(x_{2}, y_{2}\right) \in D_{2}\) return \(x_{2}\)
        \(x_{2} \stackrel{\Phi}{\leftarrow} \mathcal{X} \backslash D_{2}^{X}\), add \(\left(x_{2}, y_{2}\right)\) to \(D_{2}\)
        return \(y_{2}\)
        \(x_{1} \stackrel{\$}{\leftarrow} \mathcal{X} \backslash D_{1}^{X}, y_{1}:=\mathrm{R}\left(x_{1}\right) \oplus y_{2}, x_{2}:=\mathrm{R}\left(x_{1}\right) \oplus y_{2}\)
        if \(y_{1} \in D_{1}^{Y}\) or \(x_{2} \in D_{2}^{X}\) then \(\triangleright\) Collision
            Set Bad \(_{2}^{-}=1\)
        Add \(\left(x_{2}, y_{2}\right)\) to \(D_{2}\) and \(\left(x_{1}, y_{1}\right)\) to \(D_{1}\)
        return \(x_{2}\)
```

Proof. The simulators are presented in Algorithm 7.8
Game 1 The interface in the first game is (EDMD, $\left(\boldsymbol{\pi}_{1}, \boldsymbol{\pi}_{2}\right)$ ). Note that the second interface is in fact four interfaces, the adversary has access to the forward and backward directions of the uniformly random permutations $\boldsymbol{\pi}_{1}$ and $\boldsymbol{\pi}_{2}$. The definition of the game is

$$
\begin{equation*}
\text { Game } 1:=\left(b=1: b \leftarrow \operatorname{A}\left[\operatorname{EDMD},\left(\boldsymbol{\pi}_{1}, \boldsymbol{\pi}_{2}\right)\right]\right) . \tag{7.49}
\end{equation*}
$$

Game 2 In the second game we lazy sample the permutations, the interface is (EDMD, $S_{2}$ ). The definition of the new game is

$$
\begin{equation*}
\text { Game } 2:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{EDMD}, \mathrm{~S}_{2}\right]\right) . \tag{7.50}
\end{equation*}
$$

This change of the interface is indistinguishable for A :

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 2 }]-\mathbb{P}[\text { Game } \mathbf{1}] \mid=0 \tag{7.51}
\end{equation*}
$$

Game 3 The interface in the third game is (EDMD,$S_{3}$ ). We change the source of randomness but as R is uniformly random, the conditional distributions are the same. The new game is

$$
\begin{equation*}
\text { Game } 3:=\left(b=1: b \leftarrow \mathrm{~A}\left[E D M D, \mathrm{~S}_{3}\right]\right) . \tag{7.52}
\end{equation*}
$$

Hence the only source of distinguishing advantage are the bad events. Bad events occur whenever a new output collides with the previous ones. To calculate distinguishability we use Lemma 2.22:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 3 }]-\mathbb{P}[\text { Game 2 }] \left\lvert\, \leq \mathbb{P}[\text { Bad }] \leq 3 \frac{q^{2}}{N}\right., \tag{7.53}
\end{equation*}
$$

where $\mathrm{Bad}=\mathrm{Bad}_{1}^{+} \vee \mathrm{Bad}_{2}^{+} \vee \mathrm{Bad}_{2}^{-}$. A bound on $\mathbb{P}[\mathrm{Bad}]$ is derived by using the union bound, note that when querying $\pi_{2}^{-1}$ a collision might occur in $D_{1}$ and $D_{2}$.
Game 4 In the last game, defined as

$$
\begin{equation*}
\text { Game } 4:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{R}, \mathrm{~S}_{3}\right]\right), \tag{7.54}
\end{equation*}
$$

the interface is $\left(R, S_{3}\right)$, we change the private interface. Similar to the proof of Comp we have

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } \mathbf{4} \mid \neg \text { Bad }]-\mathbb{P}[\text { Game } 3 \mid \neg \text { Bad }] \mid=0 . \tag{7.55}
\end{equation*}
$$

Using the above identity we derive the final distinguishing advantage:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 4]-\mathbb{P}[\text { Game } 3] \left\lvert\, \leq 4 \mathbb{P}[\text { Bad }] \leq 12 \frac{q^{2}}{N}\right. \tag{7.56}
\end{equation*}
$$

where we use the derivation of Lemma 6.10.

### 7.5.2 Quantum Indifferentiability

Quantum indifferentiability is proved in a very similar manner to the classical one. An important difference from the classical result is that we consider only one-way permutations. That means the adversary gets only forward access to the permutations. The source of this limitation is our inability to quantumly lazy-sample a random permutation.

Theorem 7.8. The compression function $\mathrm{EDMD}_{\pi_{1}, \pi_{2}}$ for uniformly random one-way permutations $\boldsymbol{\pi}_{1}$ and $\boldsymbol{\pi}_{2}$ is $(\varepsilon, q)$-quantumly indifferentiable for $q \in O(\sqrt[3]{|\mathcal{Y}|})$ and $\varepsilon=\frac{\pi^{2}}{3} \frac{(q+2)^{3}}{N}+744 \frac{q^{2}}{N}+\sqrt{186(q+1) \frac{q^{2}}{N}}$.

Proof. The proof of quantum indifferentiability mirrors the classical proof. Again we define two simulators, the initial $S_{2}$ that just lazy samples the compression functions and $\mathrm{S}_{3}$ that is the actual simulator.

```
Algorithm 7.9 Quantum simulators \(S_{2}, S_{3}\) for EDMD \(_{\pi_{1}, \pi_{2}}\).
    procedure \(\boldsymbol{\pi}_{1}\left(x_{1}\right)\)
        Apply \(\mathrm{CStO}_{\mathcal{Y}}, \mathrm{CStO}_{\mathcal{Y}} \backslash R_{\text {EDMD }} \quad \triangleright\) Preimage of \(\boldsymbol{\pi}_{2}\)
    procedure \(\boldsymbol{\pi}_{2}\left(x_{2}\right)\)
        if \(\exists\left(x_{1}, y_{1}\right) \in D_{1}: x_{2}=x_{1} \oplus y_{1}\) then
            Apply \(\mathrm{CStO}_{\mathcal{Y}}\), return \(\mathrm{R}\left(x_{1}\right)\)
        else
            Apply \(\mathrm{CStO}_{y}\)
```

Rest of the proof is exactly the same as the proof of Theorem 7.6.

### 7.6 Sponges with Random Functions

In the game-playing proofs and Algorithms 7.10 and 7.11 described in this chapter we use the following convention: every version of the algorithm executes the part of the code that is not boxed and among the boxed statements only the part that is inside the box in the color corresponding to the color of the name in the definition.

In the case of an adversary querying a random function $\mathbf{f}$ we are going to treat the sponge graph as being created one edge per query. The graph $G$ then symbolizes the current state of knowledge of the adversary of the internal function. Note that this dynamical graph can be created efficiently by focusing solely on nodes that appear in the queried edges.

The simulators defined in the proofs in this section are implicitly stateful. They maintain a classical or quantum state containing a database of the adversary's queries and the simulator's outputs. Using that database the simulator can always construct a sponge graph containing all the current knowledge of $f$.

### 7.6.1 Classical Indifferentiability

For the proof of indifferentiability we also need an upper bound on the probability of finding a collision in the inner part of outputs of a uniformly random function $\mathrm{f}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{A} \times \mathcal{C}$. Considering how Sponge is defined we want a bound on finding collisions and zero-preimages. We define the bound as a function of the number of queries $q$ to f :

$$
\begin{equation*}
\mathbf{f}_{\mathrm{coll}}(q):=\frac{q(q+1)}{2|\mathcal{C}|}, \tag{7.57}
\end{equation*}
$$

the bound can be derived in the standard way. The probability that any classical algorithm finds a collision or a preimage of zero in $[N]$ after $q$ queries is:

$$
\begin{equation*}
\mathbb{P}[\text { coll } \cup \text { preim } \leftarrow \mathrm{A}] \leq \sum_{i=1}^{q} \frac{i}{N}=\frac{q(q+1)}{2 N}, \tag{7.58}
\end{equation*}
$$

where we use the union bound and note that after $i$ queries the adversary can either find the preimeage of zero or hit any of the previous outputs, producing a collision. For a more detailed derivation we refer to Appendix A. 4 in [KL14].

First we present a slightly modified proof of indifferentiability from [Ber+08]. In a recent paper [Alm+19] the proof of indifferentiability of Sponge was formally verified using the EasyCrypt proof assistant. We modify the original proof to better fit the framework of game-playing proofs. It is not our goal to obtain the tightest bounds nor the simplest (classical) proof. Instead, our classical game-playing proof paves the way to the quantum security proof which is presented in the next section.

Theorem 7.9 (Classical indifferentiability of Sponge). Sponge
Sponge $_{\mathbf{f}}[\mathrm{PAD}, \mathcal{A}, \mathcal{C}]$ calling a random function $\mathbf{f}$ is $(q, \varepsilon)$-indifferentiable from a random oracle, for classical adversaries for any $q<|\mathcal{C}|$ and $\varepsilon=8 \frac{q(q+1)}{2|\mathcal{C}|}$.

Proof. The proof proceeds in six games that we show to be indistinguishable. We start with the real world: the public interface corresponding to the internal function $f$ is a random transformation and the private interface is SPongef. Then in a series of games we gradually change the environment of the adversary to finally reach the ideal world, where the public interface is simulated by the simulator and the private interface is a random oracle $R$. The simulators used in different games of the proof are defined in Algorithm 7.10, the index of

```
Algorithm 7.10 Classical \(\mathrm{S}_{2}, \mathrm{~S}_{3}, \mathrm{~S}_{4},, \mathrm{I}_{6}\), functions
    State: current sponge graph \(G\)
    input: \(s \in \mathcal{A} \times \mathcal{C}\)
    output: \(\mathbf{f}(s)\)
    if \(s\) has no outgoing edge then \(\quad \triangleright\) Fresh query
        if \(\hat{s} \in \mathcal{R} \wedge \mathcal{R} \cup \mathcal{U} \neq \mathcal{C}\) then \(\quad \triangleright \hat{s}\)-rooted, no saturation
        \(\hat{t} \stackrel{\&}{\leftarrow} \mathcal{C}, \quad\) if \(\hat{t} \in \mathcal{R} \cup \mathcal{U}\), set Bad \(=1, \hat{t} \stackrel{\$}{\leftarrow} \mathcal{C} \backslash(\mathcal{R} \cup \mathcal{U})\)
            Construct a path to \(s: p:=\operatorname{SpPath}(s, G)\)
            if \(\exists x: p=\operatorname{PAD}(x)\) then
                \(\bar{t} \stackrel{\$}{\leftarrow} \mathcal{A}\)
                \(\bar{t}:=\mathrm{R}(x)\)
            else
                \(\bar{t} \stackrel{\&}{\leftarrow} \mathcal{A}\)
            \(t:=(\bar{t}, \hat{t})\)
        else
            \(t \stackrel{\$}{\leftarrow} \mathcal{A} \times \mathcal{C}\)
        Add an edge \((s, t)\) to \(\mathcal{E}\).
    Set \(t\) to the vertex at the end of the edge starting at \(s\)
    return \(t\)
```

the simulator corresponds to the game in which the simulator is used. Explanations of the simulators follow.
Game 1 We start with the real world where the distinguisher A has access to a random function $\mathrm{f}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{A} \times \mathcal{C}$ and Spongef using this random function. The formal definition of the first game is the event

$$
\begin{equation*}
\text { Game } 1:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{SPONGE}_{\mathbf{f}}, \mathbf{f}\right]\right) . \tag{7.59}
\end{equation*}
$$

Game 2 In the second game we introduce the simulator $S_{2}$-defined in Algorithm 7.10 -that lazy-samples the random function f. In Algorithm 7.10 we define all simulators of this proof at once, but note that the behavior of $S_{2}$ is not influenced by any of the conditional "if" statements (in lines 1, 2, and 5), because in the end, the output state $t$ is picked uniformly from $\mathcal{A} \overline{\times} \overline{\mathcal{C}}$ anyway. The definition of the second game is

$$
\begin{equation*}
\text { Game } 2:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{SongE}_{2}, \mathrm{~S}_{2}\right]\right) . \tag{7.60}
\end{equation*}
$$

Because the simulator $S_{2}$ perfectly models a random function and we use the same function for the private interface we have

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 2 }]-\mathbb{P}[\text { Game 1 }] \mid=0 . \tag{7.61}
\end{equation*}
$$

Game 3 In the next step we modify $S_{2}$ to $S_{3}$. The game is then

$$
\begin{equation*}
\text { Game } 3:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{SPONGE}_{3}, \mathrm{~S}_{3}\right]\right) . \tag{7.62}
\end{equation*}
$$

We made a single change in $S_{3}$ compared to $S_{2}$, we introduce the "bad" event Bad that marks the difference between algorithms. The intuition behind the event Bad is that if the new query ends up in $\mathcal{R}$ we found an inner collision or a preimage of zero. This is because all supernodes in $\mathcal{R}$ are the output of a query or are just 0 . If on the other hand $\hat{t} \in \mathcal{U}$, the simulator might be caught on an inconsistency. If a node has an outgoing edge and is not in $\mathcal{R}$, then the outer part of the output is a uniformly random value, not an output of H as will be desired in the next game. We use this event as the bad event in Lemma 2.22. With such a change of the simulators we can use Lemma 2.22 to bound the difference of probabilities:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 3 }]-\mathbb{P}[\text { Game 2 }] \mid \leq \mathbb{P}[\text { Bad }] . \tag{7.63}
\end{equation*}
$$

We can use the bound because in the worse case (i.e., all previous queries being in $\mathcal{R} \cup \mathcal{U}$ ) the bad event is equivalent to finding inner-collisions or preimages of zero.

It is quite easy to bound $\mathbb{P}[\mathrm{Bad}=1]$ as it is the probability of finding a collision or preimage of the root in the set $\mathcal{C}$ having made $q$ random samples. Therefore we have that

$$
\begin{equation*}
\mathbb{P}[\operatorname{Bad}=1] \leq \mathbf{f}_{\mathrm{coll}}(q), \tag{7.64}
\end{equation*}
$$

where $f_{\text {coll }}$ is defined in Equation (7.57). The bound is not necessarily tight as not all queries are made to rooted nodes.

Game 4 In this step we introduce the random oracle $R$ but only to generate the outer part of the output of $f$. The game is defined as

$$
\begin{equation*}
\text { Game } 4:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{SPONGE}_{4}, \mathrm{~S}_{4}^{\mathrm{R}}\right]\right) \tag{7.65}
\end{equation*}
$$

We observe that if $\mathrm{Bad}=0$ the outputs are identically distributed.
Claim 7.10. Given that $\mathrm{Bad}=0$ the mentioned games are the same:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 4 \mid \neg \text { Bad }]-\mathbb{P}[\text { Game } 3 \mid \neg \text { Bad }] \mid=0 . \tag{7.66}
\end{equation*}
$$

Proof. Note that the inner part is distributed in the same way in both games if $\neg$ Bad, so we only need to take care of the outer part of the output. The problem might lie in the outer part, as we modify the output from a random sample to $\mathrm{R}(x)$. If $\mathrm{Bad}=0$ then $\hat{t}$ is not rooted and has no outgoing edge. Given that Bad was never set to 1 , the whole graph $G$ does not contain two paths leading to the same supernode (Lemma 1 in [Ber+08]). Hence, $x$ was not queried before and is uniformly random. This reasoning is made more formal in Lemma 1 and Lemma 2 of [Ber+08].

The two games are identical-until-bad, this implies that the probability of setting Bad to one in both games is the same $\mathbb{P}[\operatorname{Bad}=1$ : Game 3$]=\mathbb{P}[$ Bad $=$ 1 : Game 4]. Together with the above claim we can derive the advantage:

$$
\begin{align*}
& \mid \mathbb{P}[\text { Game 4 }]-\mathbb{P}[\text { Game 3 }]|\stackrel{\text { Claim } 7.10}{=}| \mathbb{P}[\text { Game 4 } \mid \neg \text { Bad }] \\
& \cdot \underbrace{(\mathbb{P}[\neg \text { Bad : Game 4 }]-\mathbb{P}[\neg \text { Bad : Game 3 }]])}_{=0} \\
& +\underbrace{\mathbb{P}[\text { Game } 4 \mid \text { Bad }] \mathbb{P}[\text { Bad }]-\underbrace{\mathbb{P}[\text { Game 3 } \mid \text { Bad }]}_{\leq 1} \mathbb{P}[\text { Bad }] \mid}_{\leq 1}  \tag{7.67}\\
& \begin{array}{|l|l}
\Delta \text {-inEquation } \\
\leq \mathbb{P}[\text { Bad }] .
\end{array} \tag{7.68}
\end{align*}
$$

Note that the above derivation follows the proof of Lemma 6.10, with $\mathrm{H} \backslash R_{1}$ replaced by Game 4, $\mathrm{G} \backslash R_{2}$ replaced by Game 3, and event Find replaced by Bad.
Game 5 In this stage of the proof we change the private interface to contain the actual random oracle. The simulator is the same as before and the game is

$$
\begin{equation*}
\text { Game } 5:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{R}, \mathrm{~S}_{4}^{\mathrm{R}}\right]\right) \tag{7.69}
\end{equation*}
$$

Conditioned on $\mathrm{Bad}=0$, the outputs of the simulator in Game 4 and Game 5 are consistent with R. Moreover conditioned on Bad $=0$ the probabilities of A outputting 1 are the same. Note that the inner states are generated by the same pseudocode and the outer states are distributed in the same way. To calculate the adversary's advantage in distinguishing between the two games we can follow the proof of Lemma 6.10 and Equation (7.68). As the derivation of Lemma 6.10 uses no quantum mechanical arguments and the assumption holds-the games are identical conditioned on Bad $=0$-the bound holds:

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 5]-\mathbb{P}[\text { Game } 4] \mid \leq 4 \mathbb{P}[\text { Bad }] \leq 4 \mathbf{f}_{\text {coll }}(q) \tag{7.70}
\end{equation*}
$$

Game 6 In the last game we use $\mathrm{I}_{6}$ (we call it I for ideal, that is the world we arrive in the last step of the proof), a simulator that does not check for bad events and samples from the "good" subset of $\mathcal{C}$. The game is

$$
\begin{equation*}
\text { Game } \mathbf{6}:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{R}, \mathrm{I}_{6}^{\mathrm{R}}\right]\right) \tag{7.71}
\end{equation*}
$$

and the advantage is

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 6 }]-\mathbb{P}[\text { Game } 5] \mid \leq \mathbb{P}[\text { Bad }] \leq \mathrm{f}_{\text {coll }}(q) . \tag{7.72}
\end{equation*}
$$

following Lemma 2.22. as the only difference is in code but not outputs. We included this last game in the proof because $\mathrm{I}_{6}$ is clearly a simulator that might fail only if $G$ is saturated but this does not happen if $q<|\mathcal{C}|$. Collecting and adding all the differences yields the claimed $\varepsilon=8 \mathbf{f}_{\text {coll }}(q)$.

### 7.6.2 Quantum Indifferentiability

In this subsection we prove quantum indifferentiability of the sponge construction with a uniformly random internal function. Without loss of generality we assume $\mathcal{C}=[|\mathcal{C}|]$ and perform modular addition on the whole state in $\mathcal{A} \times \mathcal{C}$.

In the quantum indifferentiability simulator we want to sample the outer part of outputs of $f$ and the inner part separately, similarly to the classical one. To do that correctly in the quantum case though we need to maintain two databases: one responsible for the outer part and the other for the inner part. We denote them by $\bar{D}$ and $\widehat{D}$ respectively.

At line 7 of the classical simulator we replace the lazy sampled outer state by the output of the random oracle. In the quantum case we want to do the same. Unlike in the classical case we cannot, however, save the input-output pairs of the random oracle R that were sampled to generate the sponge graph, as they contain information about the adversary's query input. An attempt to store this data would effectively measure the adversary's state and render our simulation distinguishable from the real world. To get around this issue we reprepare the sponge graph at the beginning of each run of the simulator. To prepare the sponge graph we query $R$ on all necessary inputs to $\hat{f}$, i.e. on the inputs that are consistent with a path from the root to a rooted node. This is done gradually by iterating over the length of the paths. We begin with the length- 0 paths, i.e. with all inputs in the database $\widehat{D}$ where the inner part is the all zero string. If the outer part of such an input is equal to a padding of an input, that input is queried to determine the outer part of the output of $f$, creating an edge in the sponge graph. We can continue with length-1 paths. For each entry of the database $\widehat{D}$, check whether the input register is equal to a node in the current partial sponge graph. If so, the entry corresponds to a rooted node. Using the entry and the edge connecting its input to the root, a possible padded input to Sponge is created using SpPath. If it is a valid padding, $R$ is queried to determine the outer part of the output of $f$, etc.

In the proof we will make heavy use of the result of Corollary 6.17. Let us denote the bound on inner collisions by

$$
\begin{equation*}
\mathbf{f}_{\mathrm{coll}}^{Q}(q):=11 \frac{q^{2}}{|\mathcal{C}|} \tag{7.73}
\end{equation*}
$$

Theorem 7.11 (Quantum indifferentiability of Sponge). Sponge $S_{\text {Pongef }}[\operatorname{PAD}, \mathcal{A}, \mathcal{C}]$ calling a random function $\mathbf{f}$ is $(q, \varepsilon)$-indifferentiable from a random oracle, for quantum adversaries for $q \in O(\sqrt[3]{|\mathcal{C}|})$ and

$$
\begin{equation*}
\varepsilon=88 \frac{q^{2}}{|\mathcal{C}|}+\sqrt{11(q+1) \frac{q^{2}}{|\mathcal{C}|}} \tag{7.74}
\end{equation*}
$$

Proof. Even though we allow for quantum accessible oracles, the proof we present is very similar to the classical case. The proof follows the same structure, the biggest difference is in the simulators that use the compressed oracle to lazy-sample appropriate answers.

We denote by $\mathrm{U}_{G}$ the unitary that acting on $|0\rangle$ constructs $G$ including edges consistent with queries held by the quantum compressed database from register $D$. Similarly we define $U_{\mathcal{R} \cup \mathcal{U}}$ to temporarily create a description of the set of supernodes that are rooted or have an outgoing edge.

In Algorithm 7.11 we describe the simulators we use in this proof. In the quantum simulators we also make use of the graph representation of sponges. Note however that in a single query we only care about the graph before the query. Due to that fact we can apply the compressed oracle defined in Algorithm 6.1 and additionally analyzed in Lemma 6.11. Corollary 6.17 provides a bound of the probability of Find in the case of compressed oracles and relations relevant for the sponge construction.

It is important to note that the "IF" statements are in fact quantum controlled operations. In line 5 we apply a punctured compressed oracle controlled on the input and the database; To correctly perform this operation we postpone the measurement to after uncomputing of $G$ and $\mathcal{R} \cup \mathcal{U}$ in line 15. This procedure is also discussed at the end of Section 6.3.

An illustration of the simulators in the quantum case is depicted in Figure 7.1.


Figure 7.1: Schematics of the simulators defined in Algorithm 7.11, horizontal arrows signify the change introduced in the labeled game.

Game 1 We start with the real world where the distinguisher A has quantum access to a random function $\mathrm{f}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{A} \times \mathcal{C}$ and the SPONGE $_{\mathrm{f}}$ construction using this random function. The definition of the first game is

$$
\begin{equation*}
\text { Game } \mathbf{1}:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{SPONGE}_{\mathbf{f}}, \mathbf{f}\right]\right) . \tag{7.75}
\end{equation*}
$$

```
Algorithm 7.11 Quantum \(\mathrm{S}_{2},, \mathrm{~S}_{3},, \mathrm{~S}_{4}\), functions
    State: Quantum compressed database register \(D\)
    input: \(|s, v\rangle \in \mathcal{H}_{\mathcal{A} \times \mathcal{C}}^{\otimes 2}\)
    output: \(|s, v+\mathbf{f}(s)\rangle\)
    Locate input \(s\) in \(\bar{D}\) and \(\widehat{D}\)
    Apply \(\mathrm{U}_{\mathcal{R} \cup \mathcal{U}} \circ \mathrm{U}_{G}\) to register \(\widehat{D}\) and two fresh registers
    if \(\hat{s} \in \mathcal{R} \wedge \mathcal{R} \cup \mathcal{U} \neq \mathcal{C}\) then \(\triangleright \hat{s}\)-rooted, no saturation
        Apply \(\mathrm{CStO}_{\mathcal{C}}^{X \widehat{Y} \widehat{D}(s)},\left(\mathrm{CStO}_{\mathcal{C}} \backslash(\mathcal{R} \cup \mathcal{U})\right)^{X \widehat{Y} \widehat{D}(s)}\), result: \(\hat{t}\)
        Construct a path to \(s: p:=\operatorname{SpPath}(s, G)\)
        if \(\exists x: p=\operatorname{PAD}(x)\) then
            Apply \(\mathrm{CStO}_{\mathcal{A}}^{X \bar{Y} \bar{D}(s)}\), result: \(\bar{t}\)
            Write \(x\) in a fresh register \(X_{R}\), apply \(\mathrm{R}^{X X_{R} \bar{Y} \bar{D}(s)}\), uncompute \(x\) from
    \(X_{R}\), result: \(\bar{t}\)
        else
            Apply \(\mathrm{CStO}_{\mathcal{A}}{ }^{X \bar{Y} \bar{D}(s)}\), result: \(\bar{t}\)
        \(t:=(\bar{t}, \hat{t})\), the value of registers \(\left(\bar{D}^{Y}(s), \widehat{D}^{Y}(s)\right)\)
    else
        Apply \(\mathrm{CStO}_{\mathcal{A} \times \mathcal{C}}^{X Y \bar{D}(s) \widehat{D}(s)}\), result: \(t\)
    Uncompute \(G\) and \(\mathcal{R} \cup \mathcal{U}\)
    return \(|s, v+t\rangle\)
```

Game 2 In the second game we introduce the simulator $\mathrm{S}_{2}$, defined in Algorithm 7.11. This algorithm is essentially a compressed random oracle, the only difference are the if statements, note that the behavior of $S_{2}$ is not influenced by any of the conditional "if" statements (in lines 4, and 7), because in the end, the output state $t$ is picked uniformly from $\mathcal{A} \times \mathcal{C}$ anyway. The game is defined as:

$$
\begin{equation*}
\text { Game } 2:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{SPONGE}_{2}, \mathrm{~S}_{2}\right]\right) . \tag{7.76}
\end{equation*}
$$

Because the simulator $S_{2}$ perfectly models a quantum random function and we use the same function for the private interface we have

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 2 }]-\mathbb{P}[\text { Game } \mathbf{1}] \mid=0 . \tag{7.77}
\end{equation*}
$$

Game 3 In the next step we modify $S_{2}$ to $S_{3}$. The game is then

$$
\begin{equation*}
\text { Game } 3:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{SPONGE}_{3}, \mathrm{~S}_{3}\right]\right) . \tag{7.78}
\end{equation*}
$$

With such a change of the simulators we can use Theorem 6.7 to bound the difference of probabilities. $S_{3}$ measures the relation of being an element of $\mathcal{R} \cup$
$\mathcal{U}$. This relation is equivalent to $R_{\text {preim }} \cup R_{\text {coll }}$ :

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 3 }]-\mathbb{P}[\text { Game 2 }] \mid \leq \sqrt{(q+1) \mathbb{P}\left[\text { Find }: \mathrm{A}\left[\mathrm{SPONGE}_{3}, \mathrm{~S}_{3}\right]\right]} \tag{7.79}
\end{equation*}
$$

Using Corollary 6.17 we have that

$$
\begin{equation*}
\mathbb{P}\left[\text { Find }: \mathrm{A}\left[\mathrm{SPONGE}_{3}, \mathrm{~S}_{3}\right]\right] \leq \mathrm{f}_{\text {coll }}^{Q}(q) . \tag{7.80}
\end{equation*}
$$

Game 4 In this step we introduce the random oracle $R$ but only to generate the outer part of the output of $f$. The game is defined as

$$
\begin{equation*}
\text { Game } 4:=\left(b=1: b \leftarrow \mathrm{~A}\left[\operatorname{SPONGE}_{4}, \mathrm{~S}_{4}^{\mathrm{R}}\right]\right) \tag{7.81}
\end{equation*}
$$

Thanks to the classical argument we have that $S_{4}$ and $S_{3}$ are identical until bad, as in Definition 6.9. Then we can use Lemma 6.10 to bound the advantage of the adversary

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game 4 }]-\mathbb{P}[\text { Game 3 }] \mid \leq 4 \mathbb{P}\left[\text { Find }: \mathrm{A}\left[\text { SPONGEs }_{3}, \mathrm{~S}_{3}\right]\right] \leq 4 \mathrm{f}_{\text {coll }}^{Q}(q) \tag{7.82}
\end{equation*}
$$

Game 5 In this stage of the proof we change the private interface to contain the actual random oracle. In this game the simulator is still $S_{4}$, the definition is as follows:

$$
\begin{equation*}
\text { Game } 5:=\left(b=1: b \leftarrow \mathrm{~A}\left[\mathrm{R}, \mathrm{~S}_{4}^{\mathrm{R}}\right]\right) \tag{7.83}
\end{equation*}
$$

and the advantage is

$$
\begin{equation*}
\mid \mathbb{P}[\text { Game } 5]-\mathbb{P}[\text { Game } 4] \mid \leq 4 \mathbb{P}\left[\text { Find }: \mathrm{A}\left[\operatorname{SpONGE}_{4}, \mathrm{~S}_{4}^{\mathrm{R}}\right]\right] \leq 4 \mathrm{f}_{\text {coll }}^{Q}(q) \tag{7.84}
\end{equation*}
$$

Conditioned on $\neg$ Find, the outputs of the private interface are the same, then the games are identical-until-bad and we can use Lemma 6.10 to bound the advantage of the adversary.

As long as Find does not occur and the graph is not saturated the adversary cannot distinguish the simulator from a random function except for the distinguishing advantage that we calculated. Saturation certainly does not occur for $q \in O(\sqrt[4]{|\mathcal{C}|})$ as the database in every branch of the superposition increases by at most one in every query. Collecting the differences between games yields $\varepsilon=8 \mathbf{f}_{\text {coll }}^{Q}(q)+\sqrt{(q+1) \mathbf{f}_{\text {coll }}^{Q}(q)}$.
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In this chapter we present a result related to the notion of quantum resourcerestricted indifferentiability. We introduce this notion and present a formal definition in Section 2.3.3.2.

The result we discuss is a quantum version of the challenge-response property of hash functions. This property is defined with a two-stage game and has been used in [RSS11] as an example for why regular indifferentiability is not always applicable to multi-stage games. We prove the same statement as the authors of [RSS11] but giving the adversary access to limited quantum memory. Taking into account the influence of quantum memory is the main challenge of analyzing the quantum version of the game. With this example we bring the discussion about the problem of regular indifferentiability with multi-stage games to the quantum world.

### 8.1 External Storage Game

The crucial observation made by Ristenpart, Shacham, and Shrimpton in [RSS11] is that in multi-stage games the only way for the indifferentiability simulator to succeed is to maintain state across adversaries in multiple stages. Simulators, however, are defined in a different way: They are algorithms that can "fool" a single adversary. If we talk about multiple adversaries, each interacts with a separate instance of the simulator. The indifferentiability simulators are not "aware" of those multiple instances.

A good example of this situation is presented in this section. We copy the example from [RSS11] but generalize it to the case of quantum adversaries. The example we analyze here shows that there is a multi-stage game that cannot be won by adversaries interacting with a random oracle but is trivial when they interact with the Comp compression function defined in Section 2.5.1. This shows that the composition theorem (Theorem 2.18) does not apply to multi-stage games in general.

Before we go any further, we introduce the hon (honest) and adv (adversarial) interfaces. In games that include adversarial procedures, the interface adv specifies the functionality the adversaries have access to. The game itself has access to the interface hon. A more detailed discussion of these interfaces is presented in [RSS11].

Note that the hon and adv interfaces do not always correspond to the private and public interfaces from the definition of indifferentiability (Definition 2.16). In the indifferentiability game the private interface corresponds to the interface hon. The public interface, however, is the adv interface only in the real world; In the ideal world it is the simulator who provides the public interface and she in turn has access to the adversarial interface of the ideal functionality.

Now we can present a quantum version of the challenge-response (CRP) hash-function property, the classical game can be found in Figure 3 in [RSS11].

In Algorithm 8.1 we consider a quantum adversary $\left(\mathrm{A}_{1}, \mathrm{~A}_{2}\right)$ that does not share (between the stages) any state, except for the explicitly mentioned $|\mathrm{st}\rangle$. The difference between the quantum and classical games is that in the latter the state is a classical string of at most $n$ bits and the adversaries make classical queries to their oracles. In Algorithm 8.1 both the adversary and the game have quantum access to an external oracle $\bar{H}=\left(\mathrm{H}^{\text {adv }}, \mathrm{H}^{\text {hon }}\right)$, where the two elements of the tuple signify the two interfaces of the oracle.

```
Algorithm 8.1 Game for \(\operatorname{CRP}\left[\mathrm{H},\left(\mathrm{A}_{1}, \mathrm{~A}_{2}\right)\right.\) ]
    \(M \stackrel{\$}{\leftarrow}\{0,1\}^{p}\)
    \(|\mathrm{st}\rangle \leftarrow \mathrm{A}_{1}^{\text {adv }^{\text {ad }}}(M)\) such that \(|\mathrm{st}\rangle \in\left(\mathbb{C}^{2}\right)^{\otimes n}\)
    \(C \stackrel{\$}{\leftarrow}\{0,1\}^{s}\)
    \(Z \leftarrow \mathrm{~A}_{2}^{\text {tadv }^{\text {dv }}}(\mid\) st \(\left.\rangle, C\right)\)
    return \(Z=\mathrm{H}^{\text {hon }}(M \| C)\)
```


### 8.1.1 The CRP Game with a Random Oracle

We want to prove that for a random oracle and quantum adversaries $\mathrm{A}_{1}$ and $\mathrm{A}_{2}$ the CRP game defined in Algorithm 8.1 cannot be won. The proof follows the same path as the proof of Theorem 4.1 in [RSS11]. However, we need a quantum counterpart of a lemma used in the classical proof. In Section 2.1.6 we present a discussion about quantum entropy and prove Lemma 2.4, which plays an important role in the proof here. Let us go over the setting one more time. The two adversaries have quantum access to the adversarial interface of $H$. If the hash function is a random oracle, i.e. $H=R$, the adversarial and honest interfaces are the same and are just R.

Theorem 8.1. Let $\left(\mathrm{A}_{1}, \mathrm{~A}_{2}\right)$ be quantum algorithms making at most $q$ quantum queries to a random oracle $R:\{0,1\}^{*} \rightarrow\{0,1\}^{r}$, then

$$
\begin{equation*}
\mathbb{P}\left[1 \leftarrow \operatorname{CRP}\left[\mathrm{R},\left(\mathrm{~A}_{1}, \mathrm{~A}_{2}\right)\right]\right] \leq \sqrt{4 q(q+1)\left(\frac{1}{2^{s}}+\frac{1}{2^{p-n}}\right)}+4 q\left(\frac{1}{2^{s}}+\frac{1}{2^{p-n}}\right)+\frac{1}{2^{r}} \tag{8.1}
\end{equation*}
$$

Proof. Using the semi-classical O2H lemma, Theorem 2.23, we puncture $\mathrm{A}_{1}$ and $\mathrm{A}_{2}$ on the relation of querying $(M \| C)$, we denote this relation by $R_{\text {query }}$ :

$$
\begin{align*}
& \mathbb{P}\left[1 \leftarrow \operatorname{CRP}\left[\mathrm{R},\left(\mathrm{~A}_{1}, \mathrm{~A}_{2}\right)\right]\right] \leq \sqrt{(q+1) \mathbb{P}[\text { Find }]} \\
& +\mathbb{P}\left[1 \leftarrow \operatorname{CRP}\left[\mathrm{R},\left(\mathrm{~A}_{1} \backslash R_{\text {query }}, \mathrm{A}_{2} \backslash R_{\text {query }}\right)\right]\right]  \tag{8.2}\\
& \leq \sqrt{(q+1) \mathbb{P}[\text { Find }]}+\mathbb{P}[\text { Find }]
\end{align*}
$$

$$
\begin{equation*}
+\mathbb{P}\left[1 \leftarrow \mathrm{CRP}\left[\mathrm{R},\left(\mathrm{~A}_{1} \backslash R_{\text {query }}, \mathrm{A}_{2} \backslash R_{\text {query }}\right)\right] \mid \neg \text { Find }\right] . \tag{8.3}
\end{equation*}
$$

In the first inequality above we introduce the punctured oracle and bound the distinguishing advantage using Theorem 2.23. The second inequality follows from writing a sum of conditional probabilities where we condition on Find and $\neg$ Find and bounding

$$
\begin{align*}
& \mathbb{P}[\neg \text { Find }] \leq 1 \text { and }  \tag{8.4}\\
& \mathbb{P}\left[1 \leftarrow \mathrm{CRP}\left[\mathrm{R},\left(\mathrm{~A}_{1} \backslash R_{\text {query }}, \mathrm{A}_{2} \backslash R_{\text {query }}\right)\right] \mid \text { Find }\right] \leq 1 \tag{8.5}
\end{align*}
$$

Let us first bound the last element in the above inequality. Conditioned on $\neg$ Find the adversary $\mathrm{A}_{2}$ has never queried $(M \| C)$ to the oracle, hence she has to guess the output of R , therefore the bound on the probability of CRP is $1 / 2^{r}$.

Now to bound the probability of Find we use the union bound to distinguish between Find happening in $\mathrm{A}_{1}$ and in $\mathrm{A}_{2}$. In the former case we use Corollary 1 from [AHU19] (Lemma 2.24):

$$
\begin{equation*}
\mathbb{P}[\text { Find }] \leq 4 q \cdot P_{\max } \tag{8.6}
\end{equation*}
$$

where $P_{\max }:=\max _{x} \mathbb{P}\left[x \in R_{\text {query }}\right]$. The probability $P_{\max }$ for $\mathrm{A}_{1}$ is $2^{-s}$ : this is the probability with which $C$ is sampled.

To bound the probability that $\mathrm{A}_{2}$ queries $M \| C$ on input $C$ and with the quantum state passed from $\mathrm{A}_{1}$ we make use of Lemma 2.25. Following the interpretation of min-entropy from [KRS09] we see that $2^{-\mathbf{H}_{\text {min }}(M \mid S)}$ —where $M$ is the random variable corresponding to the string $M$ and $S$ is the quantum register holding $|s t\rangle$-on the $\mathrm{c}-\mathrm{q}$ state constructed from $|\mathrm{st}\rangle$ is the guessing probability of $M$. This is the guessing probability that enters the bound in Lemma 2.25. To bound the entropy of the random variable $M$ given $|s t\rangle$, we use Lemma 2.4. The bound on the entropy is $\mathbf{H}_{\min }(M \mid S) \geq p-n$. Finally the bound on Find is

$$
\begin{equation*}
\mathbb{P}[\text { Find }] \leq 4 q\left(\frac{1}{2^{s}}+\frac{1}{2^{p-n}}\right) \tag{8.7}
\end{equation*}
$$

Taking all of the above into account we get the claimed bound.

### 8.1.2 The CRP Game with the Comp Construction

Let us now analyze the CRP game where H is instantiated with Comp with the following parameters: the first function is $\mathbf{h}_{1}:\{0,1\}^{p} \rightarrow\{0,1\}^{n}$ and the second is $\mathbf{h}_{2}:\{0,1\}^{n+s} \rightarrow\{0,1\}^{r}$. The CRP game can be won by $\left(\mathrm{A}_{1}, \mathrm{~A}_{2}\right)$ that queries $M$ to $\mathbf{h}_{1}(M)=s t$ and sends the output to $\mathrm{A}_{2}$. The second adversary easily computes $Z=\mathbf{h}_{2}(\mathrm{st}, C)$. The probability of winning the game for such adversaries is 1 . The crucial point in our discussion is that the composition construction is quantumly indifferentiable from a random oracle, as proven in Theorem 7.2. This fact validates the counterexample from [RSS11] in the quantum world.

### 8.1.3 Conclusions

As hinted in [RSS11], constructions that follow Definition 2.19 of resourcerestricted indifferentiability might compose in multi-stage games. The reason for that is that in a multi-stage indifferentiability security game (that remains to be formally defined), if different instantiations of the simulator could share a state of limited size (similarly to the adversaries in the CRP game) it would be enough for them to provide consistent answers to the adversaries. If there is a construction that is "multi-stage indifferentiable" from a random oracle, then it would also behave as a random oracle in the CRP game. This discussion is just speculations for now, but it will hopefully generate problems for future work. It also remains to be seen if there are constructions that are resource-restricted indifferentiable from a random oracle.
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In this last chapter we present two questions. These are problems that seem to be extremely important in the line of research presented in this thesis. They also seem very difficult and the first problem we discuss lacks an answer.

The first problem that we present is: "Is there a general relation between the statistical distance and the distinguishing advantage of a $q$-(quantum)-query algorithm A?". This question is motivated by the classical proof techniques that give a positive (and constructive) answer. In the quantum world it is much harder to answer this questions but if we found an answer, we could solve a number of problems in post-quantum security.

The second problem we discuss is quantum lazy-sampling of random permutations. This problem is less general, as it is directly related to the compressed-oracle technique. Nonetheless, seeing how powerful this technique is, lazy-sampling random permutations would open the doors to achieving many important results. To mention one, the SHA3 hash function is defined with public invertible permutations, so a quantum indifferentiability proof (at least one using the quantum game-playing framework) would require lazy-sampling a random invertible permutation. In Section 9.2.2.1 we provide some ideas for a compressed permutation oracle with errors. In the last section of this chapter we analyze the possibility of an error-less way of quantum lazy-sampling random permutations.

### 9.1 Quantum Indistinguishability of Distributions over Functions

Let us consider two distributions $\mathfrak{D}_{1}$ and $\mathfrak{D}_{2}$ over the set of functions $\mathcal{F}:=$ $\{\mathbf{f}: \mathcal{X} \rightarrow \mathcal{Y}\}$. We discuss algorithms A with oracle access to a function sampled from $\mathcal{F}$ according to $\mathfrak{D}_{1}$ or $\mathfrak{D}_{2}$. More concretely we are interested in the problem of A distinguishing between $\mathfrak{D}_{1}$ and $\mathfrak{D}_{2}$. The resources the algorithm (also called the adversary or the distinguisher) is given is unlimited computational power and access to $q$ queries to $f$.

First we describe the setting without specifying the nature (classical or quantum) of the adversary. We define the distinguishing advantage for adversaries in a class $\mathcal{A}$ by:

$$
\begin{equation*}
\operatorname{Adv}_{q}^{\mathcal{A}}\left(\mathfrak{D}_{1}, \mathfrak{D}_{2}\right):=\sup _{A \in \mathcal{A}}\left|\underset{f}{\mathfrak{P} \leftarrow \mathfrak{D}_{1}}\left[1 \leftarrow \mathrm{~A}^{\mathbf{f}}\right]-\underset{\mathbf{f} \leftarrow \mathfrak{D}_{2}}{\mathbb{P}}\left[1 \leftarrow \mathrm{~A}^{\mathbf{f}}\right]\right| . \tag{9.1}
\end{equation*}
$$

In general bounding the distinguishing advantage is a hard task. There are two important approaches to proving indistinguishability. One is based on stating that the adversary behaves identically in the two worlds (interacting with $\mathfrak{D}_{1}$ or $\mathfrak{D}_{2}$ ) as long as a certain condition is fulfilled. Another finds a connection to the statistical distance between the two distributions and bounds the distance,
abstracting from the algorithmic part of distinguishability. Classical examples of the former approaches are Maurer's random systems [Mau02] and Bellare and Rogaway's game-playing framework [BR06]. In the quantum case we have the quantum game-playing framework [AHU19; Zha19a; Cza+19]. The latter approaches are the ones we want to discuss here in more detail.

Before we cover the classical and quantum techniques related to the statistical distance between distributions we define this distance. The assumption on the adversaries that we made is that A makes $q$ (quantum or classical) queries to f distributed according to $\mathfrak{D}_{1}$ or $\mathfrak{D}_{2}$. This implies that she has access to transcripts of input-output pairs, where the inputs are the queries made by A and outputs are generated by f . The first parameter of these transcripts that depends on the nature of the queries made by A is their size. In the classical case it is certainly $q$, but in the quantum case it is less obvious ${ }^{1}$. For that reason let us say that A has access to $Q$-sized transcripts. As we do not know a priori what queries A makes, let us for now consider the queries $\vec{x}:=\left(x_{1}, x_{2}, \ldots, x_{Q}\right)$. For these queries a transcript is an array $\left(\left(x_{1}, \mathbf{f}\left(x_{1}\right)\right),\left(x_{2}, \mathbf{f}\left(x_{2}\right)\right), \ldots,\left(x_{Q}, \mathbf{f}\left(x_{Q}\right)\right)\right)$. We denote the distribution of such transcripts by $\mathfrak{D}(\vec{x})$, where $\mathfrak{D}$ is $\mathfrak{D}_{1}$ or $\mathfrak{D}_{2}$. The definition of statistical distance between distributions over transcripts is

$$
\begin{equation*}
\mathbf{d}\left(\mathfrak{D}_{1}(\vec{x}), \mathfrak{D}_{2}(\vec{x})\right):=\frac{1}{2} \sum_{\vec{y} \in \mathcal{Y}^{Q}}\left|\underset{\mathbf{f} \leftarrow \mathfrak{D}_{1}}{\mathbb{P}}[\mathbf{f}(\vec{x})=\vec{y}]-\underset{\mathbf{f} \leftarrow \mathfrak{D}_{2}}{\mathbb{P}}[\mathbf{f}(\vec{x})=\vec{y}]\right| . \tag{9.2}
\end{equation*}
$$

Now what we look for is a relation between Equation (9.1) and Equation (9.2). Let us first go over the classical case. First of all A makes $q$ classical queries and the transcripts are of size $q$. For such adversaries the relation that we have is a straight forward inequality:

$$
\begin{equation*}
\operatorname{Adv}_{q}^{\text {class }}\left(\mathfrak{D}_{1}, \mathfrak{D}_{2}\right) \leq \max _{\vec{x}} \mathbf{d}\left(\mathfrak{D}_{1}(\vec{x}), \mathfrak{D}_{2}(\vec{x})\right) \tag{9.3}
\end{equation*}
$$

This inequality is analyzed in detail for example in [Nan06]. Equation (9.3) can be proven using Lemma 4 in [Nan06], which states that for a fixed A the distinguishing advantage is upper bounded by the statistical distance of transcripts. Maximizing over A gives the above inequality. Interestingly the inequality in Equation (9.3) is tight. Equality can be achieved by picking an adversary that deterministically chooses the queries (and internal randomness) to maximize her advantage. Moreover A outputs 1 if for the outputs $\vec{y}$ that she gets $\underset{\mathbf{f} \leftarrow \mathfrak{D}_{1}}{\mathbb{P}}[\mathbf{f}(\vec{x})=\vec{y}]>\underset{\mathbf{f} \leftarrow \mathfrak{D}_{2}}{\mathbb{P}}[\mathbf{f}(\vec{x})=\vec{y}]$. This adversary has the distinguishing advantage equal to $\mathbf{d}\left(\mathfrak{D}_{1}(\vec{x}), \mathfrak{D}_{2}(\vec{x})\right)$, which follows from an equivalent definition of statistical distance $\mathbf{d}\left(\mathfrak{D}_{1}(\vec{x}), \mathfrak{D}_{2}(\vec{x})\right)=\underset{\mathbf{f} \leftarrow \mathfrak{D}_{1}}{\mathbb{P}}\left[\mathbf{f}(\vec{x}) \in \mathcal{T}_{0}\right]-\underset{\mathbf{f} \leftarrow \mathfrak{D}_{2}}{\mathbb{P}}\left[\mathbf{f}(\vec{x}) \in \mathcal{T}_{0}\right]$, where $\mathcal{T}_{0}:=\left\{\vec{y} \in \mathcal{Y}^{q}: \underset{\mathbf{f} \leftarrow \mathscr{D}_{1}}{\mathbb{P}}[\mathbf{f}(\vec{x})=\vec{y}]>\underset{\mathbf{f} \leftarrow \mathbb{D}_{2}}{\mathbb{P}}[\mathbf{f}(\vec{x})=\vec{y}]\right\}$. More details on this fact can be found in [Nan06].

[^28]Among the most important proof techniques that make use of Equation (9.3) are the H-coefficient technique [Pat08; JN18] and the chi-squared method [DHT17; BN18a]. These techniques are used to bound the statistical distance between transcripts holding the history of the adversary's queries.

Unfortunately most of the classical discussion cannot be repeated in the quantum world. For example, the queries made by quantum adversaries result in a quantum state that can hold a superposition over all possible transcripts. Although A cannot effectively use all of them, it is unclear what relation connects the distinguishing advantage and the statistical distance.

An example of a proof technique useful in the quantum world is Theorem 1.1 from Zhandry's [Zha12]. There he proves that for functions $\mathbf{f} \leftarrow \mathfrak{D}^{\mathcal{X}}$ (meaning every input from $\mathcal{X}$ is mapped to a $y$ distributed independently on $\mathcal{Y}$ according to $\mathfrak{D}$ ), we can bound the distinguishing advantage by $O\left(\sqrt{q^{3} \mathbf{d}\left(\mathfrak{D}_{1}, \mathfrak{D}_{2}\right)}\right)$. Zhandry's technique does not work for general distributions over functions though.

To sum up, the important observation that we want to state is that by Equation (9.3) we move from distinguishing distributions on the distinguishers' outputs to distinguishing random variables of samples of distributions. Distinguishing random variables and distributions is a more fundamental problem, which often can be solved in more ways. Let us denote the class of quantum adversaries making $q$ quantum queries by quant. Finally, the question that we pose is:

Is there a version of Equation (9.3) that applies to $\operatorname{Adv}_{q}^{\text {quant }}\left(\mathfrak{D}_{1}, \mathfrak{D}_{2}\right)$ ?

### 9.2 Quantum Lazy Sampling Random Permutations

The problem we describe here is quantum lazy-sampling of random permutations and providing superposition access to both directions of the function. In this section we describe the approach introducing additional errors in short and discuss another approach. The second way of defining compressed random permutations does not introduce errors but we have only preliminary results on how to actually implement it.

### 9.2.1 Sampling Procedure for Random Permutations

Let us first cover the sampling procedure for random permutations. The uniform distribution over permutations is denoted by $\mathfrak{P}$ (read as just " P "). A sam-
pling procedure prepares a state in the appropriate superposition:

$$
\begin{equation*}
\operatorname{Samp}_{\mathfrak{P}}(\mathcal{S})\left|0^{|\mathcal{S}|}\right\rangle=\sum_{\vec{y}: \text { no collisions }} \frac{1}{\sqrt{N(N-1) \cdots(N-|\mathcal{S}|+1)}}|\vec{y}\rangle, \tag{9.4}
\end{equation*}
$$

where by "no collisions" we mean that the outputs do not collide. In this paragraph we provide a definition of an efficient sampling procedure for random permutations.

To accommodate for random permutations in the compressed-oracle approach we need a quantum operation that prepares an equal superposition over a given set $\mathcal{Y} \backslash \mathcal{S}$. The set $\mathcal{S}$ is stored in a quantum register. Say that the codomain of $f$ is $\mathcal{Y}=[N]$ and the set of outputs with probability zero of appearing is $\mathcal{S}$. We propose that sampling is done first by applying the Quantum Fourier Transform over the set $[L]$ to the state $|0\rangle$, where $L=|\mathcal{Y} \backslash \mathcal{S}|$. After that we spread the values in $[L]$ in a way that values from $\mathcal{S}$ no longer appear in the set. The last operation may be realized by repeating the following unitary

$$
\mathrm{V}^{A B}|a\rangle_{A}|b\rangle_{B}=\left\{\begin{array}{ll}
|a\rangle_{A}|b\rangle_{B} & \text { if } a>b  \tag{9.5}\\
|a\rangle_{A} \mid b+1 & \bmod N\rangle_{B} \\
\text { if } a \leq b
\end{array},\right.
$$

where by $\bigvee^{A B}$ we denote applying V to registers $A, B$. The operation V as stated above is defined only on $a \in[N]$ and $b \in[N-1]$ (counted from 0 ), to extend it to the full domain we need to add that $\mathrm{V}|a\rangle_{A}|N-1\rangle_{B}:=|a\rangle_{A}|N-1\rangle_{B}$. The action of V is shifting the states in register $B$ in a way that possible states skip $a$. Let us show that V is in fact a unitary that is easy to construct. For the construction we need three unitary sub-routines,

$$
\begin{align*}
\mathrm{V}_{\leq}|a\rangle_{A}|b\rangle_{B} & = \begin{cases}|a\rangle_{A}|b\rangle_{B}|0\rangle_{C} & \text { if } a>b \\
|a\rangle_{A}|b\rangle_{B}|1\rangle_{C} & \text { if } a \leq b\end{cases}  \tag{9.6}\\
\mathrm{V}_{+}|a\rangle_{A}|b\rangle_{B}|c\rangle_{C} & =|a\rangle_{A}|b+c \quad \bmod N\rangle_{B}|c\rangle_{C},  \tag{9.7}\\
\mathrm{~V}_{-\leq}|a\rangle_{A}|b\rangle_{B}|c\rangle_{C} & =\left\{\begin{array}{ll}
|a\rangle_{A}|b\rangle_{B}|c \oplus 0\rangle_{C} & \text { if } a>b-1 \\
|a\rangle_{A}|b\rangle_{B}|c \oplus 1\rangle_{C} & \text { if } a \leq b-1 \\
\bmod N
\end{array},\right. \tag{9.8}
\end{align*}
$$

where we additionally need to specify that $\mathrm{V}_{-\leq}|a\rangle_{A}|0\rangle_{B}|c\rangle=|a\rangle_{A}|0\rangle_{B}|c\rangle$ for $a>0$. Now we define $\mathrm{V}=\mathrm{V}_{-\leq} \mathrm{V}_{+} \mathrm{V}_{\leq}$, we also discard register $C$ after the three operations. In this approach we need a register holding a description of the set $\mathcal{S}$ but as long as we do, applying V to all registers describing $\mathcal{S}$ will give us the expected result.

We use the unitary V to show how the initial state preparation looks like for a random permutation. For V to be used correctly it needs to be conditioned on a sorted set of values. The full "spreading" unitary is defined as:

$$
\begin{equation*}
\text { Spread }^{A B}:=\left\langle\left. 0^{|A|}\right|_{T} \mathrm{U}_{\text {sort }}^{A T \dagger} \prod_{i=1}^{|T|} \mathrm{V}^{T_{i} B} \mathrm{U}_{\text {sort }}^{A T} \mid 0^{|A|}\right\rangle_{T} \tag{9.9}
\end{equation*}
$$

where $\mathrm{U}_{\text {sort }}^{A T}$ writes in register $T$ lexicographically sorted contents of register $A$.
The definitions of the sampling operation for a uniform distribution on $\mathcal{Y} \backslash \mathcal{S}$, for any $\mathcal{S} \subseteq \mathcal{X}$, is given by:

$$
\begin{equation*}
\operatorname{Samp}_{\mathcal{Y} \backslash \mathcal{S}}(x):=\operatorname{Spread}^{S D^{Y}(x)} \mathrm{QFT}_{L}^{D^{Y}(x) \dagger} \tag{9.10}
\end{equation*}
$$

where $S$ is the quantum register holding elements of $\mathcal{S}$. Note that we apply $\mathrm{QFT}_{L}^{\dagger}$ to a register of dimension $N$, we overload the notation but mean $\mathrm{QFT}_{L}^{\dagger} \oplus \mathbb{1}_{N-L}$. The sampling procedure from Equation (9.10) is used to implement $\mathrm{CStO}_{\mathcal{Y} \backslash \mathcal{S}}$.

The uniform distribution over the set of permutations is denoted by $\mathfrak{P}$. The sampling function is defined using Equation (9.10) with $\mathcal{S}$ defined as previous outputs, held in registers $D_{i}^{Y}$. The definition reads as follows:

$$
\begin{equation*}
\operatorname{Samp}_{\mathfrak{P}}(\mathcal{S}):=\prod_{i=1}^{|\mathcal{S}|} \operatorname{Samp}_{\mathcal{Y} \backslash D^{Y}\left(\left\{x_{1}, \ldots, x_{i}\right\}\right)}=\prod_{i=1}^{|\mathcal{S}|} \operatorname{Spread}^{D_{<i}^{Y} D_{i}^{Y}} \operatorname{QFT}_{N-(i-1)}^{D_{i}^{Y} \dagger} \tag{9.11}
\end{equation*}
$$

where $D^{Y}\left(\left\{x_{1}, \cdots, x_{i}\right\}\right)$ denotes the set of outputs $y$ in entries of $D$ corresponding to listed $x$ and $D_{<i}^{Y}$ is the register consisting of $D_{j}^{Y}$ for $1 \leq j<i$.

### 9.2.1.1 Random Permutations in Sponges

In the context of indifferentiability of the sponge construction, we want to lazy sample permutations $\mathrm{f}: \mathcal{A} \times \mathcal{C} \rightarrow \mathcal{A} \times \mathcal{C}$ in two stages. First sampling the inner part of the output and then the outer part.

By $\mathcal{D}$ we denote the set of outputs of previous queries. In the language of the sponge graph $\mathcal{D}^{-1}$ is the set of nodes with outgoing edges and $\mathcal{D}$ is the set of nodes with incoming edges. By $\widehat{\mathcal{D}}$ we denote the set of supernodes with all nodes having an incoming edge. By $\overline{\mathcal{D}}(\hat{t})$ we denote the set of nodes in the supernode $\hat{t}$ with an incoming edge.

We need to define a procedure to lazy-sample outputs of a random permutation. The obvious solution of sampling uniformly from $\mathcal{A} \times \mathcal{C} \backslash \mathcal{D}$ is not good enough as we want to sample the inner part before the outer part and retain the step-by-step structure of our proof, similarly to the proof of Theorem 7.9.

Classically we are going to first sample uniformly from $\mathcal{A} \times \mathcal{C} \backslash \mathcal{D}$ but then discard the outer state. The value of the inner state $\hat{t}$ is then effectively sampled from $\mathcal{C}$ with weights $\frac{|\mathcal{A}| \overline{\mathcal{D}}(\hat{t}) \mid}{|\mathcal{A} \times \mathcal{C} \backslash \mathcal{D}|}$. We call this distribution $\mathfrak{C}$. At this point we will be introducing bad events concerning the inner part of the sampled state. To sample the outer state we just sample uniformly from $\mathcal{A} \backslash \overline{\mathcal{D}}(\hat{t})$. We denote this distribution by $\mathfrak{A}(\hat{t})$.

Quantumly the situation is a bit more involved, so we are going to present the sampling procedure in more detail. First we sample pairs from $\mathcal{A} \times \mathcal{C} \backslash \mathcal{D}$ using $\operatorname{Samp}_{\mathcal{A} \times \mathcal{C} \backslash \mathcal{D}}$, defined similarly to the procedure in Equation (9.10). Then
we un-sample the outer part, by applying the Hermitian conjugate of Samp $_{\mathcal{A} \backslash \overline{\mathcal{D}}(\hat{t})}$ to the resulting state. Note that we control the un-sample operation on the inner-part of the initial sample. We start from the following state

$$
\begin{align*}
& \operatorname{Samp}_{\mathcal{A} \times \mathcal{C} \backslash \mathcal{D}}|0\rangle=\sum_{t \in \mathcal{A} \times \mathcal{C} \backslash \mathcal{D}} \frac{1}{\sqrt{|\mathcal{A} \times \mathcal{C} \backslash \mathcal{D}|}}|t\rangle \\
& \left.=\sum_{\hat{t}} \sqrt{\frac{|\mathcal{A} \backslash \overline{\mathcal{D}}(\hat{t})|}{|\mathcal{A} \times \mathcal{C} \backslash \mathcal{D}|}} \sum_{\bar{t} \in \mathcal{A} \backslash \overline{\mathcal{D}}(t)} \frac{1}{\sqrt{|\mathcal{A} \backslash \overline{\mathcal{D}}(\hat{t})|}} \right\rvert\, \bar{t}, \hat{t}, \tag{9.12}
\end{align*}
$$

where the right hand side of the equation follows by just rearranging the sums and noticing that given some $\hat{t} \in \mathcal{C}$ we have $\bar{t} \in \mathcal{A}$ that have no incoming edges in the supernode $\hat{t}$. Now the definition of the second sampling procedure reads

$$
\begin{equation*}
\operatorname{Samp}_{\mathcal{A} \backslash \overline{\mathcal{D}}(\hat{t})}|0, \hat{t}\rangle=\sum_{\bar{t} \in \mathcal{A} \backslash \overline{\mathcal{D}}(t)} \frac{1}{\sqrt{|\mathcal{A} \backslash \overline{\mathcal{D}}(\hat{t})|}}|\bar{t}, \hat{t}\rangle \tag{9.13}
\end{equation*}
$$

and is completed to a unitary acting on every other $\bar{s} \in \mathcal{A}$ under the constraints of Definition 6.2. Note that we use the second register to control the unitary (by providing the set $\bar{D}(\hat{t})$ we exclude from $\mathcal{A}$ ). By applying Samp ${ }_{\mathcal{A} \backslash \overline{\mathcal{D}}(\hat{t})}^{\dagger}$ to both sides of Equation (9.13) we see that we can un-compute the outer part $\bar{t}$ from the initial superposition from Equation (9.12) and sample $\hat{t}$ with probability $\frac{|\mathcal{A} \backslash \overline{\mathcal{D}}(t)|}{|\mathcal{A} \times \backslash \mathcal{D}|}$. The sampling procedure $\operatorname{Samp}_{\mathcal{A} \backslash \overline{\mathcal{D}}(t)}^{\dagger} \circ$ Samp $_{\mathcal{A} \times \mathcal{C} \backslash \mathcal{D}}$ is used to define $\mathrm{CStO}_{\mathfrak{C}}$. The outer part is then sampled using $\operatorname{Samp}_{\mathcal{A} \backslash \overline{\mathcal{D}}(\hat{t})}$, with which we define $\mathrm{CStO}_{\mathfrak{A}(\hat{t})}$.

In the case of the inverse of the random permutation we can use a similar distribution but in the above definitions we take $\mathcal{D}^{-1}$-i.e. the set of nodes with outgoing edges-in both $\mathfrak{C}$ and $\mathfrak{A}$.

### 9.2.2 The Compressed Update Procedure

The sampling procedure is not enough to quantumly lazy sample a function. The main problem is that Algorithm 6.1 does not apply here, note that the distribution $\mathfrak{P}$ is not independent. In the following sections we present two approaches to defining the compressed permutation oracle. One that introduces additional errors and one that is a unitary implementation.

### 9.2.2.1 Compressed Permutation Oracle with Errors

Our idea for the compressed oracle for permutations with errors is to use a compressed oracle for uniformly random functions punctured on collisions.

For queries to the backward direction we invert the database (possible because there are no collisions) and apply the regular update procedure $\mathrm{CStO}_{\mathfrak{L}}$.

In more detail, we provide access to the inverse of the permutation by flipping the database: treat the content of $D^{Y}$ as inputs and $D^{X}$ as outputs and sort by $D^{Y}$, we call the appropriate unitary Flip. Note that Flip ${ }^{D}$ works as anticipated only if both in $D^{Y}$ and $D^{X}$ there are no collisions; The definition of Flip can be easily extended to a full unitary by, e.g., keeping the order unchanged in a tuple with colliding outputs. We thereby obtain a (superposition) database where the strings $y_{i} \| x_{i}$ are lexicographically ordered. A more formal definition of the compressed permutation oracle $\mathrm{CPerO}_{\mathcal{X}}$ is:

$$
\begin{align*}
\mathrm{CPerO}_{\mathcal{X}} & :=\mathrm{CPhO}_{\mathcal{X}} \backslash R_{\text {coll }},  \tag{9.14}\\
\mathrm{CPerO}_{\mathcal{X}}^{-1} & :=\mathrm{Flip}^{D} \circ\left(\mathrm{CPhO}_{\mathcal{X}} \backslash R_{\text {coll }}\right) \circ \mathrm{Flip}^{D} . \tag{9.15}
\end{align*}
$$

A more detailed description of Flip:

1. Controlled on $D^{Y}$ copy $D^{X}$ to $D^{\prime Y}$ and arrange in lexicographically increasing order according to values of $y_{i}$ in $D^{Y}$.
2. Controlled on $D^{X}$ and $D^{\prime Y}$ copy $D^{Y}$ to $D^{\prime X}$ in the new order.
3. Controlled on $D^{\prime}$ erase the old $D$ : Take the smallest $x_{i}$ in $D^{\prime Y}$ and subtract it from the first register of $D^{X}$, also subtract the corresponding $y_{i}$, and so on.
Now the statement without which the above definition is useless is "The full (two-way) permutation oracle is indistinguishable from the compressed permutation oracle".

### 9.2.2.2 A Unitary Compressed Permutation Oracle

A unitary compressed oracle for random permutations is an approach requiring defining a new version of Algorithm 6.1 suitable to handle sampling procedures that are not independent. Our approach to finding such an algorithm is basically performing an educated guess of the right unitary. The greatest weakness of this approach is of course the hardness of just guessing the solution. Nonetheless we have some preliminary results that might prove useful when combined with other approaches.

One crucial observation concerning a unitary compressed oracle is that a single query conveys a different amount of information depending on the number of previous queries. Note that the first query not only informs us that $\mathbf{f}(x)=y$ but also that the output on all other $x^{\prime} \neq x$ in not $y$. The more queries we make, the more "negative" information we have.

The importance of the above observation is confirmed with the indistinguishability bound for a single-query distinguisher. The set of functions we sample from is $\{\mathbf{f}:[N] \rightarrow[N]\}$.

Theorem 9.1. Given quantum access to a function sampled either according to the uniform distribution over functions $\mathfrak{U}$ or the uniform distribution over permutations $\mathfrak{P}$, we have that for all quantum distinguishers making a single quantum query to the oracle, the distinguishability advantage is at most $\frac{1}{N-1}$ :

$$
\begin{equation*}
\left|\underset{\mathfrak{f} \leftarrow \mathfrak{H}}{\mathbb{P}}\left[1 \leftarrow \mathrm{~A}^{|\mathfrak{f}\rangle}\right]-\underset{\mathbf{f} \leftarrow \mathfrak{P}}{\mathbb{P}}\left[1 \leftarrow \mathrm{~A}^{|\mathfrak{f}\rangle}\right]\right| \leq \frac{1}{N-1} \tag{9.16}
\end{equation*}
$$

Moreover there is a distinguisher B that has advantage $\frac{1}{2(N-1)}$.
Proof. Let us inspect the indistinguishability bound for the uniform distribution over functions $\mathfrak{U}$ and the uniform distribution over permutations $\mathfrak{P}$ :

$$
\begin{align*}
& \left|\underset{\mathfrak{f} \leftarrow \mathfrak{U}}{\mathbb{P}}\left[1 \leftarrow \mathrm{~A}^{|\mathrm{f}\rangle}\right]-\underset{\mathbf{f} \leftarrow \mathfrak{P}}{\mathbb{P}}\left[1 \leftarrow \mathrm{~A}^{|\mathfrak{f}\rangle}\right]\right|=\left|\operatorname{Tr}\left(\mathrm{Q}_{1} \rho_{\mathfrak{\mathfrak { l }}}^{A}\right)-\operatorname{Tr}\left(\mathrm{Q}_{1} \rho_{\mathfrak{P}}^{A}\right)\right|  \tag{9.17}\\
& \leq \frac{1}{2}\left\|\rho_{\mathfrak{U}}^{A}-\rho_{\mathfrak{P}}^{A}\right\|_{1} \tag{9.18}
\end{align*}
$$

where $Q_{1}$ is the measurement corresponding to $A$ outputting 1 . The inequality above comes from the fact that trace distance gives the optimal measurement for distinguishing two states [NC10]. We also want to stress that register $A$ holds all of the adversary's state, this includes her work register, query register, and any other auxiliary registers she decides to use.

We model the oracle access with the full phase oracle. The adversary's initial state is:

$$
\begin{equation*}
\left|\psi_{0}\right\rangle_{A}:=\sum_{x} \sum_{\eta_{x}, w} \alpha_{x, \eta_{x}, w}\left|x, \eta_{x}, w\right\rangle_{A^{X Y W}}, \tag{9.19}
\end{equation*}
$$

the states $\rho_{\mathfrak{U}}$ and $\rho_{\mathfrak{F}}$ are defined as the partial trace of $\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|$ after a single query to $\mathrm{PhO}_{\mathfrak{U}}$ or $\mathrm{PhO}_{\mathfrak{P}}$, respectively. The full definitions of the reduced states are:

$$
\begin{align*}
& \rho_{\mathfrak{U}}=\sum_{x, x^{\prime}} \sum_{\eta_{x}, \eta_{x^{\prime}}^{\prime}, w, w^{\prime}} \alpha \bar{\alpha}^{\prime} \sum_{y, y_{x^{\prime}}} \frac{1}{N^{2}} \omega_{N}^{\eta_{x} y_{x}} \bar{\omega}_{N}^{\eta_{x^{\prime}}^{\prime}, y_{x^{\prime}}}\left|x, \eta_{x}, w\right\rangle\left\langle x^{\prime}, \eta_{x^{\prime}}^{\prime}, w^{\prime}\right|  \tag{9.20}\\
& \rho_{\mathfrak{F}}=\sum_{x, x^{\prime}} \sum_{\eta_{x}, \eta_{x^{\prime}}^{\prime}, w, w^{\prime}} \alpha \bar{\alpha}^{\prime} \sum_{y, y_{x^{\prime}} \neq y_{x}} \frac{1}{N(N-1)} \omega_{N}^{\eta_{x} y_{x}} \bar{\omega}_{N}^{\eta_{x}^{\prime} y_{x^{\prime}}^{\prime}}\left|x, \eta_{x}, w\right\rangle\left\langle x^{\prime}, \eta_{x^{\prime}}^{\prime}, w^{\prime}\right|, \tag{9.21}
\end{align*}
$$

where $\alpha$ and $\bar{\alpha}^{\prime}$ denote $\alpha_{x, \eta_{x}, w}$ and $\bar{\alpha}_{x^{\prime}, \eta_{x^{\prime}}^{\prime}, w^{\prime}}$ respectively.
First of all we see that terms with $x^{x^{\prime}}=x$ are equal, in this case in both states the sum over $y_{x}$ and $y_{x^{\prime}}$ simplify to just a single sum over $y_{x} \in[N]$. The offdiagonal (so for $x^{\prime} \neq x$ ) terms are a bit more complicated to calculate. Let us notice that $\sum_{y, y_{x^{\prime}} \neq y_{x}}=\sum_{y, y_{x^{\prime}}}-\sum_{y, y_{x^{\prime}}=y_{x}}$, this splits the difference $\rho_{\mathfrak{U}}-\rho_{\mathfrak{F}}$ into two parts:

$$
\rho_{\mathfrak{U}}-\rho_{\mathfrak{F}}=\left(\frac{1}{N^{2}}-\frac{1}{N(N-1)}\right)
$$

$$
\begin{align*}
& \sum_{x, x^{\prime}} \sum_{\eta_{x}, \eta_{x^{\prime}}^{\prime}, w, w^{\prime}} \alpha_{x, \eta_{x}, w} \bar{\alpha}_{x^{\prime}, \eta_{x^{\prime}}^{\prime}, w^{\prime}} \sum_{y, y_{x^{\prime}}} \omega_{N}^{\eta_{x} y_{x}} \bar{\omega}_{N}^{\eta_{x}^{\prime} y_{x^{\prime}}^{\prime}}\left|x, \eta_{x}, w\right\rangle\left\langle x^{\prime}, \eta_{x^{\prime}}^{\prime}, w^{\prime}\right| \\
& +\sum_{x, x^{\prime}} \sum_{\eta_{x}, \eta_{x_{x}^{\prime}}^{\prime}, w, w^{\prime}} \alpha_{x, \eta_{x}, w} \bar{x}_{x^{\prime}, \eta_{x^{\prime}}^{\prime}, w^{\prime}} \underbrace{}_{\sum_{N-1} \sum_{y_{x^{\prime}}=y_{x}} \frac{1}{N(N-1)} \omega_{N}^{\eta_{x} y_{x}} \bar{\omega}_{N}^{\eta_{x}^{\prime} y_{x^{\prime}} y_{x^{\prime}}^{\prime}}}\left|x, \eta_{x}, w\right\rangle\left\langle x^{\prime}, \eta_{x^{\prime}}^{\prime}, w^{\prime}\right| \\
& =-\frac{1}{N-1} \rho_{\mathfrak{U}}+\frac{1}{N-1} \mathrm{D}_{A^{Y}}\left(\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|\right), \tag{9.22}
\end{align*}
$$

where $\mathrm{D}_{A}(\rho):=\sum_{a}|a\rangle_{A}\langle a| \rho|a\rangle_{A}\langle a|$ denotes the map that outputs the diagonal entries in register $A$.

Finally we have

$$
\begin{align*}
& \left|\underset{\mathfrak{f} \leftarrow \mathfrak{P}}{\mathbb{P}^{*}}\left[1 \leftarrow \mathrm{~A}^{|\mathbf{f}\rangle}\right]-\underset{\mathbf{f} \leftarrow \mathfrak{P}}{\mathbb{P}}\left[1 \leftarrow \mathrm{~A}^{|\mathfrak{f}\rangle}\right]\right| \leq \frac{1}{2}\left\|\rho_{\mathfrak{A}}^{A}-\rho_{\mathfrak{F}}^{A}\right\|_{1}  \tag{9.24}\\
& =\frac{1}{2}\left\|-\frac{1}{N-1} \rho_{\mathfrak{U}}+\frac{1}{N-1} \mathrm{D}_{A^{Y}}\left(\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|\right)\right\|_{1}  \tag{9.25}\\
& \leq \frac{1}{2} \frac{1}{N-1}\left\|\rho_{\mathfrak{U}}\right\|_{1}+\frac{1}{2} \frac{1}{N-1} \|\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right| \|_{1}=\frac{1}{N-1}, \tag{9.26}
\end{align*}
$$

where we use the triangle inequality and the fact that any CPTP (Completely Positive Trace-Preserving) map, like D, can only decrease the norm of a state.

A distinguisher that performs the optimal measurement has advantage $\left\|\rho_{\mathfrak{U}}-\rho_{\mathfrak{F}}\right\|$, as stated in Equation (9.18). Now let us consider a simple algorithm $B$ that does not have a work register and prepares the following state:

$$
\begin{equation*}
\left|\psi_{0}^{\mathrm{B}}\right\rangle_{A}:=\sum_{x \in\left\{x_{1}, x_{2}\right\}} \frac{1}{\sqrt{2}}|x, \eta\rangle_{A^{X Y}} \tag{9.27}
\end{equation*}
$$

where $\eta \neq 0$ and $x_{1}$ and $x_{2}$ are any distinct inputs. We know that in the state after interaction with a random function we have two cases: in the branch of superposition where $x=x^{\prime}$ the sum $\sum_{y, y_{x^{\prime}}} \frac{1}{N^{2}} \omega_{N}^{\eta_{x} y_{x}} \bar{\omega}_{N}^{\eta_{x^{\prime}}^{\prime} y_{x^{\prime}}}=\delta_{\eta_{x}, \eta_{x^{\prime}}^{\prime}}$, in the branch of superposition where $x \neq x^{\prime}$ the sum $\sum_{y, y_{x^{\prime}}} \frac{1}{N^{2}} \omega_{N}^{\eta_{x} y_{x}} \bar{\omega}_{N}^{\eta_{x^{\prime}}^{\prime} y_{x^{\prime}}}=\delta_{\eta_{x}, 0} \delta_{\eta_{x^{\prime}}, 0}$. We can observe that the former case equals $\mathrm{D}_{A^{x}}\left(\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|\right)$ (so the initial state with $x=x^{\prime}$ ). As we have set $\eta \neq 0$, the off-diagonal part of $\rho_{\mathfrak{U}}$ (so the case with $\left.x \neq x^{\prime}\right)$ is 0 .

The above discussion leads to the following equality:

$$
\begin{align*}
& \left|\underset{\mathbf{f} \leftarrow \mathfrak{U}}{\mathbb{P}}\left[1 \leftarrow \mathbf{B}^{|\mathfrak{f}\rangle}\right]-\underset{\mathbf{f} \leftarrow \mathfrak{P}}{\mathbb{P}}\left[1 \leftarrow \mathbf{B}^{|\mathfrak{f}\rangle}\right]\right|=\frac{1}{2}\left\|\rho_{\mathfrak{U}}^{A}-\rho_{\mathfrak{P}}^{A}\right\|_{1}  \tag{9.28}\\
& =\frac{1}{2} \frac{1}{N-1} \| \sum_{x \in\left\{x_{1}, x_{2}\right\}} \sum_{x^{\prime} \in\left\{x_{1}, x_{2}\right\}, x^{\prime} \neq x} \frac{1}{2}|x, \eta\rangle\left\langle x^{\prime}, \eta\right| \|_{1}=\frac{1}{2(N-1)}, \tag{9.29}
\end{align*}
$$

where the last equality comes from the definition of the trace norm: $\|\mathrm{A}\|_{1}=$ $\sum_{\lambda}|\lambda|$, where $\lambda$ are the eigenvalues of the matrix $A$.

Our general approach to finding the unitary compressed oracle is to calculate the inner product of the full oracle state for different queries and find a compressed state that recovers this behavior. First of all we assume the existence of Dec-a decompression procedure that works perfectly for random permutations. The adversary's state is assumed to be a basis state; To compare two different queries we use $\mathrm{U}_{\vec{x}, \vec{\eta}}|0\rangle_{A}=|\vec{x}, \vec{\eta}\rangle$. Finally the goal is to guess Dec out of

$$
\begin{align*}
& A F\left\langle 0, \Psi_{0}\right| \mathrm{U}_{\vec{x}^{\prime}, \vec{r}^{\prime}}^{\dagger} \mathrm{PhO}^{s \dagger} \mathrm{U}_{\vec{x}^{\prime}, \vec{\eta}^{\prime}} \mathrm{U}_{\vec{x}, \vec{\eta}}^{\dagger} \mathrm{PhO}^{s} \mathrm{U}_{\vec{x}, \vec{\eta} \mid}\left|0, \Psi_{0}\right\rangle_{A F}= \\
& A D\left\langle 0,0^{2 q}\right| \mathrm{U}_{\vec{x}^{\prime}, \vec{\eta}^{\prime}} \mathrm{CPhO}^{s \dagger} \mathrm{U}_{\vec{x}^{\prime}, \vec{\eta}^{\prime}} \operatorname{Dec}^{\dagger} \operatorname{Dec}_{\vec{x}, \vec{\eta}}^{\dagger} \operatorname{CPhO}^{s} \mathrm{U}_{\vec{x}, \vec{\eta}}\left|0,0^{2 q}\right\rangle_{A D}, \tag{9.30}
\end{align*}
$$

where

$$
\begin{equation*}
\left|\Psi_{0}\right\rangle_{F}:=\sum_{\mathbf{f} \in \mathcal{I}_{\operatorname{per}([N])}} \frac{1}{\sqrt{N!}}|\mathbf{f}\rangle_{F} . \tag{9.31}
\end{equation*}
$$

In the following we denote the joint state of A and the oracle when interacting with the full oracle by $|\Psi\rangle$. When dealing with the compressed oracle we write $|\varphi\rangle$.

The First Query First let us analyze the inner product after at most a single query $(x, \eta)$ :

$$
\begin{align*}
& \quad \sum_{\mathbf{f} \in \mathcal{I}_{\operatorname{per}}[[N])} \frac{1}{\sqrt{N!}} \bar{\omega}_{N}^{\eta \cdot \mathbf{f}(x)}\left\langle\left.\left.\mathbf{f}\right|_{F} \sum_{\mathbf{f}^{\prime} \in \mathcal{I}_{\operatorname{per}}([N])} \frac{1}{\sqrt{N!}} \omega_{N}^{\eta^{\prime} \cdot \mathbf{f}^{\prime}\left(x^{\prime}\right)} \right\rvert\, \mathbf{f}^{\prime}\right\rangle_{F} \\
& =\delta_{x, x^{\prime}} \frac{1}{N} \sum_{y_{1} \in[N]} \omega_{N}^{\left(\eta^{\prime}-\eta\right) \cdot y_{1}}+\left(1-\delta_{x, x^{\prime}}\right) \frac{1}{N(N-1)} \sum_{y_{1} \in[N]} \sum_{y_{2} \in[N] \backslash\left\{y_{1}\right\}} \bar{\omega}_{N}^{\eta \cdot y_{1}} \omega_{N}^{\eta^{\prime} \cdot y_{2}}  \tag{9.32}\\
& =\delta_{x, x^{\prime}} \delta_{\eta, \eta^{\prime}}+\left(1-\delta_{\left.x, x^{\prime}\right)} \frac{1}{N-1}\left(N \delta_{\eta, 0} \delta_{\eta^{\prime}, 0}-\delta_{\eta, \eta^{\prime}}\right) .\right. \tag{9.33}
\end{align*}
$$

Now the question is how to model the above inner product with a compressed state. We can see that $\eta$ and $\eta^{\prime}$ have to be equal for the inner product to be non-zero. That points towards saving $\eta$ in the database as a basis state. This however means that we should save the information about all other behavior of $\left\langle\Psi_{x, \eta} \mid \Psi_{x^{\prime}, \eta^{\prime}}\right\rangle$ in the $X$-type register of the database. Our proposition for that is:

$$
\begin{equation*}
\mathrm{CFO}_{\mathfrak{P}}|x, \eta\rangle_{A}|0,0\rangle_{D}=|x, \eta\rangle_{A}\left(\sqrt{\frac{N-1}{N}}|x, \eta\rangle_{D}-\frac{1}{\sqrt{N(N-1)}} \sum_{\tilde{x} \neq x}|\tilde{x}, \eta\rangle_{D}\right) \tag{9.34}
\end{equation*}
$$

$$
\begin{equation*}
=|x, \eta\rangle_{A} \mathrm{QFT}_{N}^{X \dagger} \frac{1}{\sqrt{N-1}} \sum_{\xi \neq 0} \omega_{N}^{x \cdot \xi}|\xi, \eta\rangle \tag{9.35}
\end{equation*}
$$

As we see, even after a single query the quantum database of a random permutation is different from one for a uniformly random function. As already shown in Theorem 9.1.

After two queries As we include more queries it becomes more complicated to figure out the form of the compressed state. Now we want to analyze $\left\langle\Psi_{\vec{x}^{\prime}, \vec{\eta}^{\prime}} \mid \Psi_{\vec{x}, \vec{\eta}}\right\rangle$ with a different number of distinct queries $s:=\left|\left\{x_{1}^{\prime}, x_{2}^{\prime}, x_{1}, x_{2}\right\}\right|$. Different $s$ correspond to different cross terms in the overall inner product. General observations that we made when researching this subject are:

1. $D^{X}$ holds the sum in $\left\langle\Psi_{\vec{x}^{\prime}, \vec{\eta}^{\prime}} \mid \Psi_{\vec{x}, \vec{\eta}}\right\rangle$ reduced to the number of queries done, e.g. if $q=2$ and $s=3$ we perform the sum over $y_{3}$ and the rest of the formula is in $D^{X}$.
2. $D^{Y}$ holds "half" of the result of the product after reducing to the sum of size $q$.

By the first point we mean that register $D^{X}$ needs to take care of the terms in $\left\langle\Psi_{\vec{x}^{\prime}, \vec{\eta}^{\prime}} \mid \Psi_{\vec{x}, \vec{\eta}}\right\rangle$ that result from distinct inputs giving a non-zero inner product (unlike in the case of the uniform distribution). In the second point we require that the result of the sum (depending on the queries) is encoded in register $D^{Y}$.

For compressed oracles after two queries we anticipate the following state will be important in the final result:

$$
\begin{equation*}
\left|\Upsilon_{\text {test }}^{0}\left(\eta_{1}, \eta_{2}\right)\right\rangle:=\sqrt{\frac{N}{N-1}}\left|\eta_{1}, \eta_{2}\right\rangle-\frac{1}{\sqrt{N(N-1)}} \sum_{\tilde{\eta}}\left|\tilde{\eta}, \eta_{1}+\eta_{2}-\tilde{\eta}\right\rangle . \tag{9.36}
\end{equation*}
$$

Additional observations about $\left|\Upsilon_{\text {test }}^{0}\left(\eta_{1}, \eta_{2}\right)\right\rangle$ : It is just the Fourier transform of a partial function state of random permutations:

$$
\begin{align*}
& \operatorname{QFT}_{N}^{D_{1} D_{2}} \sum_{z_{1}, z_{2} \neq z_{1}} \frac{1}{\sqrt{N(N-1)}} \omega_{N}^{\eta_{1} \cdot z_{1}} \omega_{N}^{\eta_{2} \cdot z_{2}}\left|z_{1}, z_{2}\right\rangle_{D_{1} D_{2}}= \\
& \operatorname{QFT}_{N}^{D_{1} D_{2}}\left(\sum_{z_{1}, z_{2}} \frac{1}{\sqrt{N(N-1)}} \omega_{N}^{\eta_{1} \cdot z_{1}} \omega_{N}^{\eta_{2} \cdot z_{2}}\left|z_{1}, z_{2}\right\rangle\right. \\
& \left.-\sum_{z_{1}} \frac{1}{\sqrt{N(N-1)}} \omega_{N}^{\left(\eta_{1}+\eta_{2}\right) \cdot z_{1}}\left|z_{1}, z_{1}\right\rangle\right)=  \tag{9.37}\\
& \sqrt{\frac{N}{N-1}}\left|\eta_{1}, \eta_{2}\right\rangle-\frac{1}{\sqrt{N(N-1)}} \sum_{\tilde{\eta}}\left|\tilde{\eta}, \eta_{1}+\eta_{2}-\tilde{\eta}\right\rangle \tag{9.38}
\end{align*}
$$

We also know how to prepare the above state:

$$
\begin{align*}
& \left|\eta_{2}\right\rangle_{A}\left|\eta_{1}\right\rangle_{D_{1}}|0\rangle_{D_{2}} \xrightarrow{\text { Samp }_{W_{1}}^{D_{1} D_{2}}} \\
& \left|\eta_{2}\right\rangle_{A} \frac{1}{\sqrt{N}} \sum_{y_{1} \in[N]} \omega_{N}^{\eta_{1} \cdot y_{1}}\left|y_{1}\right\rangle_{D_{1}} \sum_{y_{2} \in[N] \backslash\left\{y_{1}\right\}} \frac{1}{\sqrt{N-1}}\left|y_{2}\right\rangle_{D_{2}} \stackrel{\text { Pho }}{\mapsto}  \tag{9.39}\\
& \left|\eta_{2}\right\rangle_{A} \frac{1}{\sqrt{N}} \sum_{y_{1} \in[N]} \omega_{N}^{\eta_{1} \cdot y_{1}}\left|y_{1}\right\rangle_{D_{1}} \sum_{y_{2} \in[N] \backslash\left\{y_{1}\right\}} \frac{1}{\sqrt{N-1}} \omega_{N}^{\eta_{2} \cdot y_{2}}\left|y_{2}\right\rangle_{D_{2}} \stackrel{\operatorname{QFT}_{N}^{D_{1} D_{2} \dagger}}{\mapsto}  \tag{9.40}\\
& \sqrt{\frac{N}{N-1}}\left|\eta_{1}, \eta_{2}\right\rangle-\frac{1}{\sqrt{N(N-1)}} \sum_{\tilde{\eta}}\left|\tilde{\eta}, \eta_{1}+\eta_{2}-\tilde{\eta}\right\rangle \tag{9.41}
\end{align*}
$$

The point of the state $\left|\Upsilon^{0}\left(\eta_{1}, \eta_{2}\right)\right\rangle$ is that:

$$
\begin{equation*}
\left\langle\Upsilon_{\text {test }}^{0}\left(\eta_{1}^{\prime}, \eta_{2}^{\prime}\right) \mid \Upsilon_{\text {test }}^{0}\left(\eta_{1}, \eta_{2}\right)\right\rangle=\frac{1}{N-1}\left(N \delta_{\eta_{1}^{\prime}, \eta_{1}} \delta_{\eta_{2}^{\prime}, \eta_{2}}-\delta_{\eta_{1}^{\prime}+\eta_{2}^{\prime}, \eta_{1}+\eta_{2}}\right) \tag{9.42}
\end{equation*}
$$

which is the inner product when $s=2$ :

$$
\begin{align*}
& \left\langle\Psi_{\vec{x}^{\prime}, \vec{\eta}^{\prime}} \mid \Psi_{\vec{x}, \vec{\eta}}\right\rangle=\frac{1}{N(N-1)} \sum_{y_{1}, y_{2} \neq y_{1}} \bar{\omega}_{N}^{\eta_{1}^{\prime} \cdot y_{1}} \bar{\omega}_{N}^{\eta_{2}^{\prime} \cdot y_{2}} \omega_{N}^{\eta_{1} \cdot y_{1}} \omega_{N}^{\eta_{2} \cdot y_{2}}= \\
& \frac{1}{N-1}\left(N \delta_{\eta_{1}^{\prime}, \eta_{1}} \delta_{\eta_{2}^{\prime}, \eta_{2}}-\delta_{\eta_{1}^{\prime}+\eta_{2}^{\prime}, \eta_{1}+\eta_{2}}\right) \tag{9.43}
\end{align*}
$$

Changing the inputs that are equal permutes $\left(\eta_{1}^{\prime}, \eta_{2}^{\prime}, \eta_{1}, \eta_{2}\right)$.
Register $D^{X}$ might hold some of the following states:

$$
\begin{align*}
&\left|\Xi^{0}\left(x_{1}, x_{2}\right)\right\rangle:=\left|x_{1}, x_{2}\right\rangle,  \tag{9.44}\\
&\left|\Xi_{1}^{1}\left(x_{1}, x_{2}\right)\right\rangle:=\frac{1}{\sqrt{N-2}} \sum_{\tilde{x}_{2} \notin\left\{x_{1}, x_{2}\right\}}\left|x_{1}, \tilde{x}_{2}\right\rangle,  \tag{9.45}\\
&\left|\Xi_{2}^{1}\left(x_{1}, x_{2}\right)\right\rangle:=\frac{1}{\sqrt{N-2}} \sum_{\tilde{x}_{\notin\left\{x_{1}, x_{2}\right\}}}\left|\tilde{x}_{1}, x_{2}\right\rangle,  \tag{9.46}\\
&\left|\Xi^{2}\left(x_{1}, x_{2}\right)\right\rangle:=\frac{1}{\sqrt{(N-2)(N-3)}} \sum_{\tilde{x}_{1} \notin\left\{x_{1}, x_{2}\right\}} \sum_{\tilde{x}_{2} \notin\left\{x_{1}, x_{2}, \tilde{x}_{1}\right\}}\left|\tilde{x}_{1}, \tilde{x}_{2}\right\rangle . \tag{9.47}
\end{align*}
$$

Let us close this chapter by listing the last two inner products important to the case of $q=2$. For $s=3$ and $x_{1}^{\prime}=x_{1}$ we have:

$$
\begin{align*}
& \left\langle\Psi_{\vec{x}^{\prime}, \vec{\eta}^{\prime}}\right| \Psi_{\vec{x}, \vec{\eta}\rangle}{ }^{=} \frac{1}{N(N-1)(N-2)} \sum_{y_{1}} \sum_{y_{2} \neq y_{1}} \sum_{y_{3} \in[N] \backslash\left\{y_{1}, y_{2}\right\}} \bar{\omega}_{N}^{\eta_{1}^{\prime} \cdot y_{1}} \bar{\omega}_{N}^{\eta_{2}^{\prime} \cdot y_{2}} \omega_{N}^{\eta_{1} \cdot y_{1}} \omega_{N}^{\eta_{2} \cdot y_{3}}= \\
& \frac{1}{(N-1)(N-2)}\left(-N \delta_{\eta_{1}^{\prime}, \eta_{1}} \delta_{\eta_{2}^{\prime}, \eta_{2}}+2 \delta_{\eta_{1}^{\prime}+\eta_{2}^{\prime}, \eta_{1}+\eta_{2}}\right) . \tag{9.48}
\end{align*}
$$

Again, different relations of $\vec{x}$ to $\vec{x}^{\prime}$ give different permutations of the delta function in the above inner product.

For $s=4$, so all queries being distinct, we have

$$
\begin{align*}
& \left\langle\Psi_{\vec{x}^{\prime}, \vec{\eta}^{\prime}} \mid \Psi_{\vec{x}, \vec{\eta}}\right\rangle=\frac{1}{N(N-1)(N-2)(N-3)} \\
& \sum_{y_{1}} \sum_{y_{2} \neq y_{1}} \sum_{y_{3} \in[N] \backslash\left\{y_{1}, y_{2}\right\}} \sum_{y_{4} \in[N] \backslash\left\{y_{1}, y_{2}, y_{3}\right\}} \bar{\omega}_{N}^{\eta_{1}^{\prime} \cdot y_{1}} \bar{\omega}_{N}^{\eta_{2}^{\prime} \cdot y_{2}} \omega_{N}^{\eta_{1} \cdot y_{3}} \omega_{N}^{\eta_{2} \cdot y_{4}}  \tag{9.50}\\
& =\frac{1}{(N-1)(N-2)(N-3)} \\
& \left(N \delta_{\eta_{1}^{\prime}, \eta_{1}} \delta_{\eta_{2}^{\prime}, \eta_{2}}+N \delta_{\eta_{1}^{\prime}, \eta_{2}} \delta_{\eta_{2}^{\prime}, \eta_{1}}-6 \delta_{\eta_{1}^{\prime}+\eta_{2}^{\prime}, \eta_{1}+\eta_{2}}+N \delta_{\eta_{1}^{\prime}+\eta_{2}^{\prime}, 0} \delta_{\eta_{1}+\eta_{2}, 0}\right) . \tag{9.51}
\end{align*}
$$

CHAPTER


This thesis is a significant step in the line of research leading to establishing security guarantees for the sponge construction in the post-quantum world that match the guarantees achievable in the classical world. Proving quantum indifferentiability of the sponge construction was essentially the goal of the author's PhD from when he started it almost four and a half years ago.

More broadly, the security results that we achieve are: proving quantum collision-resistance and designing two matching attacks, proving collapsingness, proving quantum indistinguishability from a random oracle, and proving quantum indifferentiability from a random oracle. On the one hand these results are the most important aspects of this thesis, they improve the security guarantees that we can claim about the cryptographic constructions we use in multiple applications. On the other hand, though, the most important outcome are the methods used to achieve the results, as they propel scientific research forward.

On the way of achieving these results we used, repurposed, and developed a number of techniques. Among these techniques are quantum reductions, the quantum polynomial method, and the quantum game-playing framework. The last proof technique that we mention can be considered the single most important result of this thesis. As illustrated by Chapter 7 it has already proven to be a versatile tool. Even though it heavily builds upon work of others, the framework is much easier to use than the parts that constitute it. Arguably, it can also serve as an important starting point for understanding the general relation between post-quantum and classical security.

A PhD thesis marks the end of an intensive period of research on a particular topic, while at the same time, it forms the stepping stone for more scientific inquiries by the author and others.
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| $\mathfrak{D}$ | A distribution. | 140 |
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| $k_{i}:=\left\|\mathbf{M}^{i}\right\|+\left\|\mathbf{Z}^{i}\right\|$ | The number of internal states in evaluation of $\operatorname{Sponge}\left(\mathbf{M}^{i}\right)$ outputting $\mathbf{Z}^{i}$. | 91 |
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| \|| $\|\psi\rangle \\|$ | Norm of a quantum state | 14 |
| $\mathcal{N}$ | The set of $N$ elements: $\mathcal{N}:=$ $\{1,2, \ldots, N\}$ | 13 |
| $O(n)$ | Complexity class "big O" |  |
| (outer, $s, s^{\prime}$ ) | Output of the collision finding reduction: outer collision | 49 |
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| PAD | Padding function | 39 |
| P | Array of padded messages | 40 |
| SpPath $(s, G)$ | Function constructing an input to Sponge leading to a given node | 41 |
| $\mathfrak{P}$ | Uniform distribution over the set of permutations | 239 |
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| p- $\nabla$ - $\mathbf{c f}$ | A particular assignment of states in Sponge evaluations of ( $\mathbf{M}, \mathbf{Z}$ ) with additional constraints for $f$ being a valid function. | 98 |
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| $\mathrm{p}-\nabla-\mathrm{CF}(\mathrm{M}, \mathrm{Z}, *)$ | p- $\nabla$ - $\mathbf{C F}(\mathbf{M}, \mathbf{Z})$ with specified parameters *. | 99 |
| $\mathcal{P}(\mathbf{M}, \mathbf{Z}, \bar{u}, u)$ | The set of placements | 88, 99, 101 |
| $\mathrm{QFT}_{N}$ | The Quantum Fourier Transform | 17 |
| range $f$ | Range of function $f$ | 14 |
| Rate- $1 / 3$ | The Rate 1/3 Construction | 43 |
| $\mathfrak{R}$ | Distribution over Random Oracles | 27 |
| Rem | Removing и $=0$ from the database | 148 |
| R | Random Oracle | 27 |
| $\mathcal{R}$ | The set of rooted supernodes | 41 |
| $\operatorname{Samp}_{\mathfrak{D}}(\mathcal{S})$ | Algorithm preparing a superposition of samples of outputs of $f \leftarrow$ $\mathfrak{D}$ on inputs from $\mathcal{S}$. | 141 |


| $X \stackrel{\&}{\leftarrow} \mathcal{X}$ | $X$ chosen uniformly from set $\mathcal{X}$ | 15 |
| :---: | :---: | :---: |
| $\sigma$ | A permutation. | 113 |
| S | Classical and quantum simulators. | 219, 224 |
| $\operatorname{SPONGEf}^{[\mathrm{PAD}, \mathcal{A}, \mathcal{C}]}$ | Sponge construction with the internal function f , capacity set $\mathcal{C}$, and alphabet $\mathcal{A}$ | 40 |
| Sponge-Coll | A quantum collisions algorithm finding in SPONGE $_{f}\left[\operatorname{PAD},\{0,1\}^{r},\{0,1\}^{c}\right](\ell,$. | 55 |
| Spread | The full set "spreading" operation. | 238 |
| $\mathcal{S}$ | $\mathcal{S}:=\mathcal{A} \times \mathcal{C}$ | 39,77, 78, 107 |
| StO | Standard Oracle | 138 |
| $u_{\text {abs }}, u_{\text {squ }}$ | The number of " $\bar{u}$ " states in the absorbing phases and squeezing phases respectively | 99 |
| $\bar{u}_{\text {abs }}, \bar{u}_{\text {squ }}$ | The number of "u" and " $f$ " states in the absorbing phases and squeezing phases respectively | 99 |
| $\mathfrak{U}$ | The uniform distribution. | 150 |
| $\mathcal{U}$ | The set of supernodes with outgoing edges | 41 |
| $\mathrm{V}_{R}$ | The unitary outputting $D \in R$. | 238 |
| $\mathcal{V}$ | The set of vertices of a sponge graph | 41 |
| W | The joint distribution describing outputs of a sequence of measurements. | 118 |
| $\oplus$ | Bitwise XOR | 14, 151 |
| $y, \eta$, и | Values in the $Y$ register of a database in different bases | $141$ |
| Z | Array of output strings | 82 |
| (zero, $s$ ) | Output of the collision finding reduction: zero-preimage | 49 |
| $\zeta:=\sum_{i=1}^{q}\left(\left\|\mathbf{Z}^{i}\right\|-1\right)$ | The number of states with the next state being in the absorbing phase, $\kappa=\mu+\zeta$. | 99 |

## INDEX

| C |  | N |  |
| :---: | :---: | :---: | :---: |
| capacity | 38 | negligible | 14 |
| challenge-response property | 229 |  |  |
| collapsingness | 22 | O |  |
| collision resistance | 21 | overwhelming | 14 |
| composition construction | 37 |  |  |
| compressed oracle | 145 | P |  |
| E |  | partition | 119 |
| EDM construction | 43 | preimage resistance | 21 |
| EDMD construction | 44 | PRF | 20 |
| entropy | 18 | PRP | 20 |
| H |  | Q |  |
| hash function | 37 | QROM | 27 |
| I |  | R |  |
| indifferentiability | 29 | random oracle $\mathbf{R}$ |  |
| indistinguishability | 27 | random oracle rate | 38 |
| interface | 30 | rate-1/3 construction | 43 |
| adversarial | 229 | rate- $1 / 3$ construction | 157 |
| honest | 229 | relation ROM | $\bigcirc$ |
| private | 30 |  | 27 |
| public | 30 | S |  |
| M |  | simulator | 29 |
| measurement | 17 | sponge construction | 38 |


|  | $\mathbf{Z}$ | zero-preimage resistance | $\underline{21}$ |
| :--- | :--- | :--- | :--- |
| zero-preimage | $\underline{67}$ |  |  |

## ABSTRACT

The research covered in this thesis is dedicated to provable post-quantum security of hash functions. Post-quantum security provides security guarantees against quantum attackers. We focus on analyzing the sponge construction, a cryptographic construction used in the standardized hash function SHA3.

Our main results are proving a number of quantum security statements. These include standard-model security: collision-resistance and collapsingness, and more idealized notions such as indistinguishability and indifferentiability from a random oracle. All these results concern quantum security of the classical cryptosystems.

From a more high-level perspective we find new applications and generalize several important proof techniques in post-quantum cryptography. We use the polynomial method to prove quantum indistinguishability of the sponge construction. We also develop a framework for quantum game-playing proofs, using the recently introduced techniques of compressed random oracles and the One-way-To-Hiding lemma.

To establish the usefulness of the new framework we also prove a number of quantum indifferentiability results for other cryptographic constructions. On the way to these results, though, we address an open problem concerning quantum indifferentiability. Namely, we disprove a conjecture that forms the basis of a no-go theorem for a version of quantum indifferentiability.

## SAMENVATTING

## Post-Quantumveiligheid van Hashfuncties

Het onderzoek in deze dissertatie gaat over bewijsbare post-quantum veiligheid van hashfuncties. Post-quantum veiligheid geeft veiligheidsgaranties tegen quantumaanvallers. We focussen op het analyseren van de sponsconstructie, een cryptografische constructie die wordt gebruikt in de gestandaardiseerde hashfunctie SHA3.

Onze belangrijkste resultaten bestaan uit het bewijzen van een aantal stellingen over quantum veiligheid. Deze omvatten veiligheid in het standaardmodel: botsingbestendigheid en zogeheten collapsingness, maar ook geïdealiseerdere concepten zoals ononderscheidbaarheid en ondifferentieerbaarheid van een random orakel. Al deze resultaten gaan over de quantumveiligheid van klassieke cryptografische systemen.

Breder gezien vinden we nieuwe toepassingen en generaliseren we verscheidene belangrijke bewijstechnieken in post-quantumcryptografie. We gebruiken de polynomiaalmethode om quantumononderscheidbaarheid van de sponsconstructie te bewijzen. Ook ontwikkelen we een framework voor bewijzen op basis van quantumspellen, waarbij we gebruik maken van recent geïntroduceerde technieken zoals gecomprimeerde orakels en de One-way-To-Hidingstelling.

Om het nut van dit nieuwe framework te bevestigen, bewijzen we ook een aantal resultaten op het gebied van ondifferentieerbaarheid voor andere cryptografische constructies. Tegelijkertijd met het bereiken van deze resultaten lossen we een open probleem op over quantumondifferentieerbaarheid. We ontkrachten namelijk een bestaand vermoeden dat de basis vormt voor een onmogelijkheidsbewijs voor een versie van quantumondifferentieerbaarheid.
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[^0]:    ${ }^{1}$ A shift cipher is a type of a substitution cipher, where the alphabet is shifted by a fixed number of letters, e.g. "ab" $\rightarrow$ "cd"
    ${ }^{2}$ Variables with two possible values 0 or 1 .

[^1]:    ${ }^{3}$ In time polynomial in the length of the input.
    ${ }^{4}$ Examples of mathematical concepts that are (probably) suitable to build post-quantum cryptography include: lattices [Pei16], codes [Sen17], multivariate polynomials [DP17], isogenies [Gal+16], and hash functions [BDS09]
    ${ }^{5}$ Cryptographic primitives are the basic parts of cryptographic systems, such as hash functions or pseudorandom functions.
    ${ }^{6}$ One of the most desired security features of a cryptographic hash function is collision resistance. A collision is a pair of inputs that map to the same output. For a collision resistant hash function, it is hard for any adversary to find a collision.
    ${ }^{7}$ CCA stands for Chosen Ciphertext Attack, more on that can be found in [KL14]

[^2]:    ${ }^{8}$ Query algorithms are assumed to make a limited number of queries, polynomial in the security parameter. The security parameter is usually just the length of the secret key or the output of a hash function.
    ${ }^{9}$ We mean a situation in which the protocols and primitives that are studied are classical, but the attacker can perform quantum computations.
    ${ }^{10}$ Note that due to the Kerckhoffs's principle (we refer to, e.g., section 1.2 of [KL14]) this cannot be avoided.

[^3]:    ${ }^{1}$ More on games in cryptography can be found in Section 2.4.2.

[^4]:    ${ }^{2}$ Basic operations are just quantum gates from a predefined set of quantum operations, more on this topic can be found in [NC10].

[^5]:    ${ }^{3}$ When we talk about general quantum maps, (not-necessarily positive) square-root operators of POVM elements are often referred to as Kraus operators.

[^6]:    ${ }^{4}$ More precisely, [Unr16b] shows that relative to certain oracles, a collision-resistant hash function exists that allows such attacks. In particular, this means that there cannot be a relativizing proof that the commitment scheme is binding assuming a collision-resistant hash function. In a recent paper Zhandry [Zha19b] improved this result by presenting a standard model instantiation of a collision-resistant function that also allows attacks from [Unr16b].

[^7]:    ${ }^{5}$ For example, hash functions using the Merkle-Damgård construction are not well modeled as a random oracle. If we use $\operatorname{MAC}(k, m):=\mathbf{h}(k \| m)$ as a message authentication code (MAC) with key $k$, we have that this MAC is secure (unforgeable) when $\mathbf{h}$ is a random oracle, but easily broken when $\mathbf{h}$ is a hash function built using the Merkle-Damgård construction.

[^8]:    ${ }^{7}$ This is no longer considered a secure hash function, note the first collision found in 2017 [Ste+17].

[^9]:    ${ }^{8} \mathbf{f}$ is not called a compression function, since the domain and range of $\mathbf{f}$ are identical.

[^10]:    ${ }^{9}$ The birthday-bound is the bound on generic collision-finding algorithms.

[^11]:    ${ }^{1}$ As proven in [CHS19] and Chapter 4.

[^12]:    ${ }^{2}$ By zero-preimage we mean any value $x$ with $\hat{\mathbf{f}}(x)=0^{c}$.

[^13]:    ${ }^{1}$ See slide 16 (page 26) of their Crypto 2016 presentation available at https://who.rocq. inria.fr/Gaetan.Leurent/files/Simon_CR16_slides.pdf.

[^14]:    ${ }^{1}$ See Conjecture 5.18 for the formal statement.

[^15]:    ${ }^{2}$ Formally, a probability space $(\Omega, \mathbb{P})$

[^16]:    ${ }^{3}$ Observables can measured with a projective measurement, a subclass of the most general quantum measurements.

[^17]:    ${ }^{4}$ Operators A and B commute if $[\mathrm{A}, \mathrm{B}]:=(\mathrm{AB}-\mathrm{BA})=0$.

[^18]:    ${ }^{5}$ Note that the second superscript of $\mathbf{W}_{\mathcal{N}}^{\mathrm{Q}_{\mathcal{N}}, \rho}(\vec{x})$ denotes the first input to the functional, so we have $\mathbf{W}_{\mathcal{N}}^{\mathbf{Q}_{\mathcal{N}}}(\rho, \vec{x})$.

[^19]:    ${ }^{6}$ An easy example of this fact is when $\rho=|0\rangle\langle 0|, \mathrm{A}=|0\rangle\langle 0|$, and $\mathrm{B}=|+\rangle\langle+|$, where $|+\rangle=$ $\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$. Then we have $\operatorname{Tr}(A B A \rho)=1 / 2$ and $\operatorname{Tr}(\operatorname{AAB} \rho)=1 / 4$.

[^20]:    ${ }^{1}$ Meaning adversaries that have access to a quantum computer and make quantum queries to the primitives.

[^21]:    ${ }^{2}$ Note that introducing the formalism using the group $\mathbb{Z}_{N}$ for some $N \in \mathbb{N}$ is quite general in the following sense: Any finite Abelian group $G$ is isomorphic to a product of cyclic groups, and the (quantum) Fourier transform with respect to such a group is the tensor product of the Fourier transforms on the cyclic groups, given the natural tensor product structure of $\mathbb{C}^{G}$.

[^22]:    ${ }^{3}$ We denote this by $\mathrm{QFT}_{N}^{Y}$, where $Y$ is the adversary's output register

[^23]:    ${ }^{4}$ An interesting example of a distribution that is not product but which we can quantumly lazy-sample is the following: It is uniform for inputs in $\{0,1\}^{n} \backslash\{x\}$ for any $x$ and is fully determined on the "last" input: $\mathbf{f}(x)=\bigoplus_{x^{\prime} \neq x} \mathbf{f}\left(x^{\prime}\right)$.

[^24]:    ${ }^{5}$ Uncomputing a function means in the context of quantum computing applying the conjugate of the unitary calculating this function.

[^25]:    ${ }^{6}$ Note that $[q+1]:=\{0,1, \ldots, q\}$

[^26]:    ${ }^{7}$ Like the union $\cup$, intersection $\cap$, or subtraction $\backslash$.

[^27]:    ${ }^{8}$ The commutator of two operators (matrices) is defined as $[A, B]:=A B-B A$.

[^28]:    ${ }^{1}$ Note that, as discussed in Section 2.4.1, the quantum state of the adversary can depend on up to $2 q$ input-output pairs.

