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ABSTRACT
Synthetic colloidal patchy particles immersed in a binary liquid mixture can self-assemble via critical Casimir interactions into various super-
structures, such as chains and networks. Up to now, there are no quantitatively accurate potential models that can simulate and predict this
experimentally observed behavior precisely. Here, we develop a protocol to establish such a model based on a combination of theoretical
Casimir potentials and angular switching functions. Using Monte Carlo simulations, we optimize several material-specific parameters in the
model to match the experimental chain length distribution and persistence length. Our approach gives a systematic way to obtain accurate
potentials for critical Casimir induced patchy particle interactions and can be used in large-scale simulations.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0055012

I. INTRODUCTION

Advances in colloid chemistry have enabled the synthesis
of micrometer-sized particles that, when immersed in a near-
critical binary liquid mixture (e.g., water and lutidine), experience
anisotropic directional interactions induced by a critical Casimir
force. As such patchy particles can make directed bonds, i.e., only
one bond per patch, they can be viewed as mesoscopic analogs of
(carbon) atoms.1 Their micrometer-sized scale makes them directly
observable via a confocal microscope, while they simultaneously
still experience thermal motion that lets them obey the same sta-
tistical behavior of molecules and atoms, i.e., the Boltzmann dis-
tribution. Hence, colloidal patchy particles are well suited as an
experimental model system to explore complex structures analogous
to molecular architectures. Indeed, by exquisite temperature con-
trol of the Casimir interaction, patchy particles can form colloidal
architectures, such as chains and rings, revealing molecular-like
structures.2,3

Much experimental work has been performed on the self-
assembly of patchy particles,4–7 and many computer simulations
have investigated generic static and dynamic properties.8–15 How-
ever, most common colloidal interaction models cannot reproduce

or predict experimental observation because this behavior is sen-
sitive to the precise form of the effective interactions at the
experimental conditions, as dictated by the material and solvent
properties.

In this work, we aim to develop an accurate model for patchy
particle systems that can quantitatively predict the outcome of
experiments. Such models would have several advantages. First, it
would be possible to mimic the experimental setup and understand
what is happening on the particle level, e.g., the conformational
ring statistics in Ref. 3. As such, simulations bring structural and
dynamical insight into the experimental observations. Second, accu-
rate potentials used in a multi-scale simulation provide large-scale
and long-time behavior, enabling the exploration of new hypotheses.
Moreover, such simulations will serve as a predictive tool and pro-
vide a guide to design future experiments. Finally, our work shows a
systematic road toward the development of accurate effective patchy
particle potentials.

While in previous work,16 we developed a potential for (exper-
imental) dumbbell particles where two sites are both interacting
isotropically, here we focus on spherical particles with directional
patches. In the experimental realization of the system, a small patch
is exposed at the surface of a colloidal particle made of a different
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material. The specific wetting properties of the patch and the col-
loidal particle material with respect to the two components of the
near-critical liquid mixture induce the Casimir interactions between
the patches.17–19

The model we develop for simulating patchy colloidal particles
is based on theoretical (isotropic) pair potentials valid for spheri-
cal colloidal particles immersed in an off-critical binary liquid. The
Yukawa potential describes the repulsive part, and the attractive
part originates from the critical Casimir interactions.20,21 As the
theoretical potentials are constructed for a particle with a radius
matching the radius of curvature of the patch on the patchy parti-
cle of interest, we assume prior knowledge of its geometry. Addi-
tionally, these isotropic potentials depend on properties of the sol-
vent and the colloidal particle and contain two imprecisely known
parameters: the surface charge density and the wetting scaling
parameter.

Next, we model the patches of the colloidal particle by multiply-
ing the isotropic interaction by a switching function, which decays
from one to zero, interpolating between a fully bonded and a non-
bonded configuration, depending on the relative orientations of the
interacting patches. The precise form of this switching function is
computed by performing an explicit numerical integration over the
two patch surfaces at various orientations.

As there are several unknown parameters in the theoretical
potentials, it is not easy to come up with an entirely bottom-
up approach. Therefore, we adopt a hybrid top-down/bottom-up
procedure and parameterize the potential by benchmarking it on
experimental measurements.

Implementing the full potential for a colloidal dipatch parti-
cle system, we performed extensive Monte Carlo (MC) simulations
for colloidal systems under gravity. As expected, the particles assem-
ble into chains for sufficiently strong attraction and we measure the
persistence length and chain length distributions at various temper-
atures (Fig. 1). The potential is then matched to mimic the experi-
mental results by tuning the surface charge density, scaling wetting
parameter, and patch size.

The remainder of the paper is organized as follows. In Sec. II,
the patchy particle model is presented, which is based on the phys-
ical dimensions of the patchy particle, theoretical critical Casimir
interactions, and electrostatic repulsion; Sec. III shows details of

the simulated system to calculate the chain length distributions and
persistence lengths; and in Sec. IV, we show the effects of the fit-
ting parameters on the two observables and the optimization of the
potential. We end with concluding remarks.

II. THEORETICAL BACKGROUND
Following the bottom-up approach, we start with introducing

the pair potential of isotropic particles immersed in a binary liquid,
followed by the pair potential of patchy particles. Then, by adding
the external gravitational field, the full potential is constructed.

Next, we apply our general model onto the dipatch particle
system that is based on physical dimensions of the experimentally
measured particles.

A. The isotropic pair potential
The isotropic pair potential is based on the work of Stuij

et al.,21 which presented a model for the attractive critical Casimir
potential between two spherical colloidal particles immersed in
an off-critical binary liquid. The model is constructed by map-
ping experimentally measured radial distribution functions and
second virial coefficients onto pair potentials based on critical
Ising model Monte Carlo simulations and mean-field theoretical
methods.23

These isotropic potentials V isotropic are composed of the repul-
sive Yukawa potential VYukawa and the attractive critical Casimir
potential obtained from the theoretical scaling function V theory

C .
Their isotropic nature makes them a function of the interparticle
distance r only,

Visotropic (r) = VYukawa(r) + V theory
C (r). (1)

The potential VYukawa describes the screened Coulomb repul-
sion between the colloidal particles in a polar solvent. It is a coarse-
grained model that captures the screening effect of the electric dou-
ble layer of the ions in the solvent.24,25 The Yukawa potential of
two identical charged particles with diameter σc and center-to-center

FIG. 1. (a) Top and side view from the
simulation box at dT = 0.16 K. (b) Snap-
shots from experiment at various temper-
atures.22 Distinct chains are indicated by
the colors.
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distance r apart is

VYukawa(r) =
⎧⎪⎪
⎨
⎪⎪⎩

∞, r ≤ σc,

U0 exp(−κ(r − σc))σc/r, r > σc,
(2)

with

U0 =
Z2λB

(1 + κσc/2)2σc
, (3)

where Z = πσ2
c Υ is the charge of the particles, Υ is the surface

charge density, λB = βe2
/4πϵ is the Bjerrum length of the solvent

with ϵ is the permittivity of the solvent, e is the elementary charge,
and β = 1/kBT is the inverse temperature with kB the Boltzmann
constant. The screening length, i.e., Debye length, is defined as
κ−1
=
√

ϵkBT/e2∑iρi where ρi is the number density of monovalent
ions in the solvent.26

The attraction is caused by critical Casimir interactions result-
ing from the diverging bulk correlation length ξ of the concen-
tration fluctuations of a binary solvent near its critical point. The
surfaces of two spherical particles, or differently shaped objects such
as walls, patchy particles, or cubes,27–30 act as boundary conditions
(BCs) confining the fluctuations between them. When the distance
between the objects becomes smaller than ξ, the spatial restriction on
the critical fluctuations gives rise to an effective force, called critical
Casimir force, first introduced by Fisher and de Gennes in 1978.31

This effective force is attractive or repulsive depending on the
identical or opposing surface preference of the BCs. In the theoret-
ical description, this surface preference is captured by the so-called
surface field hs that depends on a material-specific (dimensionless)
wetting parameter w, i.e., the hydrophilic or hydrophobic affinity of
the surface with the solvent.29,32,33

The critical Casimir interaction between two spheres of radius
Rp follows a universal scaling function Θ̂ according to finite-size
scaling theory (see Appendix A),

V theory
C (r) =

w3Rp

D
Θ̂(d=3,Derj)

(Y/w, Λ), (4)

where distance D = r − 2Rp and r is the interparticle distance of
the two particles with radius Rp. This form holds for two spheres
with Rp ≫ D, in the Derjaguin approximation in three dimensions
(d = 3).

The first variable in the scaling function Y ≡ sgn(t)D/ξt is
dependent on the scaled temperature t = (Tc − T)/Tc with Tc as
the critical temperature and T as the temperature, and the sol-
vent correlation length is ξt ≡ ξ(0)t,± ∣t∣

−ν along the path t → 0± at
the critical composition. The second variable in the scaling func-
tion Λ ≡ sgn(hb)D/ξh depends on the bulk ordering field hb.
The bulk ordering field is proportional to the difference between
the chemical potentials of the solvent species A and B such that
hb ∼ μA − μB − (μA − μB)c with respect to the critical point. The
related solvent correlation length is ξh = ξ(0)h ∣hb∣

−ν/βδ along the path
hb → 0 with t = 0.

While the scaling exponents ν, β, δ, and the amplitude ratio
ξ(0)t,+ /ξ

(0)
t,− are universal,34 the magnitude of the amplitudes of ξ(0)t,± and

ξ(0)h is not.

The universal scaling behavior means that the critical Casimir
interactions are largely independent of microscopic details of the
system but are instead a function of the thermodynamic state of
the solvent and the properties of the boundary conditions. The for-
mer includes the composition of the binary liquid c, salt concen-
tration csalt, and phase separation temperature Tcx, where the latter
is a function of the radius Rp of the particle and scaling wetting
parameter w.

B. The patchy particle pair potential
For the construction of the patchy particle pair potential, con-

sider a patchy particle that consists of a spherical bulk particle of
diameter σ = 2R with np spherical patch particles with radius Rp,
located such that the patch particle cuts through the surface of the
bulk particle, yielding an exposed circular patch of diameter dp [see
Fig. 2(a)].

Due to the short nm-ranged character of the critical Casimir
interaction, which is at least an order of magnitude smaller than the
particle diameter, only a small area of the exposed patch surfaces
interacts. While in principle there is also a bulk–bulk Casimir attrac-
tion, this is relatively weak compared to the patch–patch attrac-
tion and will be dominated by the repulsive electrostatic potential
at the experimentally chosen conditions. We can therefore neglect
these interactions. Note that the situation would be reversed for
compositions on the other side of the critical composition.

Suppose two patchy particles are facing each other at their
minimum energy position. In that case, the bulk particle and the
edges of the circular patch surface do not contribute to the effec-
tive interaction calculated in the Derjaguin approximation, as this

FIG. 2. (a) The computational patchy particle is composed out of two components:
the bulk colloidal particle (white circle) and the patch colloidal particle (dotted
circle). (b) Schematic illustration zoomed in at the bond of two patchy particles. If θp

is large enough, Dedge-edge falls outside the range of V isotropic and only a small frac-
tion of the patch surfaces interacts, as illustrated with the yellow color. The patch
height hp, the projected patch diameter dp, the patch surface–surface distance
Dmin and Dedge-edge are indicated (dotted lines).
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distance ≥ Dedge-edge [see Fig. 2(b)] falls outside the range of the criti-
cal Casimir interaction. Therefore, the effective interaction between
two facing patches of two particles is accurately approximated by
the isotropic pair potential [Eq. (1)] of two spherical particles with
radius Rp.

The pair interaction Vpair between the patchy particles arises
from the electrostatic repulsion VYukawa and the patch–patch attrac-
tive interaction,

Vpair(rij, Ωi, Ωj) = VYukawa(rij) + min
1≤k,l≤np

Vpik ,pjl
(rij, Ωi, Ωj) (5)

where the min function gives the minimum energy of the set of all
possible patch–patch potentials. The position of each patch in the
particle reference frame is given by np unit vectors p that point from
the particle’s center to the center of the patch. This mimics the fact
that only one bond per particle pair can be formed. This patch–patch
potential Vpik ,pjl

is defined as

Vpik ,pjl
(rij, Ωi, Ωj) = V theory

C (rij)Spik ,pjl
(Ωi, Ωj), (6)

where V theory
C (rij) is the (isotropic) critical Casimir attraction for two

particles with diameter 2Rp given in Eq. (4). The switching func-
tion Spik ,pjl

(Ωi, Ωj) captures the effective interaction strength as a
function of particles’ orientation Ω (given by a quaternion repre-
sentation). The strongest bond is formed if the patches are aligned,
as illustrated in Fig. 2(b), yielding S = 1. The bond weakens when
patches are rotated away, rendering S ∈ [0, 1⟩.

C. The switching function
This switching function is in principle six-dimensional (three

degrees of freedom for each orientation Ω). However, by making use
of the symmetry of the system, it reduces to three dimensions. To do
so, we define three angles θi, θj, and θ′ij and a distance r to represent
all conformations that two particles can have when making a bond.
In Fig. 3 on the left, the θi and θj angles are illustrated. They are
defined as

cos(θi) =
pik ⋅ rij

∣pik∣∣rij∣
, − cos(θj) =

pjl ⋅ rij

∣pjl∣∣rij∣
, (7)

where pik (pjl) is the kth (lth) patch vector of particle i(j) and
rij = rj − ri is the interparticle center-to-center distance vector. The
angle θ′ij is defined as the patch vectors’ projected angle on the plane
perpendicular to the interparticle vector, as illustrated in Fig. 3 on
the right. Note that by aligning the reference frame with rij, we can
make this representation rotationally and translationally invariant.

In this way, the six-dimensional function Spik ,pjl
(Ωi, Ωj) is reduced

to a three-dimensional function S(θi, θj, θ′ij).
The function S(θi, θj, θ′ij) can be computed by a numerical

integration of the effective attractive critical Casimir interaction at
various conformations defined by θi, θj, and θ′ij. To simplify the
integration, the patch curvature is set equal to the curvature of the
bulk particle. In Appendix B 3, we show that the integrated function
S(θi, θj, θ′ij) can be well approximated by

S(θi, θj, θ′ij) ≈ S′(θi)S′(θj), (8)

where S′(θi) depends only on one angle and is a fit of the part of the
integrated S(θi, θj, θ′ij) where one of the particles is fixed at θj = 0○,
while the other is rotated by θi ≥ 0○,

S′(θ) = exp(∑
8
l=2clθ

l
). (9)

In a self-assembled patchy particle dispersion, the persistence length
and distribution of the chain lengths are not strongly affected by
the choice of the definition of S by either θi, θj, and θ′ij or making
the simplification of only incorporating θi and θj as in Eq. (8). See
Appendix B 3 for more details.

D. The external potential Vgravity

To mimic the experimental observation that patchy particles
tend to sink to the bottom of the sample due to the gravitational
force F g pulling the colloids down, we add an external gravitational
potential to the model. The gravitational potential V g ,

Vg(z) = Δmgz = −Fgz, (10)

depends on gravitational acceleration (on Earth in this case) g,
height z, and mass difference Δm between the patchy particle and
the solvent (see Appendix B 2 for details).

The bottom of the sample is mimicked by a steep Lennard-
Jones 12-6 potential (VLJ), which is connected to V g at the transition
point zcut with an equal first derivative,

VLJ(zcut) = Vg(zcut), (11)

V′LJ(zcut) = V′g(zcut). (12)

FIG. 3. Two single patch particles with
their interparticle vector rij (dotted arrow)
and patch vectors pik and pjl (solid
arrows). The light and dark gray col-
ored patches are behind and in front of
the plane of the paper, respectively. The
angles θi , θj , and θ′ij are indicated with a
bow.
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The complete external potential is thus

Vgravity(z) =
⎧⎪⎪
⎨
⎪⎪⎩

VLJ(z), z ≤ zcut,

Vg(z), z > zcut,
(13)

=

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

4ϵLJ(
σ
z

12
−

σ
z

6
+

1
4
), z ≤ zcut,

−Fgz − b, z > zcut,
(14)

where ϵLJ is a self-chosen value. This potential is smooth up to the
first derivative and is suited for molecular dynamics as well as Monte
Carlo simulations.

E. The system’s potential energy
The full potential of N spherical colloidal patchy particles inter-

acting via the effective pair potential Vpair and experiencing a grav-
itational field is given by a summation over the pair potentials
between all pairs of patchy particles,

V =
N

∑
i<j

Vpair(rij, Ωi, Ωj) +
N

∑
i

Vgravity(zi), (15)

and the external field V gravity caused by the gravity and the cell
boundary. The latter is only dependent on z, the vertical component
of the particle’s position.

F. Constructing the dipatch particle potential
So far the described a model is generally applicable onto patchy

particles interacting via critical Casimir interactions and electro-
static repulsions under a gravitational field. However, the model
still contains two material-specific parameters: w (wetting param-
eter) and Υ (surface charge density). Since these are not precisely
known, they are treated as free parameters to optimize our potential
model using experimental data. We stress here that these parameters
are not meaningless fit parameters but have a physical meaning, and
their range of possible values is thus limited.

The dipatch particles of interest from Refs. 2 and 22 are
immersed in a water–lutidine (75/25 vol. %) solution with cMgSO4

= 1.0 mM. The ions not only screen the surface charge and affect
the electrostatic repulsion but also allows one to tune specific
patch–patch interactions.35–37 The physical dimensions of these
dipatch particles are measured with AFM (atomic force micro-
scopy).22 The particle’s diameter σ, projected patch diameter dp,
patch arc-angle θp, patch height hp, and Rp are listed in Table I and
indicated in Fig. 2.

The parameters of the repulsive Yukawa potential [Eqs. (2) and
(3)] of this solution are κ−1

= 2.78 nm, ϵ = 2.25 ×10−10 F/m,17

λB = 2.14 nm, and σc = 2Rp. The surface charge density Υ remains
a fitting parameter.

TABLE I. The particle diameter σ, projected patch diameter dp, patch arc-angle
θp, patch height hp, patch radius of curvature Rp are measured with AFM. The
number in brackets indicates the standard deviation of the last digit based on four
measurements.

σ (μm) dp (μm) θp (○) hp (nm) Rp (μm)

3.2(1) 0.58(5) 21(2) 45(5) 1.0(2)

TABLE II. Critical Casimir non-universal and universal scaling constants (from Refs.
21 and 34).

ξ(0)t,+ (nm) B ν β δ

0.198 0.765 0.63 0.3265 4.789

In an off-critical binary liquid, instead of measuring t, the
off-set dT = Tcx − T from the phase separation temperature Tcx is
measured.

For the construction of the potentials, the location of Tc with
respect to Tcx is calculated with the relation Tcx−Tc

Tc
= ( cc−c

B )
1/β where

cc = 0.287 denotes the critical (lutidine mass) fraction,38 B is a non-
universal scaling constant of the water lutidine solution without
salt measured in Ref. 39, and β is a universal scaling constant (see
Table II).

V theory
C is obtained as numerical data from Ref. 21 using the uni-

versal and non-universal scaling parameters listed in Table II. For
our simulations, it is convenient to have an analytical expression
and analytical interpolation of the numerical data. The data are well
represented by the following functional form:

VC(r; dT,w) = −
A
B

exp(−(
r − σ

B
)

2
), (16)

which we fit as functions of wetting scaling factor w ∈ [0.40, 0.56]
and dT ∈ [0.12, 0.22]K, which is the temperature range of the exper-
imental measurements. The resulting parameters A(dT,w) and
B(dT,w) turn out to be well represented by the product of two
simple cubic polynomials of the arguments (see Appendix B 1).

In order to set the effective patch–patch interaction equal to the
isotropic pair potential of two patch particles, the critical Casimir
attraction V theory

C at distance Dedge-edge should become negligible [see
Fig. 2(b)]. Three potentials are shown in Fig. 4 using the above-
described system, at various values for w with Υ = −0.15 e/nm2 and

FIG. 4. Three pair potentials of two isotropic hydrophobic particles with radius Rp

immersed in a water–lutidine (75/25 vol. %) solution with 1.0 mM MgSO4 with
Υ = −0.15 e/nm2 and w = 1.00, 0.80, and 0.60 at dT = 0.12 K. All potentials
become negligible at 0.035σ; thus, Vpair(θi = θj = 0○) = V isotropic.
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FIG. 5. Three-step calculation scheme for optimizing the patchy particle potential.
The solid lines represent the dependencies, e.g., VYukawa is only dependent on Υ.

dT = 0.12 K. Even at maximum value w = 1.00, when the interac-
tion depth reaches ∼−200 kBT, the interaction strength at 0.035σ
(Dedge-edge = 2hp + Dmin) is negligibly small. The potential with w
= 0.60, which has a more realistic interaction strength, becomes neg-
ligibly small at 0.025σ. Thus, if the bonds are aligned, i.e., θi = θj
= 0○, then Vpair = V isotropic.

If the patches rotate, a repulsive bulk–patch interaction arises
due to opposing boundary conditions of the surfaces.19 As this
bulk–patch interaction distance (for θ → 0○ at Dedge-edge) is longer
than the attractive interaction distance 0.025σ, we assume this

repulsive contribution to be small compared to the attraction and
ignore it in the description of the potential. Nevertheless, to com-
pensate for this assumption, a smaller effective patch width θeff

p
than the experimental θp is allowed. This approach circumvents
the explicit calculation and benchmark of the repulsive contribu-
tion, which would introduce more unknown parameters to the
model.

We employ a three-step calculation scheme, as illustrated
schematically in Fig. 5, for benchmarking the experimental measure-
ments to the model. We start with defining the four input parame-
ters: Υ, w, dT, and θeff

p . In the second step, from the former three
input parameters, the isotropic potentials VYukawa and VC are con-
structed, and, in combination with the latter, the part S′(θ) of the
angular switching function S in Eq. (8) is determined by numeri-
cal integrating. Next, by employing MC simulations, the persistence
length Lp and chain length distribution Px are measured using Vpair
and Vgravity. Finally, based on Lp and Px over the whole temperature
range, the input parameters Υ, w, and θeff

p are adjusted, and the steps
are repeated.

To perform this adjustment efficiently, we first illustrate the
effect of the input parameters on Vpair with five example potentials
with dT = 0.12–0.22 K (Fig. 6). Later in Sec. IV A, their qualitative

FIG. 6. Pair potentials of the dipatch particles with diameter σ dressed with hydrophobic patches with radius of curvature Rp, immersed in a water–lutidine (75/25 vol. %)
mixture with 1 mM MgSO4. [(a) and (b)] Radial parts, VYukawa and VC. [(c) and (d)] Corresponding switching functions S′ with θeff

p = 18.0 and 21.0○. The w and Υ(Y)
combinations are indicated by the numbers (1)–(5) and the color coding, and the lines indicate dT = 0.12 K (solid) and dT = 0.22 K (dashed-dotted).
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effect on absolute values and temperature trends on Lp and Px is
demonstrated.

Decreasing Υ, i.e., making it more negative, makes the repul-
sion VYukawa stronger and, therefore, the pair potential weaker
[Fig. 6(a)]. Although S′ is based on the change of the effective attrac-
tive interaction, the repulsion plays a role in the location of the
minimum, and thus, also Υ has an effect on S′ [Fig. 6(c)].

As the scaling function Θ̂ is multiplied by w3 and the corre-
lation length ξt by w, increasing w will make VC effectively deeper
and its interaction range longer. The resulting switching function S′

becomes more narrow around θ ∼ 5○ and less steep around 10○ (not
explicitly shown in Fig. 6).

If both w and Υ are adjusted simultaneously, potentials with
similar interaction strength can be created, but with a different tem-
perature dependence [Fig. 6(b)]. For example, by comparing poten-
tials (4) and (5), the minima of (4) at dT = 0.12 and 0.22 K are closer
together than (5). This means that there is a weaker temperature
effect in (4) compared to (5). Adjusting w and Υ simultaneously
can therefore serve as a knob to adjust the effective temperature
dependence of Vpair.

Finally, if θeff
p is decreased, e.g., from 21.0○ to 18.0○, the curva-

ture of the switching function S′ shifts with a constant to smaller
angles, while the curvature itself stays the same. Note that the
assumption V isotropic(Dedge-edge) ≈ 0kBT should still hold upon mak-
ing θeff

p smaller, else a discontinuity in the force around θ = 0○

appears.

III. SIMULATION METHODS
A. Monte Carlo simulation of the chain length
distribution

For the chain length distribution simulations, a cubic box of
length 51.17σ with 1000 particles with periodic boundary condi-
tions, corresponding to an area fraction of η = ρπ/4 = 0.30, where ρ
is the number density, is simulated with Monte Carlo (MC). Starting
from a random configuration, the system was equilibrated by per-
forming between 1 × 104 up to 6 × 104 MC cycles for the weak and
strong interaction strengths, respectively. Each MC cycle consists of
5 × 105 single particle (95%) and cluster moves (5%).

In a single particle move, a randomly selected particle is either
rotated (50%) or translated (50%) and can create and break bonds.
Note that even though the potentials are deep, breakage occurs. In
the case of the strongest potential, we observe typically thousands
of bond breakage events. The rotation is performed using a random
quaternion with an angle uniformly chosen ∈ [0, dqmax]. The trans-
lation is performed using a random vector r⃗ with length uniformly
chosen ∈ [0,

√
3drmax]. To enhance the decorrelation and make the

sampling in the quasi-2D x,y-plane more efficient, the z-component
of the translation vector r⃗ is reduced by a factor of 10 to avoid the
particle being placed outside the quasi-2D plane, i.e., inside the wall
or far above the gravitational height.

For the cluster move, the translation or rotation move is per-
formed on a chain that is composed of particles that are connected
via bonds, i.e., the attractive term in the pair potential is negative,
or on single particles. Detailed balance is obeyed by keeping the
number of clusters constant. Therefore, any new configuration that
creates a new bond is rejected.

The maximum displacement drmax and maximum rotation
dqmax of the single particle and cluster moves are adjusted to main-
tain an acceptance ratio between 30% and 70%.

Measurements are performed on three independent samples
during 7 × 104 MC cycles. The chain length distribution is calculated
as Px =

nx
∑ini

with Px being the probability of a chain of length x, nx

being the number of chains with length x, and ∑ini being the total
number of chains.

B. Measuring the persistence length
The persistence length Lp is calculated via a mode analysis of the

chain in the worm-like chain model, in the same manner as done for
the experimental measurement.2 For a chain fluctuating in a two-
dimensional plane, the variance of the mode amplitudes is related to
the persistence length via

⟨(an − ⟨an⟩)
2
⟩ =

2
Lp
(

L
nπ
)

2
, (17)

where an is the mode amplitude of mode number n and L is the
contour length of the chain.40,41

To determine the mode fluctuations, we use MC runs to sam-
ple the conformation of a chain consisting of 15 dipatch particles
in three independent samples, while not allowing bonds to break.
To enhance decorrelation, in addition to single particle rotation and
translation moves, tail flipping moves are performed. In this move,
an interparticle bond vector r⃗bond of the chain is randomly selected.
Then, all particles starting from r⃗bond to the tail end of the chain are
rotated by 180○ around r⃗bond.

IV. RESULTS AND DISCUSSION
First, in Sec. IV A, we qualitatively compare the effects of the

benchmark parameters w, Υ, and θeff
p on the chain length distri-

bution Px and persistence length Lp and identify three dependen-
cies. In Sec. IV B, we perform the quantitative benchmark onto
experimental measurements.

A. The Px and Lp as a function of Υ, w, θeff
p , and dT

The three distinct dependencies become apparent in the chain
length distributions in Fig. 7 and persistence length in Fig. 8 for
potentials (1)–(5) from Fig. 6.

The first effect is that an increased radial potential strength
leads to longer and stiffer chains over the complete tempera-
ture range. By comparing potentials (1)–(3), we observe increas-
ing chain lengths, i.e., more longer chains, and stiffer chains for
(3) < (2) < (1).

The second effect, that of shorter chains and stiffer chains
over the complete temperature range, is achieved by reducing the
effective patch width θeff

p . This effect is best observed in potential
(2), which shows a strong reduction in chain lengths and a sig-
nificant increase in the persistence length, but this holds for all
potentials.

The third effect relates to the temperature dependence of Px and
Lp. By varying both w and Υ simultaneously, one can create potential
with approximately equal strength, but with a different temperature
dependence, as done for potentials (2), (4), and (5). By comparing
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FIG. 7. Chain length distributions for potentials (1)–(3) with θeff
p = 21.0 (a) and

18.0○ (b) and for potentials (2), (4), and (5) with θeff
p = 21.0○ (c). The lines repre-

sent θeff
p and the symbols represent dT as indicated in the legend, while the color

coding is from Fig. 6.

the chain lengths of potentials (4) and (5), at dT = 0.17 K, potential
(4) shows the longest chains, while at dT = 0.12 K, it is potential (5)
instead. Additionally, in the persistence length, the same tempera-
ture trend is observed, where at dT = 0.22 K the chain of potential (5)
is more flexible than that of (4), while at dT = 0.12 K this is reversed.
Thus, the temperature strength of the potentials can be tuned while
still retaining similar chain lengths and flexibility.

FIG. 8. Persistence length as a function of temperature of potentials (1)–(5). The
effects of Υ and θeff

p (a) and combining Υ and w simultaneously (b) are shown.
The line and symbol coding represents θeff

p as indicated in the legend, while the
color coding is from Fig. 6.

B. Benchmarking Px and Lp on experimental
measurements

Now that we have examined the qualitative effects on Px and
Lp as a function of w, Υ, and θeff

p , we can benchmark the potential
on the experimental measurements quantitatively. Two evaluation
functions R1 and R2 are constructed that express the deviation of
the simulation of Lp and Px from the experiments, respectively.

For the persistence length measurements, R1 is defined as the
percentage of deviation from the experimental values,

R1(Lexp .
p , Lsim.

p ; dT) =
Lsim.

p − Lexp .
p

Lexp .
p

⋅ 100% (18)

and is calculated for each experimentally measured temperature
dT = 0.12, 0.14, 0.16 K. Although not explicitly written, both Lexp .

p

and Lsim.
p are, of course, temperature dependent.

Table III shows the evaluation of the persistence length of the
chains for w = 0.456, 0.462, 0.470, Υ = −0.08, −0.09, −0.10 e/nm2,
and θeff

p = 19.0○, 19.5○, 20.0○ for the three temperatures. For each
combination of w and Υ, there exists a θeff

p in which the persistence
length corresponds to experiment within ±8% indicated by the bold
numbers.

In both experiments and simulations, we observe an increased
monomer and dimer concentration, which does not coincide with
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TABLE III. R1 [Eq. (18)] values that expresses the percentual deviation of the sim-
ulation from experiment. The bold numbers indicate the optimal θeff

p at given w
and Υ.

w 0.456 0.462 0.470

θeff
p 19.0 19.5 20.0 19.0 19.5 20.0 19.0 19.5 20.0

Υ dT

0.12 −5.5 −13.3 −19.6 −1.2 −9.3 −16.5 5.8 −3.0 −11.3
−0.10 0.14 0.2 −7.6 −14.8 4.9 −3.3 −10.8 12.5 2.6 −5.6

0.16 0.4 −6.9 −14.3 5.6 −3.1 −11.0 11.9 3.5 −5.3

0.12 −1.8 −10.0 −17.5 2.8 −5.4 −13.4 8.4 0.1 −7.9
−0.09 0.14 3.8 −3.8 −11.7 10.3 0.2 −7.6 17.2 6.3 −1.5

0.16 4.9 −3.4 −11.1 10.2 1.2 −7.0 17.3 7.9 −1.1

0.12 2.3 −6.0 −14.0 8.0 −1.6 −9.9 14.6 4.5 −4.3
−0.08 0.14 9.6 0.2 −7.9 14.8 4.9 −3.1 21.9 11.4 2.0

0.16 10.2 1.4 −6.6 15.3 5.7 −3.1 23.0 13.2 3.2

the expected exponential decay of the chain length distribution for
longer chains (Fig. 9). Therefore, the simulated chain length distri-
butions of chains with x ≥ 2 are evaluated against fitted exponential
curves of the (noisy) experimental data that exclude monomers and
dimers. The deviation between the average of the three independent
simulations and experiments is evaluated as

R2(PR2
x , Psim.

x ; dT) =
1

xmax

xmax

∑
x
(

Psim
x − PR2

x

PR2
x

)

2

, (19)

where PR2
x is the experimental or fitted value. For each dT simulation,

the sum runs over the chain lengths x up to xmax, the maximum chain
length for which holds Px ≥ 5 × 10−5 and length x ≤ 45 particles.

Calculating chain length distributions requires more CPU time
because there are more particles in the simulation box. Therefore,
the chain length distribution simulations were only performed for

FIG. 9. The exponential fits onto the experimentally measured chain length distri-
butions for x > 2 and x ≤ 55, 30, 25, 10, and 8 for dT = 0.12, 0.14, 0.16, 0.18, and
0.22, respectively. The inset shows a zoom in which the connected dots by solid
thin lines represent the experimentally measured probabilities for clarity.

TABLE IV. R2 [Eq. (19)] value that expresses the deviation of simulation from
experiment in order of magnitude. The bold values are from the selected potential.

w 0.456 0.462 0.470

θeff
p 19.0 19.0 19.5 19.0 19.5 19.5 19.5 20.0 20.0

Υ −0.10 −0.09 −0.08 −0.10 −0.09 −0.08 −0.10 −0.09 −0.08
dT

0.12 0.60 0.51 0.09 0.52 0.08 2.69 0.24 7.13 9.69
0.14 0.61 0.57 1.60 0.54 1.21 39.52 9.25 143.09 804.29
0.16 0.63 0.57 0.12 0.57 0.23 ∼106 0.14 ∼107

∼109

0.18 0.54 0.54 0.43 0.55 0.45 50.59 0.33 ∼103
∼1020

0.22 0.48 0.45 0.55 0.45 0.57 0.40 0.56 0.32 0.07

the potentials with a good persistence length as listed in bold in
Table III.

Based on the smallest deviation from experiment over the
whole temperature range as defined by R1 and R2 (indicated in bold
in Table IV), the potential with w = 0.462, Υ = −0.090 e/nm2, and θeff

p
= 19.5○ is selected (Fig. 10). This optimized potential performs best
in mimicking the experimentally measured temperature dependent
chain length distribution and persistence length, as shown in Fig. 11.

Although the simulations still show small deviations from
experiment, the potential cannot be significantly improved. For a
truly perfect overlap, the potential should exhibit a weaker temper-
ature dependence in Px as the chains are too short at dT = 0.22 K
and mimic experiment well at dT = 0.12 K, while it requires a
stronger temperature dependence in Lp, as R1 shifts from positive
(dT = 0.22 K) to negative (dT = 0.12 K). This is a contradicting prop-
erty of the potential. Thus, changing the input parameters cannot
lead to an improved potential, using the current potential forms.

We stress, however, that notwithstanding these small differ-
ences the potential model is remarkably accurate and can predict the
assembly as well as the mechanical behavior over the relevant tem-
perature range. Moreover, the final values for the free parameters

FIG. 10. The radial part of the pair potentials VYukawa and VC and the switch-
ing function S′ (in the inset) are shown for temperatures dT = 0.12–0.22 K with
w = 0.462, Υ = −0.09 e/nm2, and θeff

p = 19.5○.
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FIG. 11. With potential parameters w = 0.462, Υ = −0.090 e/nm2, and
θeff

p = 19.5○, the chain length distribution Px (a) and persistence length Lp (b) are
simulated and mimic experiment over the temperature range of dT ∈ [0.12, 0.22]
K. The vertical error bars in (b) represent the standard deviation of measurements
consisting of 3600 images (30 min at a frame rate of 2 fps).

in the optimized model are physically reasonable. The patch angle
θeff

p is very close to the measured patch width by AFM. The surface
charge density is within the expected physical range for these types of
colloids (see, e.g., Ref. 21). Finally, the optimal w value is lower than
expected, but still reasonable. Thus, we conclude the potential model
is physically sound and can be used for complex colloid systems.

V. CONCLUSION
In this work, we have developed an accurate potential model to

simulate patchy particles interacting via critical Casimir forces. The
potential model is based on a hybrid bottom-up/top-down coarse-
graining approach, in which we take isotropic interaction from accu-
rate scaling theory and adjust these to the patchy particle geometry,
by numerical integration and fitting as a function of the patch orien-
tation. While accurate, the theoretical scaling theory contains several
poorly known material parameters, the wetting factor, the charge
density, and the effective patch width. We optimized the potential by
fine-tuning these parameters so that a system of these particles under
gravitational field mimics the experimentally observed chain length
distribution and persistence length as best as possible. Indeed, we

demonstrated that the optimal potential model accurately predicts
the experimental results.

While the optimization procedure might be seen as a fitting
procedure, all parameters have a physical meaning, can be inter-
preted, and can only be used for fine-tuning. As there is basically
no freely adjustable parameter, it is quite remarkable that we can
simulate such a complex system accurately.

Thus, our work clearly shows how a single potential model
can be developed to accurately simulate a complex system of patchy
particles interacting with critical Casimir interactions, under a vari-
ety of conditions. Our approach provides a general framework to
develop coarse-grained effective potentials that can be used to repro-
duce and interpret experiments and guide future experiment. For
instance, a direct extension of the model is to describe multiva-
lent patchy particles, e.g., tetra-patch particles, so that networks
can be formed. Moreover, using the optimized potential model in
a (Brownian) molecular dynamics setting can provide dynamical
information.

We stress that our coarse-grained potential is naturally bound
to a specific experimental system. Changing the system, will also
change the potential. Therefore, the potential needs to be optimized
for each new colloidal system. While this seems a drawback, we stress
that much or our framework can be automatized. In fact, most of the
effort will lie in the particle synthesis and collection of experimental
data to benchmark the models.

Finally, we mention that our approach still relies on functional
forms for the potentials and on standard fitting procedures. In the
future, the use of machine learning can be considered to directly go
from the theoretical isotropic potentials to the final model, without
going through the intermediate fitting steps.
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APPENDIX A: THE ISOTROPIC CRITICAL CASIMIR
ATTRACTION

For the construction of the patchy particle potential, we start
with the theoretical prediction for the isotropic critical Casimir
interaction between two spheres with radius Rp, as described in
Refs. 20 and 21. Here, for completeness, we outline the basics of
this isotropic interaction. First, the scaling parameters are explained.
Then, the mapping from d = 4 to 3 dimensions of the critical Casimir
interaction between parallel plates is introduced, followed by the
integration over two spheres in the Derjaguin approximation. For
a more exhaustive overview on critical Casimir interactions, see
Ref. 23, and for that on the construction of the isotropic potentials,
see Ref. 21.

The critical Casimir force follows universal scaling functions
determined solely by the universality classes of the solvent and of
the colloid surfaces that are in contact with the binary liquid near its
demixing transition.

An important determining factor in the critical Casimir force
is the solvent correlation length ξ. This parameter ξ is a function of
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its distance from the critical point at (Tc, cc), i.e., temperature and
concentration cc. Specifically, it scales with the scaled temperature
t = (Tc − T)/Tc via ξt = ξ(0)t,± ∣t∣

−ν with t → 0 at the critical concen-
tration and thus corresponds to the Ising model in the absence of
an external magnetic field B⃗. The bulk ordering field hb is propor-
tional to the distance of the chemical potential μ of the off-critical
mixture with respect to the critical chemical potential μc at cc. The
correlation length ξ scales as ξh = ξ(0)h ∣hb∣

−ν/βδ with hb → 0 at t = 0.
ν = 0.63, β = 0.3265, and δ = 4.789 are universal scaling exponents.34

The critical Casimir force is a function of scaled distances Y
and Λ = sgn(hb)

D
ξh

between the confining objects. During an exper-
imental measurement, only t is easily varied, while hb stays constant.
Therefore, the scaling parameters are rewritten as

Y = sgn(t)
D
ξt

Σ =
Λ
Y

. (A1)

The critical Casimir interaction in three dimensions for two
parallel plates is denoted ϑ(d=3)

∥ (Y, Σ). This function is not directly
known but is determined via mapping 3D MC Ising model simula-
tions at Σ = 0, i.e., hb → 0, and ϑ(d=4)

(Y, Σ) from mean-field theory
within Landau–Ginzburg theory,42

ϑ(d=3)
∥ (Y, Σ) =

ϑ(d=4)
∥ (Y, Σ)

ϑ(d=4)
∥ (Y, Σ = 0)

ϑ(d=3)
∥ (Y, Σ = 0). (A2)

The material-dependent surface–solvent interactions are dependent
on the surface fields hs.33 Including the effect of hs via w(hs) explic-
itly in d = 4 gives ϑ(d=4)

∥ (Y, Σ; hs) = w
dϑ(d=4)
∥ (Y/w, Σ). It is assumed

that this also holds for d = 3, although this has not been explicitly
tested.

Using the force FC,∥(L) = SL−3ϑ(d=3)
∥ (L/ξt , Σ) between two

plates of surface area S separated by distance L, integration over
the two patch particle spheres with radius Rp and R′p in the Der-
jaguin approximation is performed to yield the force between two
spheres at distance D, the shortest surface–surface distance between
the particles,

FC(D) = ∫
ϕM

0
dϕ

dS(ϕ)
L(ϕ)3 ϑ(d=3)

∥ (L(ϕ)/ξt , Σ), (A3)

where the integral is over the angle ϕ, dS(ϕ) is the surface of an
infinitesimal ring of radius R sin ϕ, and L(ϕ) is the distance between
two such rings on the two spheres.

The isotropic V theory
C then follows by integrating over the force.

Realizing that only small ϕ contribute, a change of variables, rear-
rangement, and execution of (one of) the integrals gives17,28,43,44

V theory
C (D, Rp, R′p,Y, Σ)

= ∫

∞

D
dzFC(z)

=
1
D

2πRpR′p
(Rp + R′p)

∫

∞

1
dx(x−2

− x−3
)ϑ(d=3)
∥ (xY, Σ)

≡
1
D

2RpR′p
(Rp + R′p)

Θ̂(d=3,Derj)
(Y, Σ), (A4)

where in the last line we defined the function Θ̂(d=3,Derj)
(Y, Σ)

≡ π∫
∞

1 dx(x−2
− x−3

)ϑ(d=3)
∥ (xY, Σ). Note that in the Derjaguin

approximation, the (critical Casimir) interaction strength is easily
scaled according to the radii of the particles.

As ϑ(d)∥ (Y, Λ) = ϑ(d)∥ (Y, Σ),20 we can replace Θ̂(d=3,Derj)
(Y, Σ)

with Θ̂(d=3,Derj)
(Y, Λ). For two spheres with equal radius, including

the effect of the surface fields w(hs), we then finally arrive at

V theory
C (r) =

Rpw
3

D
Θ̂(d=3,Derj)

(Y/w, Λ), (A5)

where r = D + 2Rp is the center-to-center distance, and we sup-
pressed the functional dependence of Rp,Y, Λ and hs. This is Eq. (4)
arising in the main text.

APPENDIX B: POTENTIAL OPTIMIZATION

In this section, we detail how we construct the fit the poten-
tial. First, VC is fitted as function of A and B to the numerical data,
and A and B are again fitted to w and dT. Second, the construction
of V gravity(zi) is discussed. Third, the integration of the switching
function S is explained.

1. Fit parameters for VC

The critical Casimir attraction V theory
C is fitted to Eq. (16) for

D ∈ [0.004, 0.025]σ with the curve_fit function of the scipy package
in Python, which is a non-linear least-square fitting procedure. The
fitting is performed for w ∈ [0.40, 0.56], surface charge density Υ ∈
[−0.05,−0.38]e/nm2, and dT ∈ [0.12, 0.22] K. The values for A and
B are again fitted to the functions,

A(w, dT) = (
3

∑
x=0

axw
x
)
⎛

⎝

4

∑
y=0

bydTy⎞

⎠
, (B1)

B(w, dT) = (
3

∑
x=0

axw
x
)
⎛

⎝

4

∑
y=0

bydTy⎞

⎠
. (B2)

Table V shows the resulting coefficients a and b.

TABLE V. Coefficients a and b valid for w ∈ [0.40, 0.56], surface charge density
Υ ∈ [−0.05,−0.38]e/nm2, and dT ∈ [012, 0.22] K for the calculation of A and B,
as defined in Eqs. (B1) and (B2), respectively.

A (σkBT) B (σ)

a0 −0.015 061 8 0.219 318 4
a1 2.179 971 1 −6.415 286 9
a2 −9.919 260 0 0.684 059 0
a3 51.479 504 7 0.685 914 9
b0 −0.226 173 2 −0.007 218 9
b1 7.246 060 9 0.071 211 4
b2 −60.600 308 3 −0.501 629 1
b3 221.602 339 1 1.870 137 1
b4 −304.832 948 0 −2.783 413 5
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2. Gravity
As experimentalists on Earth see their patchy particles at the

bottom of the sample due to the gravitational force pulling the col-
loids down, we add gravity to the model. The gravitational energy is
defined as

Vg(z) = mgz = −Fgz, (B3)

where m is the mass, g is the gravitational acceleration (on Earth in
this case), z is the height, and F g is the gravitational force. In order to
know the effective gravitational force acting on the colloids, we need
the mass difference between the colloid and the solvent,

Δm =
4
3

πr3
colloid(ϕTPMρTPM + ϕPSρPS − ρsol), (B4)

where rcolloid is the radius of the colloid, ϕx is the fractional volume,
and ρx is the density of material x and the water–lutidine solution.

For the synthesis of dipatch particles,1 three spheres
of polystyrene (PS) surrounding one sphere of 3-
(trimethoxysilyl)propyl methacrylate (TPM). The fractional
volumes are estimated by assuming that the spheres are touching
such that the ratio of the radii is rTPM : rPS = −1 + 2/

√
3. We

calculate a volume fraction ϕTPM = 0.0012.
While the patch material is clearly distributed anisotropically,

we do not expect a gravitational torque acting on the patchy par-
ticles. Only a very small fraction TPM is used in the synthesis,
which means that the patchy particle does not deviate much from
an isotropic sphere.

For a dipatch particle with radius r = 0.5σ, the following values
are used:

ϕTPM = 0.0012,
ϕPS = 1 − ϕTPM,
ρTPM = 1.235 g/ml,45

ρPS = 1.05 g/ml,46

ρsol = 0.989 66 g/ml,47

g = 9.806 65 m/s2.

This results in F g = −7.7 kBT/σ for the dipatch particles cor-
responding to a gravitational height of 0.13σ. Solving the equations
in Eq. (14) with ϵLJ = 500kBT gives values for b = 8.64 kBT and zcut
= 1.12σ.

3. Calculation of the switching function
We calculate the switching function from a direct evaluation of

the patch–patch Casimir attraction Vpp by performing a (numerical)
integration over the two surfaces of the patches in various config-
urations in which the particles are placed at the minimum energy
position rmin, with specific patch angles θi, θj, and θ′ij,

Vpp(rmin, θi, θj, θ′ij) = ∫
D=∞

D=0
Varea(D)dA, (B5)

where D = r − 2R is the surface–surface distance, Varea is the local
Casimir potential energy per area, and dA is a small subarea on the

patch surface.44 We can approximate this effective interaction by
performing a summation over NA small subareas dA on both patch
surfaces,

Vpp(rmin, θi, θj, θ′ij) ≈
NA

∑Varea(D)

≈ α
1
2

Nx
A

∑
x=i,j

VC(Dx
min), (B6)

where we compute Varea(D) from the critical Casimir interaction
VC(r) for each of these NA subareas on particle x = i, j using the
closest distance Dx

min to the patch surface on the other particle, as
schematically illustrated in Fig. 12. As Varea has units of energy per
area, whereas VC is in units of energy, we insert an arbitrary pref-
actor α to make this conversion. We do not calculate this correc-
tion factor α explicitly. Instead, for the calculation of the integrated
switching function Sint in Eq. (B7), we normalize the integration to
the conformation where the patches are perfectly aligned, i.e., θi = θj
= θ′ij = 0○,

Sint
(θi, θj, θ′ij) =

Vpp(rmin, θi, θj, θ′ij)
Vpp(rmin, θi = θj = θ′ij = 0○)

=
∑

Nx
A

x=i,jVC(Dx
min; θi, θj, θ′ij)

∑
Nx

A
x=i,jVC(Dx

min; θi = θj = θ′ij = 0○)
. (B7)

The NA small equal areas of the summation are generated using
an icosphere. An icosphere is a spherical shape composed of equally
sized triangles, and by definition, the triangles’ corners are uniformly
distributed along the surface of the sphere. Thus, summing over
these triangles’ corners mimics the summation over NA. In addition,
to simplify the integration, we assume the curvature of the patch is
equal to the curvature of the colloidal bulk particle.

The top row of Fig. 13 shows Sint of Eq. (B7) for the potential
with w = 0.462, Υ = −0.090 e/nm2, and θp = 19.5○ at dT = 0.16 K. For
this integration, we used NA ∼ 4730 for each particle. The three plots

FIG. 12. The patch–patch interaction is calculated by integrating over both patch
surfaces. The yellow and dark-colored areas for the particle on the left and
right schematically indicate the volumes in which the NA distances Dx

min lie,
respectively.
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FIG. 13. Sint (top row); estimated switch functions S0, S90, and S180 (middle row) [Eqs. (B9)–(B11), respectively]; and difference between Sint and S0, S90, and S180 (bottom
row) for θ′ij = 0○, 90○, and 180○ using an isotropic potential with w = 0.462, Υ = −0.090 e/nm2, θeff

p = 19.5○, and dT = 0.16 K.

show how the interaction energy changes upon rotating the colloidal
particles with angles θi and θj while θ′ij = 0○, 90○, or 180○.

Next, we would like to construct an approximation of Sint based
on knowing only the switch function at Sint(θi, θj = 0○). This part of
the switching function S is fitted with the function

S′(θ) = exp(∑
8
l=2 clθ

l
) (B8)

by using the curve_fit function of SciPy. The sum runs from 2 to
ensure that the first derivative of S′ is zero at θ = 0○. It runs up to 8,
as the fitting procedure was not able to include more terms to

improve the fit. In Table VI, the coefficients for the switching func-
tion of the benchmarked potential with w = 0.462, Υ =−0.090 e/nm2,
θeff

p = 19.5○ and dT ∈ [012, 0.22] K are shown.
From S′, we construct the functions S0, S90, and S180 defined,

respectively, as

S0
(θi, θj) = S′(max(θi, θj)), (B9)

S90
(θi, θj) = S′(θi)S′(θj), (B10)

S180
(θi, θj) = S90

(θi, θj) + 0.7(S90
(θi, θj) − S0

(θi, θj)). (B11)
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TABLE VI. Coefficients c of S′ in Eq. (B8) for which θ has units of degrees and w = 0.462, Υ = −0.090 e/nm2, θeff
p = 19.5○, and dT ∈ [012, 0.22] K.

dT 0.12 0.14 0.16 0.18 0.20 0.22

c2 −9.904 139 9 × 10−4
−8.620 336 2 × 10−4

−6.932 609 8 × 10−4
−4.558 825 7 × 10−4

−1.671 990 5 × 10−4 1.184 130 9 × 10−4

c3 4.828 195 4 × 10−4 5.508 159 5 × 10−4 4.618 313 5 × 10−4 2.308 458 7 × 10−4
−8.348 993 0 × 10−5

−3.982 680 9 × 10−4

c4 −2.685 575 6 × 10−4
−2.365 735 8 × 10−4

−1.482 462 4 × 10−4
−1.664 963 2 × 10−5 1.319 285 6 × 10−4 2.663 086 1 × 10−4

c5 2.701 451 3 × 10−5 1.650 837 2 × 10−5
−2.450 417 4 × 10−6

−2.709 200 6 × 10−5
−5.273 031 4 × 10−5

−7.431 187 1 × 10−5

c6 −1.766 769 6 × 10−6
−7.460 324 6 × 10−7 9.249 552 8 × 10−7 2.984 924 0 × 10−6 5.022 323 1 × 10−6 6.620 356 9 × 10−6

c7 7.053 160 2 × 10−8 2.614 785 9 × 10−8
−4.391 024 3 × 10−8

−1.278 794 7 × 10−7
−2.077 310 3 × 10−7

−2.658 646 5 × 10−7

c8 −1.351 593 4 × 10−9
−6.272 305 2 × 10−10 5.099 754 8 × 10−10 1.855 298 9 × 10−9 3.094 941 0 × 10−9 3.927 019 6 × 10−9

Figure 13 shows these functions in the middle row and their
difference with Sint in the bottom row. The functions were made by
carefully inspecting the shape of the numerical results for Sint at 0○,
90○, and 180○. Sint at 0○ and 90○ are well approximated by S0 and S90,
as one can see in the bottom row of Fig. 13. Inspecting Sint at 180○

and max(θi, θj) < 5○, one observes that it is almost identical to S90.
Only at 5○ < θi, θj < 15○, the value of Sint for 180○ is lower than for
90○. In exactly this region, S0 and S90 also show a difference. There-
fore, S180 is constructed by adding to S90 the difference between S0

and S90.
To compose a functional solution for S as a function of θi, θj,

and θ′ij as a linear combination of S0, S90, and S180,

Slin. comb.
=

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

S0
(λ − 1) + S90λ, λ = θ′ij/90○ ≤ 1,

S90
(2 − λ) + S180

(λ − 1), λ > 1,
(B12)

where λ = θ′ij/90○. The discrepancy between ∣Sint
− Slin. comb.

∣ ≤ 10%
and lies mainly in a region where Sint is ∼0.5, which means it
is not a highly occupied region. The coefficient 0.7 in S180 was
chosen to minimize the discrepancy between Slin. comb. and Sint for
90○ < θ′ij < 180○.

We simulate the chain length distribution and persistence
length to test the sensitivity of the choice of switch function
S. Figure 14 shows the persistence length of a 15-particle long
chain and the chain length distribution of 1000 dipatch particles
with gravity at the three test cases in which the switching
function S is S0, S90, or Slin. comb.. The persistence length of S0

and Slin. comb. is similar, which seems to indicate that the chains
under gravity have θ′ij around 0○. However, the switching function
S90 shows a stronger temperature dependence on the persistence
length.

While the choice of switching function is substantially influenc-
ing the persistence length, it turns to have only a minor effect on the
chain length distribution, as seen in Fig. 14. Advantages of S90 are
its simple form and its dependence on the orientation of both parti-
cles. As S0 leads to discontinuous torques due to the max function,
another advantage of S90 is its continuous torques in a molecular

dynamics simulation. Therefore, the switching function S used in
Eq. (8) has the form of S90.

4. Parameter list
For completeness, we compose a list with all the parameters and

functions used in the model in Table VII.

FIG. 14. Chain length distribution Px (a) and persistence length Lp (b) of using func-
tion S as S0, S90, or Slin. comb. with w = 0.462, Υ = −0.090 e/nm2, θeff

p = 19.5○, and
dT = 0.16 K.
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TABLE VII. Grouped by topic (indicated in boldface), this table lists all the functions and parameters including their symbol, description, value, unit, and reference. The given
values are for the benchmarked dipatch particle potential.

Symbol Description Value Unit References

T Temperature K
β Inverse temperature 1/kBT

Potentials
V isotropic Isotropic potential of a spherical colloidal particle [Eq. (1)] kBT 21
VYukawa Isotropic repulsive electrostatic Yukawa potential kBT
V theory

C Theoretical critical Casimir interaction (acquired as numerical
data)

kBT 21

VC Analytical interpolation of V theory
C kBT

Vpair Patchy particle pair potential kBT
Vpik ,pjl

Patch–patch potential kBT
S′ The fitted switching function
Spik ,pjl

The switching function of the effective patch–patch interaction
of pik and pjl

Vgravity The external field caused by the gravity and cell boundary kBT
dT Tcx − T K

Gravitational parameters
ϵLJ A self-chosen value: It represents the steep potential of the

capillary wall
500 kBT

Δm The mass difference between the solvent and the particle 1.04 pg
zheight Gravitational height 0.13 σ

Solvent properties
κ−1 Debye length of the binary lutidine/water (25/75vol. %) mixture

including 1 mM MgSO4

2.78 nm

λB Bjerrum length 2.14 nm
c Composition of the binary liquid 25 Vol. % lutidine
cc Critical luditine mass fraction of the water and lutidine binary

mixture
0.287 38

B Non-universal scaling constant of the water lutidine solution
without salt

0.765 fc−1
c 39

csalt Salt concentration, MgSO4 0.375 mM
Tc Critical temperature of the binary lutidine/water mixture 33.68

○

C 38 and 48
Tcx Phase separation temperature Tc + 0.08 K
ξ(0)t,+ The solvent correlation length of the binary liquid related to t 0.198 nm 21

Scaling functions and parameters
Θ̂ A universal scaling function
t Scaled temperature (Tc − T)/Tc
hb Bulk ordering field
μ Chemical potential
ξ Solvent correlation length
Y Scaling function related to the scaled temperature t
Λ Scaling function related to the bulk ordering field hb
ν Universal scaling exponent 0.63 34
β Universal scaling exponent used in the relation Tcx−Tc

Tc
=

( cc−c
B )

1/β
0.3265 34

δ Universal scaling exponent 4.798 34
hs Surface field, describes the surface preference of the binary

liquid
w Scaling wetting parameter, a function of surface field hs 0.462 29 and 33
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TABLE VII. (Continued.)

Symbol Description Value Unit References

Particle properties and physical dimensions
Z Charge of the particle e
Υ Surface charge density −0.090 e/nm2

dp Projected patch diameter (AFM) 0.58(5) μm 2 and 22
θp Patch diameter (AFM) 21(2)

○

2 and 22
Rp Patch particle radius of curvature (AFM) 1.0(2) μm 2 and 22
σ Diameter of bulk particle (AFM) 3.2(1) μm 2 and 22
hp Height of the patch (AFM) 0.58(5) μm 2 and 22
σc Diameter of particle used in Yukawa potential, equals 2Rp 2.0 μm
np Number of patches of the patchy particle 2
θeff

p The effective patch width used in the integration of Sint 19.5
○

Particle’s positional and orientational variables
rij The interparticle vector from particle i to j
r Center-to-center distance between two particles, ∣rij∣ σ
D Surface–surface distance between two spherical particles, r–σ σ
Dmin Surface–surface distance at which

V isotropic(Dmin) = min(V isotropic)

0.0068 σ

Dedge-edge Distance from the edge of the patch, to the edge of the other
patch, when θi, θj = 0○, 2hp + Dmin

0.035 σ

pik kth patch vector of particle i
θi, θj Angle between patch vector and interparticle vector

○

θ′ij Patch vectors’ projected angle on the plane perpendicular to the
interparticle vector

○

Ωi (4D) quaternion representation of the orientation of particle i

Observables
Px Probability of finding a chain of length x
Lp Persistence length σ
an The amplitude of the nth bending mode in the worm-like-chain

model [Eq. (17)]
σ 40 and 41

L Contour length of the chain [Eq. (17)] σ 40 and 41

DATA AVAILABILITY

The data that support the findings of this study are avail-
able within the article and its Appendix. The coefficients for the
switching function S′ [Eq. (9)] of potentials other than the bench-
marked potential are available from the corresponding author upon
reasonable request.
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