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Chapter

Pain Identification in
Electroencephalography Signal
Using Fuzzy Inference System
Vahid Asadpour, Reza Fazel-Rezai, Maryam Vatankhah

and Mohammad-Reza Akbarzadeh-Totonchi

Abstract

Diagnosing pain mechanisms is one of main approaches to improve clinical
treatments. Especially, detection of existence and/or level of pain could be vital
when oral information is not present for instant for neonates, disabled persons,
anesthetized patients and animals. Various researches have been performed to
originate and classify the pain; however, consistent results are surprising. The aim
of this study is to show a strict relation between electroencephalography (EEG)
features and perceptual pain levels and to clarify the relation of classified signal to
pain origin. Cortical regions on scalp are assigned based on an evolutional method
for optimized alignment of electrodes that improve the clinical monitoring results.
The EEG signals are recorded during relax condition and variety of pain conditions.
Evolutionary optimization method is used to reduce the features space dimension
and computational costs. A hybrid adaptive network fuzzy inference system
(ANFIS) and support vector machine (SVM) scheme is used for classification of
pain levels. ANFIS optimizer is used to fine tune the non-linear alignment of kernels
of SVM. The results show that pain levels could be differentiated with high accuracy
and robustness even for few recording electrodes. The proposed classification
method provides up to 95% accuracy.

Keywords: electro-encephalogram, pain, adaptive network fuzzy inference system,
support vector machine

1. Introduction

Diagnosis of the pain is one of the main concerns in clinical treatments
procedure. In particular, detection of chronic or acute stage of the pain could be
vital in the situations that oral information is not available for example instant for
neonates, disabled persons, anesthetized patients and also animals. Multiple
research projects have been done to originate and classify the pain. It is shown that
achieving consistent is a challenge.

Identification of the human sensory perception have been of high interest in
recent years. These studies are required for protection of the body and for
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restoring the embodiment sense. The advance in this field shows that not only
the accurate design of the sensors improves the sensitivity of the identification
but understanding the dynamics of pain perception and successful reversing of
the codingmechanism are essential stages of the processing and classification process.

Localization of the source of the pain is very important for the neurological
therapeutic processes [1]. The localization of cortical sources and observation of the
spatiotemporal activation is also used for pre-treatment monitoring and surgical
process [2]. The studies in this area would create an infrastructure for real-time
monitoring of the pain to be used in alarming systems, surgery monitors and
automated activated systems.

The aim of this work is to show the relation of EEG signal and perceptual level of
pain. We also try to clarify the relation between the signal and the origin of the pain.
The alignment of electrodes in cortical regions on scalp are assigned based on an
evolutional algorithm to improve the clinical monitoring results. The normal and
pain conditions are used for recording the signal. Some defined spectral features are
combined with non-linear features including approximate entropy and Lyapunov
exponent to create the feature vector. It is shown that there is consistency between
these features and the dynamical characteristic of EEG signals. Evolutionary opti-
mization method is used for reduction of the features space dimension and compu-
tational costs. A hybrid adaptive network fuzzy inference system (ANFIS) and
support vector machine (SVM) scheme is used as the classifier. ANFIS optimizer is
used for alignment of kernels of SVM. The classification results show that pain
levels could be differentiated with high accuracy, sensitivity, and specificity with
few recording electrodes. This research shows that electrical variations of brain
patterns could be used for determination of pain levels. The proposed classification
method reaches an accuracy of 95%.

2. Literature review

The study of human brain functionality in special conditions like stress and pain
has significantly improved in the last decades [2]. Only some few changes in EEG
signal have been observed during pain condition. An experimental pain stimulus
will cause a decrease in alpha spectrum and an increase in gamma power in the
surface of cortex while tonic muscle pain usually led to a stronger beta activity [3].
In most of the works a cold press has been mainly used to induce pain to the
subjects. The achieved results are not necessarily consistent and do not allow for
generalization of the events.

The staging of the signals has shown more progress regardless of the specificity
of the described EEG changes for pain. The EEG spectrum is affected by sensory
processing in general and cognitive sensory signals change during these events. The
ambiguity of the effects of these events on EEG is probably a consequence of the
methods used for EEG analysis, which do not allow for sufficient experimental
control. In the present work a machine learning approach is used for classification
and recognition of pain to be used for diagnosing purposes.

The aim of this research is to identify the difference between “normal”, “low
pain” and “pain” conditions. A kernel based SVM is used for the classification of the
signals in the desired classes [4]. The optimized hyperplane is adjusted by finding
the maximum distance from the nearest training points. An ANFIS optimizer is
used for adjusting the hyper-planes of SVM classifier. ANFIS is trained by the
features in the data set and adjusts the system parameters according to the error
criteria [5]. Our results show that the combination of ANFIS-SVM results to the best
performance on nonlinear features.
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3. Materials and methods

3.1 Energy ratio features

The EEG signal could be categorized based on the spectrum in the frequency
domain. The spectrum analysis could provide a demonstration of the functionality
of the brain. Because of the spectrum changes in pain condition the Energy ratios
between different bands could be used as the classification features. The ratio of
Alpha, Beta, Delta, and Theta energy to the total spectrum on each EEG lead are
used as the features for the classifier.

3.2 Approximate entropy

Approximate entropy is a non-negative number that is assigned to a time series
that is a measure of the complexity or irregularity in the data. EEG signal has a
steady pattern during synchronized cooperative function of cortical cells with low
entropy index values. In contrast concentric functions and higher levels of brain
activity led to high values of entropy. The entropy H is defined as:

H ¼ �
X

N

i¼1

Pi log 2Pi (1)

in which Pi is the average probability at i th frequency band of brain rhythm
that is grater that r times of standard deviation and N is the total number of
frequency bands. H is 0 for a single frequency and 1 for uniform spectrum distri-
bution over total spectrum. Approximate entropy can be used as a powerful tool in
the study of the EEG activity because of the non-linear characteristics of EEG
signals. The accuracy and confidence of the entropy estimate improves as the
number of matches of length m and mþ 1 increases. m and r are critical in
finding the outcome of approximate entropy. The approximate entropy is
estimated with m ¼ 3 and r ¼ 0:25 based on an investigation on original data
sequence in this work.

3.3 Fractal dimension

Fractal dimension is a demonstration of the geometric property of basin of attrac-
tion in the feature space. This dimension shows geometrical property of attractors
and is also computed very fast [6]. Features were extracted from each one second
segment with 50% overlap, and sequence of 9 extracted features was considered as
the feature vector of a five second segment. We have used Higuchi’s algorithm, in
which k new time series are constructed from the signal under study as [7]:

xkm ¼ x mð Þ, x mþ kð Þ, x mþ 2kð Þ, … , x mþ ⌊
N �m

k
⌋k

�� �

(2)

in which m ¼ 1, 2, … , k and k indicate the initial time value, and the discrete

time interval between points, respectively. For each of the k time series xkm the
length Lm kð Þ is calculated as:

Lm kð Þ ¼

P

i¼1 x mþ ikð Þ � x mþ i� 1ð Þkðj j N � 1ð Þ

⌊N�m
k ⌋k

(3)
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in which N is the total length of the signal x. An average length is computed as
the mean of the k lengths Lm kð Þ (form ¼ 1, 2, … , k ). This procedure is repeated for
each k ranging from 1 to kmax , obtaining an average length for each k. In the curve

of ln L kð Þð Þ versus ln 1
k

� �

, the slope of the best matched line to this curve is the

estimate of the fractal dimension.

3.4 Lyapunov exponent

Lyapunov exponents are used as a measure for differentiating between types
of orbits in feature space based on the initial conditions. These features can
determine the stability of steady-state and chaotic behavior [8]. Chaotic
systems show aperiodic dynamics because the phase space trajectories with
similar initial states tend to move from each other at an exponentially increasing
speed that is defined as Lyapunov exponent. This feature is extracted from the
observed time series. The algorithm starts from the two nearest neighboring
points in phase space at the beginning time 0 and at the current time t that
corresponds to the distances of the points in the i th direction are δXi 0ð Þk k and
δXi tð Þk k, respectively. The Lyapunov exponent is defined as the average

growth rate λi of the initial distance [9]:

δXi tð Þk k

δXi 0ð Þk k
¼ 2λi t ! ∞ð Þ (4)

or

λi ¼ lim
t!∞

1

t
log 2

δXi tð Þk k

δXi 0ð Þk k
(5)

The existence of a positive Lyapunov exponent is an indication of chaos.
Lyapunov exponents can be extracted from observed signals using two approaches.
The first method is based on the following of the time-evolution of nearby points in
the state space. This method can only estimate the largest Lyapunov. In the other
approach the Jacobi matrices and can estimate all the Lyapunov exponents for a
systems that often called their Lyapunov spectra [10]. This vector is used as the
parameter vector in this work.

4. Classification

SVM classifiers discriminants the hyperplanes to reach optimal classification.
The hyperplanes should be adjusted to maximize the margin of classification
boundaries. The distance from the nearest training points is measured using a non-
linear kernel to map the problem from the feature space into the linear space [11].
Radial Basis Function (RBF) kernel is proposed in this paper and the Lagrangian
optimization of the kernel is performed using an ANFIS structure. This proposed
method leads to adjustable soft-decision classification because of the conceptual
nature of the pain for patients.

4.1 SVM with RBF kernel

Training of the SVM is a quadratic optimization problem on the hyperplanes
that are defined as:
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yi wΦ xi, y j

� �

þ b
� �

≥ 1� ξi, ξi ≥0, i ¼ 1, … , l, j ¼ 1, … ,m (6)

that xi is the feature vector, b is the bias, w is the weight vector, ξi is class

separation factor, Φ xi, y j

� �

is the RBF mapping kernel, l is the number of training

vectors, j is the number of output vectors, and y j is the desired output vector. The

weight parameter should be optimized to maximize the margin between the
hyperplane and the neighboring points in the feature space. This is a compromise
between the maximization of margin and the number of misclassified points.
Optimization of Eq. (6) results to optimum weight w.

Figure 1 shows the RBF kernel SVM classification system. The kernel
parameters could be selected by optimizing the upper bound of the generalization
error based on the training data. The support vector fractions and the relation
between the number of support vectors and all the training samples define an upper
bound on the error estimate. The resulting decision function can only change when
support vectors are excluded. A low fraction of support vectors could be used as a
criterion for the parameter selection.

Figure 1.
Block diagram of RBF-SVM classification system.
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4.2 Adjustable ANFIS optimization

An ANFIS is used with for optimization of the SVM classification kernels. The
optimization process would be less reliant on expert knowledge compared to the
conventional fuzzy systems using this adaptive method. The result of the learning
algorithm for this architecture is to adjust all the parameters of the kernel to adjust
the hyperplanes for optimized output. Since the initial parameters are not fixed, the
search space becomes larger, and the convergence of the training becomes slower.
The training method is using a combining of the least squares and the gradient
descent method is used to train the network. The hybrid algorithm is composed of
forward and backward pass. The least squares method on the forward pass is used to
optimize the consequent parameters with the fixed premise parameters. The back-
ward pass is using the gradient descent method afterward to optimize the conse-
quent parameters and to adjust the premise parameters corresponding to the fuzzy
sets in the input domain. The output of the ANFIS network is achieved by
defuzzification of the consequent parameters in the forward pass. The output
error is used to adjust the premise parameters using a standard back propagation
algorithm.

5. Results

Three montages of electrodes are used for clinical experiments as are shown in
Figure 2. The classification results of for the arrangements are compared with each
other to find the best montage. All of the experiments performed with 70% training
and 30% testing signals. Table 1 shows the classification accuracy rates for ANFIS-
SVM using these electrode arrangements. Montage III led to best classification and
is used as the electrode set for pain classification in this work. The SVM parameters
and the related Kernel function are adjusted to achieve the best possible results. This
optimization was done using ANFIS as described in the materials and methods
section. The over fitting is reduced by controlling the compromise between the
training error minimization and the learning capacity of the fuzzy if-then functions.

Figure 2.
The electrode arrangement (a) I, (b) II, and (c) III for electrodes based on 10/20 standard.

Montage I Montage II Montage III

Classification rate for ANFIS-SVM 78% 81% 88%

Table 1.
ANFIS-SVM Classification rate for three electrode arrangements.
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The final decision function parameters can be updated because they depend on the
support vectors only.

Furthermore, approximate entropy, Lyapunov exponent and fractal dimension
are also examined as non-linear features. An evolutionary feature selection was
applied on these elements that showed the theta and alpha ratio and the entropy led
to best classification rates for ANFIS-SVM classifier. The accuracies for classifica-
tion of two classes of pain and no pain are shown in Table 2 for two cases of using
all the features in the feature vector and using the high rank features only. The
results for SVM and ANFIS-SVM show the identification rate shows a reduction of
7% and 8% for reduced features, respectively. This reduction happens for identifi-
cation based on three most effective features, and it could be concluded that the
effect of “standard deviation” and “fractal dimension” could not be neglected. The
accuracy of 95 % is achieved for ANFIS-SVM proposed method using non-reduced
features.

Another evaluation is performed on feature space to find the feature sets for
ANFIS-SVM classification. The features are classified as spectral feature set that
includes “theta ratio” and “alpha ratio,” and nonlinear features namely that include
“entropy,” “standard deviation” and “fractal dimension.” Table 3 shows the results
for classification of pain and no-pain condition. It could be observed that non-linear
features result into about 17% improvement for SVM and 14% improvement for
ANFIS-SVM classification.

6. Discussion

The aim of this chapter was to introduce a classification method base on ANFIS-
SVM method for identification of pain condition in EEG signal. In this study, we
explored the effectiveness of the identification of pain level and localization of the
signals on cortex for therapeutic use [12]. The extracted features of EEG including
standard deviation, theta ratio, alpha ratio, entropy, Lyapunov, and fractal dimen-
sion and the recording channels in pain EEG signals are studied. The classification
method is optimized to identify acute pain. The results of the experiments show
that non-linear features combined with the proposed classification method are
capable of effective classification. The feature vector is built by entropy, fractal
dimension and conventional spectral features. The results also show that the

Features SVM

(%)

ANFIS-

SVM (%)

Non-reduced

features

Standard deviation, theta ratio, alpha ratio, entropy,

lyapunov, and fractal dimension

90 95

Reduced

Features

Theta ratio, alpha ratio, and entropy 83 87

Table 2.
Classification rates of SVM and ANFIS-SVM for reduced and non-reduced features.

Spectral features (%) Non-linear features (%)

SVM 75 89

ANFIS-SVM 80 93

Table 3.
Classification rate for ANFIS-SVM with two sets of features.
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reduction of the number of features could improve the accuracy of the system.
Therapeutic usage of this system would be beneficial with patients with anesthesia
and the patients who are unable of regular communication.
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