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Chapter

An Innovative Maintenance
Scheduling Framework for
Preventive, Predictive
Maintenance Using Ant Colony
Optimization
Abhishek Kaul

Abstract

The fourth industrial revelation has brought exponential technologies in the area
of digitization, internet of things (IOT), artificial intelligence (AI), and optimization
which has helped mining companies to increase the availability and utilization of
equipment’s. As mining companies implement predictive maintenance technologies,
to improve overall equipment availability, there is more value to be unearthed if
predictive maintenance is optimized with the production schedules. Ant colony opti-
mization (ACO) is a metaheuristic that is inspired from the behavior of real ants to
solve combinatorial optimization problems. This chapter describes an innovative
maintenance scheduling framework in the context of optimizing schedules for pre-
ventive maintenance and predictive maintenance, with multiple constraints for opti-
mized dynamic schedule to reduce the maintenance time, and production losses.

Keywords: ant colony optimization, predictive maintenance, preventive
maintenance, mining, schedule, optimizing mining equipment schedule

1. Introduction

The high and volatile commodity prices are caused by unanticipated changes
demand and supply [1]. These volatile prices put cost pressure on mining organiza-
tion to optimize operations. The availability and utilization of mining equipment’s,
is the major contributor for an organization to manage costs and supply disruptions.

Traditionally, maintenance activity for mining equipment, relies on a series of time
based or equipment running hours based checks for schedulingmaintenance activities.
The fourth industrial revolution provide organizations with a balanced approach to
reduce costs with safety. As new technologies get deployed, the operations andmain-
tenance landscape is continually being digitized by mechanization, automation, indus-
trial internet of things (IIoT) and IT-OT (information technology – operational
technology) integration. These technologies provide visibility to real time operations
data. Analysing the data with artificial intelligence (AI) adds the ability to predict and
respond to operational disruptions, for example – predict the next failure date of the
asset and provide perspective guidance for maintenance. Further, optimization adds
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the capability to synchronizing the scheduled, predicted maintenance activity with
production schedule to minimize themaintenance costs and production losses.

Ant colony optimization (ACO) [2, 3] is a metaheuristic for solving hard combi-
natorial optimization problems. This was proposed by Dorigo et al., inspired from the
behaviour of real ants, which use pheromones as a communication medium to find
the shortest path to food from the colony. Analogous to the biological example, ACO
is based on indirect communication within a colony of simple agents, called (artifi-
cial) ants, mediated by (artificial) pheromone trails. In ACO algorithms there are
several generations of artificial ants which search for good solutions. In each genera-
tion, each ants find a solution by going step by step through many probabilistic
decision till a solution is found. Ants that found good solutions put some amount of
pheromone on the edges of path to mark their path. This will help attract the next
generation of ants to find solutions near the good space. Generally pheromone values
of ants are guided by the specific heuristic that is used for evaluating decisions.

In this chapter, we will focus on the framework for optimizing the preventive
maintenance, predictive maintenance and production schedule. The first section
will cover the maintenance strategies and framework. The second section will give a
brief overview of the ACO. The third section will cover the maintenance solution
framework for mining equipment’s. In the last section we will conclude our recom-
mendations for mine equipment maintenance scheduling.

2. Maintenance strategies and framework

The systematic, optimally sequenced activities and framework, throughwhich
mining companies can sustainablymanage their equipment, its performance, risks and
operating expenses over their entire life cycle, for the purpose of achieving its organi-
zational objectives and plan, can be defined as an enterprise assetmanagement.Mining
equipmentmaintenance requires series of checks by the equipment operator, for better
diligence apart from unscheduled fixes. The frequency is dependent on the combina-
tion of equipment performance and the running hours in a specified time interval.

Maintenance costs can be upto 30% of direct costs [4] andmore in terms of opera-
tions disruptions. To controlmaintenance costs,mining organization have centred their
efforts on areas such as optimizing scheduledmaintenance operations, deferring non-
essential maintenance, reducingmaintenancemanpower, controlling inventories of
spare parts evenmore adequately, and using contract maintenance support [5]. Below
all themaintenance types, which are performed by themaintenance team at varied
frequency depending on the nature of inputs from various sources are described

2.1 Regular maintenance—Type I

The first daily checks and safety practices are mandated by the OEM and occur
the start of every shift or during operator changes. These proactive checks involve
the inspection of all major system parameters such as engine temperature, tyre
pressures, oil levels and control surfaces and are performed at the mine site itself.
These checks can be part of the total productive maintenance (TPM) strategy and
incorporates activities and actions performed by equipment operators with the
intention of to ensure failure-free operations, fewer breakdowns and efficiency [6].

2.2 Preventive maintenance—Type II

Routine planned maintenance is about avoiding, reducing or eliminating the
consequences of failures. The frequency of performance-based maintenance is done

2

The Application of Ant Colony Optimization



primarily on performance (running hours, KM run) of the equipment, time based
(weekly, monthly, quarterly, yearly, and multiple of years) or as recommended by
OEM and updated time to time.

The determination of inspection intervals is based on the reliability level to
prevent potential catastrophic failures that augments extensive maintenance and
increased downtime costs. The insights are considered to develop a preventive
maintenance plan that is based on the deterioration of equipment key components
and renewed life after repair [7]. The mechanical parts deterioration factors depend
on multiple factors which are wear and tear, corrosion, operational fatigue and
weather, and operator skills. This deterioration is a continuous process which is
time and usage dependent [8].

2.3 Breakdown or corrective maintenance—Type III

The unscheduled breakdown has a major impact in both – production and
expedited maintenance costs. Furthermore, the ability to fix it right first time is
fundamental to ensure equipment is back to operation quickly. The core objective
for repairing the equipment is in less time, with higher accuracy and support
maintenance technicians to diagnose the failure properly is key for improved utili-
zation. The breakdown and corrective maintenance require timely availability of
spares and management of spares just in time is one of the main challenges of delay
in maintaining of the equipment.

Condition based maintenance (CBM) provides the insights of the equipment
component, either real time or at a specific frequency to analyse the condition for
effective decision making for dynamic corrective maintenance schedule for resto-
ration. CBM insights can be utilized either for preventive or corrective maintenance
depending on the organizational maintenance strategy [9].

2.4 Overhaul and shutdown maintenance—Type IV

This type of maintenance is mostly capital in nature and performed at relatively
large intervals. It may be done for several reasons due to severe break- down, acci-
dent or to overhaul the entire equipment to enhance the useful life of the equipment.
This overhaul or shutdown maintenance is managed as a project with procurement of
spare parts and maintenance activities are scheduled and synchronized as per the
timeline agreed upon. Overhaul is complete check and review of the mining equip-
ment and depends on the performance of the equipment or between the mid to end
of useful life to enhance the useful life of the equipment. This type of maintenance is
performed mostly on the large equipment for example, dragline and shovels. This
maintenance can run up-to multiple months and are managed as a project with a
sequence of activities and schedules, to minimize equipment downtime.

2.5 Predictive maintenance—Type V

This type of maintenance is performed based on accurate prediction when an
equipment or any of its components are going to fail. If the prediction attribute is
derived themaintenance can be executed just before such failure is predicted to occur.

There are systems like vehicle health monitoring system (VHMS) which pro-
vide, frequency-based sample data about the equipment performance for example,
running hours, speed, rpm, load, engine temperature, payload so on and so forth.
Similarly, weather related data is collected through weather application program-
ming interface (API), which helps to understand the impact of ambient tempera-
ture, precipitation, humidity etc. on the equipment performance. The main idea
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behind the IIoT is to connect computers, devices, sensors, and industrial equipment
and applications within an organization and to continually collect data, such as
system errors and machine telemetry, from all of these with the aim of analysing
and acting on this data in order to optimize operational efficiencies. Predictive
maintenance is more effective than performing preventive maintenance at frequent
intervals, which could also be costlier because unnecessary maintenance may be
applied on equipment.

The above types of maintenance strategies help organization to develop a com-
prehensive maintenance framework to maximize value and realise benefits. Specif-
ically for mining equipment, the maintenance planning can be done at

• Workshop—typically for moving equipment like dump trucks, haulers, dozers,
graders, and wheel loaders

• Onsite at mine—typically for large slowly/non-movable, equipment like
dragline, large shovels

2.6 Strategies and framework

Overall, maintenance affects, all aspects of business efficacy, safety, environ-
mental impact, energy efficiency, product quality, customer service, plant avail-
ability and cost. Many times scheduled maintenance activity is seldom integrated
with the production [10] which leads to unplanned production losses due to plan-
ning of scheduled and preventive maintenance activities.

Therefore, the selection of the right maintenance framework plays a significant
role in preserving the functions of the equipment and supporting mining organiza-
tion value drivers:

• Improve revenue—increased asset availability and greater reliability in line
with production schedule i.e. grow more revenue from the same asset base

• Reduce operating costs and expenses—more timely and precise interventions,
increase asset life, less downtime, high utilization

In order to achieve these benefits, efficient combination of preventive (Type II)
and predictive maintenance (Type V) with production schedule is required to
reduce the overall maintenance execution time and maximize production.

3. Understanding ant colony optimization

Ant colony optimization (ACO) was inspired by the observation of the behav-
iour of real ants. Real ants, which use pheromones as a communication medium to
find the shortest path to food from the colony [11]. As in the case of real ants, the
problem is to find the food, in the case of artificial ants, it is to find a good solution
to a given optimization problem.

One ant (either a real or an artificial one) can find a solution to its problem, but
only cooperation among many individual ants through stigmergy enables them to
find good solutions [12]. In real ants stigmergic communication happens via the
pheromone that ants deposit on the ground. Artificial ants live in a virtual world,
hence they only modify numeric values (called for analogy artificial pheromones)
associated with problem states they visit while building solutions to the optimiza-
tion problem. Real ants simply walk, choosing a direction based on local pheromone
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concentrations and a stochastic decision policy. Artificial ants also create solutions
step by step, moving through available problem states and making stochastic deci-
sions at each step.

The ACO metaheuristics has an initialization step and then a loop over three
basic components. In one iteration of the loop, there are steps to construct the
solution by all ants, improve (optional) the solutions with local search also and then
an update of the pheromones.

Algorithm for ant colony optimization metaheuristic

In the next section ACO is explained using travelling salesman problem example.

3.1 Example: the traveling salesman problem

Travelling salesman problem (TSP) can be easily applied to the Ant colony
optimization. In this problem, there are a set of locations (cities) where the travel-
ling salesman has to visit. The key constraints are to visit each location and visit only
once. The distance between cities (locations) are given and the objective is to find
the shortest distance between them.

In the example below, there are four cities, c1, c2, c3 and c4. The lengths of the
edges between vertices is proportional to the distance between cities i.e. c13 is the
distance between city 1 and city 3.

Set initial values and initialize pheromone trails

while

termination conditions not met do

Construct Ant Solutions

Apply Local Search {optional}

Update Pheromones

end while
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The pheromone is associated with the edges of the graph. Each ant starts from a
randomly selected city and then at each construction step it moves along the edges
of the graph. An ant chooses probabilistically the edge to follow among the available
ones (those that lead to yet unvisited vertices).

3.1.1 Sample equation for implementation

p cijjspð Þ ¼
λαij � η cij

� �β

P

cij∈N spð Þ
λαij � η cij

� �β
c
,∀cij ∈N spð Þ: (1)

where pheromone value associated with the component cij is λij. Function that assigns
at each construction step a heuristic value to each feasible solution component cij∈ N(sp)
is η(�) which is commonly called heuristic information. Positive parameters, whose values
determine the relative importance of pheromone versus heuristic information are α and β.

The solution is constructed once the ant has visited all the vertices of the graph. When
all the ants have constructed the solutions by visiting the vertices of the graph, pheromone
levels on the edges are updated positively for good solutions and reduced for the bad
solutions. The update function, typically does two things one is to increase the pheromone
values for set of good solutions and second is to reduce the pheromone value by
implementing an evaporation function. This helps to avoid rapid convergence of the
algorithm and helps in the exploration of new areas.

3.1.2 Sample equation for pheromone update

λij  1� ρð Þτij þ ρ
X

s∈ Supd∣cij ∈ s

F sð Þ (2)

where set of solution that are used for update are Supd , the parameter that is called for

evaporation rate is ρ ∈ (0,1], and F : S! R+0 a function such that f(s) < f(s0) => F(s)
≥ F(s0),∀s 6¼ s0 ∈ S. F(�) is commonly called the fitness function.

Ant colony optimization has been shown to perform quite well on the TSP [13].

3.2 Other applications of ACO: Scheduling problems

ACO has been used for many applications including scheduling problem, vehicle
routing problem, assignment problem, set problem, device sizing problem in
nanoelectronics physical design, antennas optimization and synthesis, image
processing. In this chapter our focus is on the scheduling problems.

In scheduling problems, jobs have to be processed on one or many machines
such that some objective function is optimized. For these problems the following is
true (a) the processing time of jobs is known beforehand and (b) processes of jobs
cannot be interrupted. Typically the construction graph for scheduling problems is
represented by the set of jobs (for single-machine problems). Some of the key
research papers published for scheduling problems are:

• Group-shop scheduling problem (GSP) [14]

• Sequential ordering problem (SOP) [15]

• Job-shop scheduling problem (JSP) [16]
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• Multistage flowshop scheduling problem (MFSP) with sequence dependent
setup/changeover times [17]

• Permutation flow shop problem (PFSP) [18]

• Open-shop scheduling problem (OSP) [19, 20]

• Single-machine total tardiness problem with sequence dependent setup times
(SMTTPDST) [21]

• Single machine total tardiness problem (SMTTP) [22]

• Resource-constrained project scheduling problem (RCPSP) [23]

• Single machine total weighted tardiness problem (SMTWTP) [24–26]

Out of the above scheduling applications, the SMTWTP has the best application
for our maintenance schedule. In the subsequent sections, SMTWTP is described in
greater detail for developing the optimal schedule for maintenance of mining
equipment’s.

4. Maintenance solution framework

The optimized maintenance scheduling framework is recommended to be built
using ant colony optimization model using structured content found in a typical
maintenance ecosystem.

The first step is to predict the failure based on survival analysis, with certain
confidence level before its occurrence. The next step is to combine the predictive
maintenance and preventative maintenance schedule using optimization model.
This optimization model determines which equipment should be assigned to which
day in the maintenance workshop bay for minimizing waiting time, maximizing
production and ultimately increase the availability.

In the solution framework, two types of maintenance activities are considered:
first preventive maintenance which is based on the recommendation of OEM. The
second maintenance is predictive maintenance which is based on probabilistic fail-
ure. The next section will cover the derivation of predictive maintenance schedule.

4.1 Predictive maintenance schedule

The predictive maintenance schedule is derived from Cox regression model
which gives survival probability distribution function. The Cox regression model is
shown in below
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H tð Þ ¼ H0 tð Þ exp β1Y1þ β2Y2þ⋯þ βnYnð (3)

Where the expected hazard is H(t) at time t, the baseline hazard is H0(t) and it
represents the hazard when all of the independent variables) Y1,Y2,...Yn when they
are equal to zero. Based on the collected data the model estimates β1,β2,...βn.

The expected hazard function increases as the days progress. This function is
converted to survival days and remaining useful life (RUL). RUL is defined as the
duration left for the occurrence of breakdown based on the probability threshold of
failure i.e. how many days when the cumulative probability falls below 60%. The
RUL has been extensively used in calculating the reliability-based research in the
mine system to derive the occurrence of the failure, so the appropriate action can be
taken proactively

This survival data (predictive failure day) is used in combination with the
preventive maintenance, production schedule and other constraints to optimizing
the maintenance schedule.

4.2 Optimization of maintenance schedule

The optimization of maintenance schedule requires to determine the optimal
maintenance day for each truck in a time horizon so that the maintenance time,
production loss is minimised while meeting the preventative maintenance schedule
requirements and minimizing the probability of failure (predictive maintenance –
survival days). In the above sections we discussed on the application of ACO in the
context of SMTWTP.

In order to formulate the problem using SMTWTP, it is assumed that there is
one workshop and it has one bay for carrying out maintenance activities (single
machine). One truck is represented as one job and a fleet has n trucks which need to
be scheduled for maintenance. Based on historical analysis, the time for each job i.e.
time for carrying out maintenance activities is available (processing time pj). The
due date (dj) of processing is provided by the preventive maintenance schedule for
each job (truck). The completion time of job j is defined as Cj. The earliness of job is
defined as Ej, if the job is completed early and the tardiness of job is defined as Tj, if
the job is completed late. The probability of failure (fj) at Cj is provided by the
predictive maintenance schedule (RUL). The cost functions (w) for earliness and
lateness take the probability of failure (fj) into consideration.
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The objective is to find the truck fleet maintenance scheduling sequence that
minimizes the function as below.

1∣d j∣
X

w
_ j
E j þ �w jT j (4)

where
d j – due date of job (preventative maintenance scheduled day for truck)
w
_ j

– unit cost of earliness i.e. cost of maintenance too early based

E j = max{0,dj�Cj}; earliness of job
T j = max{0,Cj�dj}; tardiness of job
�w j – unit cost of tardiness i.e. cost of lost production if failure before mainte-

nance (fj)
N = {1,...,n}; n trucks (jobs) have to be sequentially processed (1 job = 1 truck

maintenance activities) at workshop (1 bay)
This function can be modelled to minimizes the total weighted earliness

tardiness (z) as below

z ¼ min
X

j∈N

w
_ j
E j þ �w jT j (5)

Mainly there are three key requirements of the ACO algorithm.

• A construction graph – The construction graph consist of C components for the
n jobs that need to be assigned at the optimal positions. In the graph each
points is connected by L arcs.

• Problem constraints – The main constraint is that all the jobs have to be
scheduled and scheduled only once.

• Update pheromone trails – This refer to the attractiveness of scheduling or
assigning the job j to position i.

Applying the ACO algorithm, in the initialization step, a colony A of m ants is
generated, where each ant corresponds to a random feasible solution. The next is
the iterative step where the acquired knowledge (pheromone level) is fetched and
job assignment attractiveness is calculated. Next the ant generations are merged and
only the best ants are retained for the optimal solution. Lastly pheromone evapora-
tion and deposit are updated and the process continues till the maximum number of
Generations are reached.

ACO pseudo code

Input parameters

• N, is a set of n trucks (jobs that need to be processed in workshop)

• C, the number of colonies

• n, the number of ants in the colony (i.e. size)

Output solution
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• A (near) global optimum S* of cost za ∗

Steps

1. Setup

1. Initialize the generation counter g=0

2.Create an initial colony A of size n

3. Set the best solution S* to the ant a ∈ A with the least weighted earliness tardiness

4. Initialize the pheromone level ρ(0) using a subset of the colony A, and set ρ(1) =ρ (0)

2.Loop Step

1.Set g=g+1

2.Build colony of ants while taking into account for knowledge acquiredρ (g) and

attractivenessη (g), and apply a dynamic visibility function

3.Merge colonies of generations g and (g�1), and retain the best n ants

4.Update optimal solution S*

5.Update the pheromone level ρ(g+1) by accounting for the evaporation and deposit

3. Stopping Criterion

1. If g<C, then go-to Step 2.

At the end of step 2.3 to further enhance quality of the solution i.e. the retained n
ants and speed up the convergence towards near optimal solution, a local search
criteria can be applied. Hybrid approaches with local search criterial include beam
search [20], scatter search, tabu search [27], threshold accepting [28], and
neighbourhood search [29]. These search criteria help to efficiently guide the ants
movements towards global optima. In the paper by M’Hallah and Alhajraf [30] ant
colony systems for the single-machine total weighted earliness tardiness scheduling
problem, they provide empirical evidence of using variable neighbourhood search
(VNS) to improve the overall quality of the retained ants and converge towards a
near global optimum.

By applying ACO to SMTWTP, the total cost for early or late maintenance is
reduced by optimally assigning the truck to the workshop for maintenance activities
based on the preventive maintenance schedule and predicted maintenance (RUL).

5. Conclusion

In this chapter, the importance of optimally planning maintenance activities for
mining organization was discussed. A solution framework for optimizing the pre-
ventive maintenance, predictive maintenance and production schedule was pro-
posed using ant colony optimization. Many mining organization can benefit by
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using this solution framework to reduce the overall maintenance costs and
production losses.

As mining companies adopt and implement Industry 4.0, this maintenance
solution framework has the potential to evolve beyond maintenance schedules to
allocation of ore to customer demand, planning truck routing, and even to mine
planning. ACO as part of the wider Swarm intelligence algorithms presents the
capacity to achieve Industry 4.0 vision, where individual machines cooperate
through self-organization, that is, without any form of central control to achieve the
organization KPIs.
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