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RESEARCH ARTICLE

Artificial image objects for classification 
of breast cancer biomarkers with transcriptome 
sequencing data and convolutional neural 
network algorithms
Xiangning Chen1* , Daniel G. Chen1, Zhongming Zhao2,3, Justin M. Balko4,5,6 and Jingchun Chen7* 

Abstract 

Background: Transcriptome sequencing has been broadly available in clinical studies. However, it remains a chal-
lenge to utilize these data effectively for clinical applications due to the high dimension of the data and the highly 
correlated expression between individual genes.

Methods: We proposed a method to transform RNA sequencing data into artificial image objects (AIOs) and applied 
convolutional neural network (CNN) algorithms to classify these AIOs. With the AIO technique, we considered each 
gene as a pixel in an image and its expression level as pixel intensity. Using the GSE96058 (n = 2976), GSE81538 
(n = 405), and GSE163882 (n = 222) datasets, we created AIOs for the subjects and designed CNN models to classify 
biomarker Ki67 and Nottingham histologic grade (NHG).

Results: With fivefold cross-validation, we accomplished a classification accuracy and AUC of 0.821 ± 0.023 and 
0.891 ± 0.021 for Ki67 status. For NHG, the weighted average of categorical accuracy was 0.820 ± 0.012, and the 
weighted average of AUC was 0.931 ± 0.006. With GSE96058 as training data and GSE81538 as testing data, the accu-
racy and AUC for Ki67 were 0.826 ± 0.037 and 0.883 ± 0.016, and that for NHG were 0.764 ± 0.052 and 0.882 ± 0.012, 
respectively. These results were 10% better than the results reported in the original studies. For Ki67, the calls gener-
ated from our models had a better power for prediction of survival as compared to the calls from trained pathologists 
in survival analyses.

Conclusions: We demonstrated that RNA sequencing data could be transformed into AIOs and be used to classify 
Ki67 status and NHG with CNN algorithms. The AIO method could handle high-dimensional data with highly cor-
related variables, and there was no need for variable selection. With the AIO technique, a data-driven, consistent, and 
automation-ready model could be developed to classify biomarkers with RNA sequencing data and provide more 
efficient care for cancer patients.

Keywords: RNA sequencing, Breast cancer biomarker classification, Artificial image object, Artificial intelligence, 
Machine learning algorithm, Convolutional neural network, Image classification
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Background
Breast cancer is a complex disease; early detection and 
evaluation of the tumor are critical for prognosis and 
long-term survival. Once a tumor is detected, histo-
pathologic analyses with estrogen receptor, progesterone 
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receptor, human epidermal growth factor receptor2, and 
evaluation of Nottingham histologic grade (NHG) will be 
performed. More recently, assessment of the proliferation 
antigen Ki67 is increasingly recommended [1, 2]. These 
biomarkers provide valuable prognostic information for 
survival and treatment outcomes [3, 4]. Therefore, they 
are used to guide therapeutic strategy selection. How-
ever, current approaches to evaluate these biomark-
ers, i.e., immunohistochemistry stains, require careful 
assessments by trained pathologists, and  disagreements 
between the pathologists are often observed, especially 
for NHG and Ki67. Other technical factors, such as sam-
ple fixation, antibody batches, and scoring methods, also 
contribute to the inconsistent results. To obtain a consist-
ent assessment, more robust methods that are amendable 
to automation are highly desirable.

In recent years, technologies for transcriptome 
sequencing have become stable and matured, and their 
applications in clinics are steadily increasing. Some 
researchers use RNA sequencing to discover new bio-
markers; others use it to evaluate existing biomarkers. 
Although the results vary, the assessment of many mark-
ers is comparable to that of histopathologic evaluation. 
As more and more RNA sequencing data are accumu-
lated, data-driven and machine learning (ML)-based 
approaches have been explored to discover and classify 
biomarkers [5–7]. Most of these methods use a variety of 
strategies to select RNA variants (genes and transcripts) 
and build classification models. One of the successful 
examples is the establishment of PAM50 [8], where a col-
lection of expressed genes is used to classify breast can-
cer into four different subtypes. One key issue in these 
analyses is the selection of genes and transcripts. This 
is because many genes are transcribed coordinately; the 
high correlation between these genes and transcripts, i.e., 
multicollinearity, makes the selection necessary. Another 
issue with biomarker discovery and modeling is that most 
researchers focus on the identification of one, or a lim-
ited number, of markers that can be used to predict the 
outcome measures. This is partially due to the fact that 
traditional modeling approaches cannot handle a very 
large number of variants, especially in the case where the 
number of variants/factors is much larger than the num-
ber of observations/sample sizes.

The arise of modern computation power and ML algo-
rithms provides an opportunity to address these issues. 
Convolutional neural network (CNN) is such an algo-
rithm that has been used very successfully in computer 
vision and image classification [9, 10]. Recently, CNN 
algorithms have been applied to classify medical images 
with exciting results [11–13]. More recently, there are 
several reports that apply CNN algorithms to the analy-
ses of genomics data [14–16]. We have developed a tech-
nology that first transforms tabulated data into artificial 
image objects (AIOs) and then applies ML algorithms 
such as CNN to classify these AIOs [17]. In this study, 
we apply the AIO technique to classify breast cancer bio-
markers, with a focus on Ki67 and NHG that disagree-
ments between pathologists are frequently  observed. We 
hope to demonstrate that a data-driven and ML-based 
approach could produce consistent assignments for Ki67 
and NHG. This report summarizes the results from the 
study.

Methods
RNA sequencing data
We obtained three RNA sequencing datasets from the 
NCBI GEO database (https:// www. ncbi. nlm. nih. gov/ 
geo/), GSE81538 (n = 405), GSE96058 (n = 2976) [18] 
and GSE163882 (n = 222). The GEO datasets provided 
pathological assessments for the samples in the datasets 
and RNA sequencing procedures, which were described 
previously by the original authors [19]. GSE81538 and 
GSE96058 were produced by a Swedish team using two 
sequencing platforms, Hiseq2000 and NextSeq500. 
GSE163882 was produced by a different team using the 
NextSeq500 platform. For these datasets, the expression 
data were measured by Fragments Per Kilobase Million 
(FPKM). Table  1 summarizes the information of these 
datasets. The inclusion of GSE163882 was to evaluate 
the extent to which data produced from a different team 
could impact on the model performance. After down-
loading the sequencing data from the GEO Database, a 
logarithm (log2) transformation was performed for all 
transcripts; then, the expression levels were rescaled to 
a range between 0 and 255 for the transcripts. Official 
gene symbols were extracted from the 3 datasets, and 
the genes shared among the 3 datasets were used. This 

Table 1 Descriptive summary of the datasets used in this study

Dataset Ki67 NHG Survival day Survival event Sequencing platform

Ki67− Ki67+ Missing Grade I Grade II Grade III Missing

GSE96058 568 795 1613 449 1394 1074 59 2976 2976 Hiseq2000/NextSeq500

GSE81538 231 174 0 48 167 190 0 0 0 Hiseq2000

GSE163882 0 0 0 17 74 131 0 0 0 NextSeq500

https://www.ncbi.nlm.nih.gov/geo/
https://www.ncbi.nlm.nih.gov/geo/
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procedure generated a list of 16,889 genes. Since most 
non-coding RNAs did not have official gene symbols, the 
selected genes were mostly protein coding genes. From 
this list, we used the first 16,384 genes (genes were sorted 
by chromosome number and transcription starting posi-
tion) to create a squared AIO for each of the patients. 
The 16,384 genes could be configured as a 128 × 128 pixel 
grayscale AIO or a 64 × 64 × 4 pixel colored AIO.

Clinical data
In this paper, we used the clinical information for Ki67 
and NHG to create outcome measures or labels for our 
model training and prediction. For the Ki67 label, we 
used the pathologists’ consensus percentage of tumor 
cells with Ki67 staining to create a binary label. Patients 
with 20% or less cells stained with Ki67 antibody were 
assigned as  Ki67− or 0; patients with more than 20% of 
cells stained with Ki67 antibody were assigned as  Ki67+ 
or 1. Table  1 summarizes the number of subjects for 
each category for the GSE81538 and GSE96058 datasets. 
GSE163882 did not have information on Ki67. NHG had 
3 grades, Grades I, II, and III, and they were labeled as 0, 
1, and 2 in our model training. For the GSE96058 dataset, 
there were chemotherapy, endocrine therapy, and sur-
vival data that could be used to evaluate the performance 
of biomarkers. For the GSE163882 dataset, there were 
only NHG data that could be used to evaluate our model 
performance.

Transformation of RNA sequencing data into artificial 
image objects (AIOs)
The AIO technique was based on the concept that con-
sidered each element in a dataset, such as a single nucleo-
tide variation in genome wide association study, a gene/
transcript in RNA sequencing data, or a CpG locus in 
methylation study, as a pixel in a digital image so that 
we could use a collection of elements to create an AIO. 

With these AIOs, we could apply advanced AI and ML 
algorithms to analyze and classify them. In this study, we 
applied this technique to transcriptome sequencing data. 
When the genes/transcripts were selected, we rescaled 
the expression levels to a range between 0 and 255 for 
each gene/transcript. For a given patient, the rescaled 
expression level would be the pixel intensity of the AIO. 
From the shared genes among the 3 datasets used in this 
study, we used the first 16,384 genes (sorted by chromo-
some number and gene transcription start position) to 
create an AIO for each of the patients in the datasets. 
The 16,384 genes could be configured into two differ-
ent image objects. One was a 128 × 128 (high × wide) 
pixel grayscale AIO; the other was a 64 × 64 × 4 pixel 
(high × wide × channel) pseudo-color AIO. The processes 
to transform gene expression data into grayscale AIOs 
are shown in Fig. 1. More specifically, for the 128 × 128 
configuration, the first 128 genes from the sorted 16,384 
list formed the first row of the AIO, and the next 128 
genes formed the second row, and so on forward until the 
last 128 genes formed the last row of the 128 × 128 AIO. 
For the 64 × 64 × 4 configuration, the first 4096 genes 
formed the first channel (layer) of the AIO, and the sec-
ond 4096 genes formed the second channel, and so forth. 
In these arrangements, the same gene from different indi-
viduals occupied the same coordinates on the AIOs, pre-
serving the correlation among the genes as in the original 
datasets. Therefore, conclusions derived from the classi-
fication of the AIOs would be the same as that from the 
original expression data.

AIO classification and prediction with convolutional neural 
network (CNN) algorithms
In this study, we used the TensorFlow (www. tenso rflow. 
org/) [20, 21], Keras (https:// keras. io/ api/) and the CNN 
architecture [22, 23] to classify and predict AIOs gener-
ated from selected gene expression data. Once the AIOs 

Fig. 1 A schematic drawing illustrating the process to transform tabulated gene expression data into AIOs. a Tabulated expression data in 
normalized format. b Rescaling the expression data into the range of digital image (1 byte, 0–255). c Arranging the expression data from an 
individual into an artificial image object (AIO). An AIO could be a grayscale image as shown here (d) or a colored image in which multiple layers of 
data could be integrated into an AIO

http://www.tensorflow.org/
http://www.tensorflow.org/
https://keras.io/api/
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were made and labels (the calls from trained patholo-
gists) were assigned to the subjects in the 3 datasets, the 
Tensorflow and Keras platforms were used to conduct 
image classification analyses. We conducted two sets of 
analyses. Set I analyses were designed to evaluate how 
well the whole transcriptome sequencing data could be 
used to classify and predict the status of Ki67 and NHG. 
The focus of these analyses was model performance. For 
this purpose, we combined the GSE96058 and GSE81538 
together and used five-fold cross  validation with 80–20 
splits to evaluate the performance of the models. These 
analyses were referred to as cross-validation hereafter. 
Set II analyses were intended to evaluate the generaliz-
ability, i.e., how well a model trained with one dataset 
performed in an independent dataset. For these analyses, 
we used those subjects with known Ki67 and NHG status 
from the GSE96058 as training dataset and the subjects 
from the GSE81538 and GSE163882 as testing datasets. 
These analyses were referred to as sample testing here-
after. Once the models were trained, we used the models 
to predict the status of Ki67 and NHG for those sub-
jects with missing information in the GSE96058 dataset 
(see Table 1). These subjects were then used for survival 
analyses to compare the predictive performance between 
model predicted calls and pathologist’s calls.

For the Ki67 binary phenotype, we reported binary 
accuracy ([true positive + true negative]/[true posi-
tive + false positive + true negative + false negative]), 
precision (true positive/[true positive + false positive]), 
recall or sensitivity (true positive/[true positive + false 
negative]), F1 score ([2 × precision × recall]/[preci-
sion + recall]) , and the area under the curve (AUC) of 
the receiver operating characteristic (ROC) for the train-
ing process as defined in the scikit-learn package [24]. 
For the multi-class NHG classification, we reported cate-
gorical accuracy and class-specific AUC, precision, recall, 
and F1 score. Weighted average accuracy and weighted 
average of AUC were also reported for NHG, which were 
the sum of the products of class frequency and class-
specific accuracy/AUC for each class. For each model, we 
performed at least 5 runs with slightly different hyperpa-
rameters such as learning rate, epsilon value, kernel reg-
ularizer values, and kernel size values and reported the 
mean and standard deviation (sd) for these runs.

Survival analyses
Survival analyses were conducted with R packages “sur-
vival” (https:// github. com/ thern eau/ survi val) and “sur-
vminer” (https:// rpkgs. datan ovia. com/ survm iner/ index. 
html), and the results were plotted with R package 
“ggplot2” (https:// ggplo t2. tidyv erse. org). We compared 
the predictive performance of Ki67 and NHG status from 
the pathologist’s calls with that of the calls predicted from 

our models. The p values reported were not corrected for 
multiple comparisons.

Results
Model performance with five‑fold cross validation
With the combined GSE96058 and GSE81538 dataset, 
we tested multiple CNN models to select model hyper-
parameters, such as the number of convolutional layers, 
kernel size, regularizer sizes, learning rate, optimizers, 
and number of fully connected layers. We found that a 
CNN architecture (Fig.  2) with six 3 × 3 convolutional 
layers followed with one 1 × 1 convolutional layer and 
four fully connected layers produced good testing accu-
racy. The details of the hyperparameters used in the 
models were included in the Python script posted at 
our website (https:// github. com/ mdsam chen/ AIO_ scrip 
ts. git). Figure  3a shows the training and testing AUCs 
for Ki67, and Table  2 summarizes the detailed results 
using the 64 × 64 × 4 configuration. For the cross-val-
idation, we obtained a weighted average accuracy of 
0.821 ± 0.023 and AUC of 0.891 ± 0.021. The precision, 
recall and F1 score were 0.822 ± 0.023, 0.822 ± 0.024, and 
0.822 ± 0.024, respectively (Table 2).

Similar to the Ki67 analyses, we performed five-fold 
cross  validation for NHG as well. Figure  3b shows the 
class-specific AUCs for the 3 grades, and Table 3 summa-
rizes the results. The performance of NHG was very close 
to that of Ki67, the weighted average of categorical accu-
racy was 0.820 ± 0.012, and the weighted average of AUC 
was 0.931 ± 0.006. The precision, recall, and F1 score 
were 0.820 ± 0.012, 0.802 ± 0.033, and 0.804 ± 0.030, 
respectively (Table 3).

Sample testing for the GSE81538 and GSE163882 datasets
In these analyses, we used the portion of the GSE96058 
dataset that had Ki67 and NHG status as training sam-
ples to classify those patients in the GSE81538 and 
GSE163882 datasets. The purpose was to evaluate the 
generalizability of the model using independent train-
ing and testing datasets. Based on the results from 
five-fold cross  validation, we made slightly adjust-
ments of the hyperparameters and did 5 or more runs 
on the GSE81538 and GSE163882 datasets. As shown 
in Table  2, the performances of sample testing results 
were similar to that of five-fold cross validation for Ki67 
when GSE81538 was used as independent testing data-
set. The weighted accuracy for five-fold cross validation 
was 0.821 ± 0.023; the weighted AUC was 0.891 ± 0.021. 
In sample testing, the corresponding accuracy and 
AUC were 0.826 ± 0.037 and 0.883 ± 0.016, respectively 
(Table  2). For NHG, there were two testing 2 datasets, 
GSE81538 and GSE163882. For GSE81538, the weighted 
average of categorical accuracy and class-specific AUC 

https://github.com/therneau/survival
https://rpkgs.datanovia.com/survminer/index.html
https://rpkgs.datanovia.com/survminer/index.html
https://ggplot2.tidyverse.org
https://github.com/mdsamchen/AIO_scripts.git
https://github.com/mdsamchen/AIO_scripts.git
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Fig. 2 CNN model architecture used for five-fold cross validation. The model had two branches. On the left was a modified VGG structure, and on 
the right was an embedding layer. The two branches were joined by concatenation before fully connected layers
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were 0.764 ± 0.052 and 0.882 ± 0.012, respectively 
(Table 3), slightly worse than that obtained from five-fold 
cross validation. However, for GSE163882 dataset, which 
was produced by a different team, the performance was 

significantly worse (weighted average of categorical accu-
racy = 0.580 ± 0.006 and weighted average of class-spe-
cific AUC = 0.587 ± 0.038). Compared to the multi-gene 
models reported from the Sweden Cancerome Analysis 
Network-Breast (SCAN-B) organization[18], the original 
authors who produced and reported on the GSE81538 
and GSE96058 datasets, our AIO approach performed 
more than 10% better. In their report, the concordance 
rate or accuracy for Ki67 was 0.663 and that for NHG 
was 0.667, which were on par with the concordance rates 
from trained pathologists.

The significantly worse performance of NHG on the 
GSE163882 dataset surprised us. Therefore, we exam-
ined the dataset more carefully. We looked at the corre-
lation of gene expressions, a technical measure of data 
replicability, among the three datasets used in this study, 
and we found that the correlation between GSE96058 
and GSE81538 was good (Pearson correlation R = 0.99), 
but that between GSE96058 and GSE163882 was mod-
erate (R = 0.79), Additional file  1: Fig. S1. This sug-
gested that the poor performance of the GSE163882 on 
GSE96058 trained models was due to data inconsist-
ency between the training and testing datasets. To fur-
ther examine whether the structure of the model and 
the genes used were able to classify NHG, we used the 
GSE163882 alone and conducted five-fold cross  valida-
tion with the same model structure. With the same genes 
and only 222 subjects, we obtained a weighted average 
accuracy of 0.813 ± 0.026 and weighted average AUC of 
0.938 ± 0.007, Additional file 1: Table S1. The results were 
virtually the same as that of the combined GSE96058 
and GSE81538 dataset, suggesting that the structure of 
the model and the selected genes was capable to classify 
NHG.

Comparison between AIO configurations and CNN 
architectures
The results above for both Ki67 and NHG were obtained 
with AIOs using the 64 × 64 × 4 configuration. To 

Fig. 3 Five-fold cross validation for biomarkers Ki67 and NHG. a Ki67, 
the AUCs of the training and testing samples were shown. b NHG, the 
class-specific AUCs for Grades I, II and III were shown

Table 2 Cross-validation and sample testing results for Ki67

Accuracy AUC Precision Recall F1‑score

Cross-validation

Ki67- 0.815 ± 0.036 0.834 ± 0.022 0.824 ± 0.026

Ki67 + 0.821 ± 0.023 0.891 ± 0.021 0.831 ± 0.016 0.811 ± 0.036 0.820 ± 0.024

Weighted average 0.821 ± 0.023 0.891 ± 0.021 0.822 ± 0.023 0.822 ± 0.024 0.822 ± 0.024

Sample testing on GSE81538

Ki67- 0.886 ± 0.010 0.796 ± 0.048 0.837 ± 0.021

Ki67 + 0.826 ± 0.037 0.883 ± 0.016 0.763 ± 0.036 0.864 ± 0.021 0.809 ± 0.016

Weighted average 0.826 ± 0.037 0.883 ± 0.016 0.833 ± 0.021 0.825 ± 0.036 0.825 ± 0.019
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evaluate whether and to what extent that AIO configura-
tion influenced model performance, we did sample test-
ing with the 128 × 128 configuration for the two markers. 
The overall performances between the two configurations 
were similar for both Ki67 and NHG (comparing Table 2 
with Additional file 1: Table S2, and Table 3 with Addi-
tional file 1: Table S3). For example, the weighted average 
accuracy for Ki67 was 0.826 ± 0.037 for the 64 × 64 × 4 
configuration (Table 2), that for the 128 × 128 configura-
tion was 0.825 ± 0.012 (Additional file 1: Table S2). Simi-
larly, the weighted average of accuracies for NHG for the 
two configurations were 0.764 ± 0.052 and 0.766 ± 0.009, 
respectively. These results suggested that the configu-
ration of the AIOs had minimal influence on model 
performance.

We also compared the impact of CNN architectures 
on classification performances. All results, up to this 
point, were obtained with a two-dimension convolution 
CNN architecture (2D-CNN). Since genes were arranged 
on chromosomes linearly, we could treat gene expres-
sion as an one-dimensional data such that we could use 
an one-dimension convolution CNN architecture (1D-
CNN) to classify the biomarkers. The results were sum-
marized in Additional file 1: Tables S4 and S5. For Ki67, 
the weighted average accuracy and AUC for 1D-CNN 
were 0.803 ± 0.054 and 0.851 ± 0.019, which were very 
close to the results obtained with 2D-CNN (0.826 ± 0.037 
and 0.883 ± 0.016). For NHG, the weighted average accu-
racy and weighted average of AUC were 0.766 ± 0.009 
and 0.880 ± 0.011 with 1D-CNN, and 0.764 ± 0.052 
and 0.882 ± 0.012 with 2D-CNN, respectively. Again, 

we found that the differences between 1D-CNN and 
2D-CNN were minimal.

Survival analyses for GSE96058 and GSE81538 subjects
The value of biomarkers in the care of breast cancer 
patients was their ability to predict treatment outcomes 
and survival rate. In addition to measure model accuracy 
and AUC, another approach to evaluate the performance 
of the models was to test whether the calls produced   
from the models had similar predictive power as the calls 
obtained  from trained pathologists. Based on this ration-
ale, we conducted comparative analyses using the sub-
jects in the GSE96058 dataset. In the GSE96058 dataset, 
there were 1363 subjects with pathologist assigned status 
for Ki67, and there were 1613 subjects with missing data 
for Ki67 status (Table 1). We used our model to predict 
the Ki67 status for those subjects with missing status 
and conducted survival analyses for these two groups of 
subjects (Fig. 4). Comparing Fig. 4a with b, we could see 
that the performance of model produced   calls was bet-
ter than that of the calls from trained pathologists, sug-
gesting that with our CNN model, we could classify Ki67 
status and achieve a better predictive power in survival 
analyses than that obtained   by trained pathologists (p 
value < 0.0001 vs p value = 0.014). We conducted similar 
analyses for the NHG. Since the number of subjects with 
missing NHG status was very small (n = 59) compared 
to the subjects with pathologist assigned NHG status 
(n = 2917), we only saw a trend (p value = 0.09) for the 
model produced calls (Fig. 4d).

Table 3 Cross validation and sample testing results for NHG

a Categorical accuracy, bclass-specific AUC 

Accuracya AUC b Precision Recall F1 Score

Cross validation

Grade I 0.838 ± 0.085 0.974 ± 0.005 0.913 ± 0.028 0.838 ± 0.085 0.871 ± 0.037

Grade II 0.809 ± 0.072 0.880 ± 0.012 0.686 ± 0.07 0.811 ± 0.072 0.738 ± 0.026

Grade III 0.825 ± 0.038 0.938 ± 0.004 0.863 ± 0.031 0.756 ± 0.072 0.803 ± 0.031

Weighted average 0.820 ± 0.012 0.931 ± 0.006 0.820 ± 0.012 0.802 ± 0.033 0.804 ± 0.030

Sample testing on GSE81538

Grade I 0.406 ± 0.081 0.873 ± 0.025 0.608 ± 0.116 0.408 ± 0.082 0.475 ± 0.059

Grade II 0.743 ± 0.069 0.833 ± 0.005 0.710 ± 0.026 0.745 ± 0.070 0.725 ± 0.026

Grade III 0.872 ± 0.029 0.928 ± 0.015 0.848 ± 0.022 0.873 ± 0.030 0.858 ± 0.015

Weighted average 0.764 ± 0.052 0.882 ± 0.012 0.762 ± 0.035 0.765 ± 0.052 0.758 ± 0.025

Sample testing on GSE163882

Grade I 0 ± 0 0.622 ± 0.189 0 ± 0 0 ± 0 0 ± 0

Grade II 0.016 ± 0.006 0.564 ± 0.044 0.268 ± 0.133 0.016 ± 0.006 0.030 ± 0.010

Grade III 0.974 ± 0.012 0.596 ± 0.070 0.589 ± 0.003 0.974 ± 0.012 0.734 ± 0.004

Weighted average 0.580 ± 0.006 0.587 ± 0.038 0.437 ± 0.045 0.330 ± 0.003 0.443 ± 0.004
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Discussion
With the advancement of high-throughput DNA 
sequencing technologies, transcriptome sequencing had 
been used increasingly in clinical studies. The rapid accu-
mulation of large transcriptome data presented a great 
opportunity to apply ML algorithms to address clinical 
issues. In this study, we adopted the CNN algorithms 
to breast cancer RNA sequencing data and developed 
models to classify two commonly used biomarkers. Our 

goals were twofold: first, to evaluate the application of the 
AIO technique to RNA sequencing data, and second, to 
evaluate the performance of our CNN models with other 
methods that were currently used for the classification of 
breast cancer biomarkers. The reason we focused on Ki67 
and NHG was that the assessments for these markers by 
pathologists were not very consistent, improvement in 
prediction accuracy was of high clinical value.

Fig. 4 Comparison of performance between pathologists’ consensus calls and model produced calls. a Survival analyses for pathologist’s 
consensus calls of Ki67 status. b Survival analyses for model produced calls of Ki67 status. c Survival analyses for pathologist’s consensus calls of 
NHG. d Survival analyses for model produced calls of NHG. For Ki67, the calls from the model had better performance in survival analyses than that 
of pathologist’s consensus calls. For NHG, the performance of model produced calls only showed a trend, this was likely due to the much smaller 
sample size (N = 59 as compared to N = 2917 from the pathologist’s calls, see Table 1)
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We designed two sets of experiments to evaluate how 
the combination of AIO technique and CNN algorithms 
performed with RNA sequencing data for biomarker 
classification. In the first experiment, we used cross vali-
dation techniques to assess the models built with the AIO 
technique and CNN algorithms. Here we combined the 
GSE96058 and GSE81538 datasets and performed five-
fold cross validation for both Ki67 and NHG markers. For 
Ki67, a binary classification, we accomplished an accu-
racy of 0.821 ± 0.023 and AUC of 0.891 ± 0.021 (Table 2). 
The precision, recall, and F1 score were 0.822 ± 0.023, 
0.822 ± 0.024, and 0.822 ± 0.024, respectively. For NHG, 
a multi-class classification, the weighted average of cat-
egorical accuracy and the weighted average of class-spe-
cific AUC were 0.820 ± 0.012 and 0.931 ± 0.006 (Table 3).

In the second experiment, sample testing, we used 
GSE96058 as training dataset to build the model and 
tested its performance with independent GSE81538 and 
GSE163882 datasets. We used GSE96058 as training data 
because it had much larger sample size (n = 2976) com-
pared to that of GSE81538 (n = 405). Both GSE96058 
and GSE81538 were produced by a Swedish team [18, 
19], and GSE163882 was produced by a different team. 
For Ki67, the Swedish team reported a multi-gene model 
with an accuracy of 0.663 as compared to the consen-
sus calls from trained pathologists. Our model reported 
an accuracy of 0.826 (Table  2). For NHG, the Swedish 
team reported an accuracy of 0.677 and our CNN model 
reported an accuracy of 0.764 (Table 3). For GSE163882, 
our model trained with GSE96058 did not perform well, 
with weighted accuracy of 0.580 ± 0.006 and weighted 
AUC of 0.587 ± 0.038, respectively. To find the reason 
why GSE163882 did not perform well, we looked at the 
correlation of gene expressions between GSE96058 and 
GSE163882, and we found that the correlation was not 
very good (Pearson correlation coefficient, R = 0.79). As a 
comparison, the correlation of gene expressions between 
GSE96058 and GSE81538 was very good (R = 0.99) 
(Additional file 1: Fig. S1). These analyses indicated that 
the poor performance of GSE163882 was, at least in part, 
due to the data inconsistency between the GSE96058 and 
GSE163882 datasets. While both datasets were produced 
with Illumina NextSeq500 platform, the technical details 
how the sequencing was conducted could vary signifi-
cantly. Furthermore, GSE96058 and GSE163882 used 
a different sample treatment. GSE96058 used freshly fro-
zen tissue samples, and GSE163882 used formalin-fixed 
paraffin-embedded samples. All these contributed to the 
inconsistent sequencing data. While the models trained 
with GSE96058 did not perform well on GSE163882, 
cross validation using only the GSE163882 data with the 
same genes and CNN architecture did produce compara-
ble accuracy (0.813 ± 0.026) and AUC (0.938 ± 0.007) as 

that of the combined GSE96058 and GSE81538 dataset 
(compare Additional file 1: Table S1 and Table 3). These 
results indicated that by transforming gene expression 
data into AIOs, we could apply mature algorithms such 
as CNN to effectively classify biomarkers and accomplish 
comparable or better accuracy as compared to other 
modeling methods. However, the significant performance 
differences between GSE81538 and GSE163882 datasets 
stressed the importance of data consistency. For a model 
to have good generalizability and to be used in clinical 
applications, it was critically important to establish sta-
ble and consistent pipelines for data production. The dif-
ferent performance of NHG between the GSE81538 and 
GSE163882 datasets made it clear of this principle that 
was well documented in the literature.

We evaluated how AIO configurations and CNN 
architecture impacted on Ki67 and NHG classification. 
The 16,384 genes could be configured into two different 
image objects. For both grayscale 128 × 128 and pseudo-
color 64 × 64 × 4 configurations, our models produced 
similar classification accuracies (see Tables  2, 3, Addi-
tional file 1: Tables S2 and S3). This was consistent with 
the results obtained from classification of black-white 
and colored images in the field of computer vision. But 
for the AIO technique, this was significant because this 
suggested we could put different types of genomics data 
into separate layers/channels and incorporated them into 
an AIO, allowing integrated analyses with multi-omics 
data. We also built models to classify Ki67 and NHG 
using one-dimensional convolution, because genes were 
aligned linearly on chromosomes, and conceptually, 
they could be considered one-dimensional data suitable 
for one-dimensional convolution analyses [15]. In our 
analyses, 1D-CNN and 2D-CNN produced comparable 
results (compare Tables  2 and 3 with Additional file  1: 
Tables S4 and S5). Typically, 1D-CNN was used to ana-
lyze one-dimensional data, such as time series, audio, 
text, and electrocardiogram data [25], and 2D-CNN was 
used for computer vision and image classification. While 
there were techniques transforming one-dimensional 
data into images for 2D-CNN analyses [26], we were not 
aware of extensive analyses to compare the performances 
between 1D-CNN and 2D-CNN using the same data. 
With our limited analyses, it would be difficult to con-
clude whether one approach was better than the other. 
Researchers should explore both if the data could be ana-
lyzed with these algorithms.

We evaluated the predictive power of the calls pro-
duced from our CNN models by comparing it to that 
of the consensus calls from trained pathologists. With 
similar sample size (see Table  1), the Ki67 calls pro-
duced from our models had a better power in sur-
vival analyses than the calls from trained pathologists 
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(Fig.  4a, b). The reason for this might be that model 
produced calls were more consistent than human 
raters. For NHG, with a very small sample size (n = 59), 
the model produced calls showed a trend. Should we 
have a larger sample size, the model produced calls 
would produce significant results. These results dem-
onstrated that once implemented, these models would 
improve the productivity and consistency in clinical 
applications.

In the literature, there was a report that proposed a 
different method, DeepInsght, to transform non-image 
data into images for CNN classification [16]. Both our 
AIO technique and the DeepInsight enabled the appli-
cation of CNN algorithms to non-image data and had 
the potential to apply to large and multiple datasets. 
But there was a key difference between our AIO tech-
nique and the DeepInsight. For the AIO technique, we 
considered each feature/variable as a pixel, and directly 
mapped the features onto the feature map. In contrast, 
the DeepInsight approach first performed a kernel 
PCA/tSNE transformation to determine the relation-
ship among the features and then used this informa-
tion to determine the coordinates of the features on the 
image. After kernel PCA or tSNS transformation, not 
only it could cause substantial loss of information, but 
also created a situation where multiple features mapped 
to the same coordinates on the transformed image. This 
made it very difficult to track which features contrib-
uted the most to the patterns that the CNN algorithms 
learned and used to classify the label, a piece of infor-
mation that could be significant for understanding the 
underlying biology when genomics data were used. This 
ability to track the genes in the spatial patterns pro-
vided a new approach to discover multi-gene interac-
tions and interaction networks. Given the differences 
between the two methods, it would be interesting to 
compare their performances using the same datasets. 
Overall, both methods would have broad applications 
in biomedical research.

Conclusions
In this article, we reported the application of a technique 
to transform genomic data into AIOs and adopted CNN 
algorithms for their classification. Applying the tech-
nique to Ki67 and NHG, biomarkers that had substantial 
inconsistent assessments among trained pathologists, we 
demonstrated that our CNN models achieved classifica-
tion accuracies better than similar models reported in 
the literature. Furthermore, with survival analyses, we 
showed that the calls generated by the models had a bet-
ter predictive power than the consensus calls made by 
trained pathologists. These results illustrated the utility 

of the AIO technique in biomarker classification. With 
the demonstration of the principle, the AIO technique 
could have broad applications in clinical and genomics 
studies, facilitating more effective care of cancer patients.

Supplementary Information
The online version contains supplementary material available at https:// doi. 
org/ 10. 1186/ s13058- 021- 01474-z.

Additional file 1. Supplementary information.

Acknowledgements
We thank the patients for their participation in the GSE81538, GSE96058 and 
GSE163882 studies, and the original investigators who conducted these stud-
ies and made the data available.

Authors’ contributions
XC conceived the concept, designed the study, analyzed the data, and wrote 
the manuscript. DGC was involved in the model training and analyses. JC was 
involved in study design, data selection and reviewed and commented on the 
manuscript. ZZ and JMB were involved in discussion and interpretation of the 
results and reviewed and commented on the manuscript. All authors read and 
approved the final manuscript.

Funding
JC is supported in part by NIH Grant P20GM121325.

Availability of data and materials
Not applicable.

Declarations

Ethics approval and consent to participate
This study used 3 publicly available datasets, therefore, ethical approval and 
participants consent were not applicable.

Consent for publication
Not applicable.

Competing interests
XC had filed a USPTO and PCT patent application for the AIO technology. The 
patent is currently under examination by the agencies.

Author details
1 410 AI, LLC, Germantown, MD 20876, USA. 2 Center for Precision Health, 
School of Biomedical Informatics, The University of Texas Health Science 
Center at Houston, Houston, TX 77030, USA. 3 Department of Psychiatry 
and Behavioral Sciences, McGovern Medical School, The University of Texas, 
Houston, TX 77030, USA. 4 Department of Medicine, Vanderbilt-Ingram Cancer 
Center, Vanderbilt University Medical Center, Nashville, TN, USA. 5 Breast Cancer 
Research Program, Vanderbilt-Ingram Cancer Center, Vanderbilt University 
Medical Center, Nashville, TN, USA. 6 Departments of Pathology, Microbiology, 
and Immunology, Vanderbilt University Medical Center, Vanderbilt-Ingram 
Cancer Center, Nashville, TN, USA. 7 Nevada Institute of Personalized Medicine, 
University of Nevada Las Vegas, Las Vegas, NV 89154, USA. 

Received: 22 January 2021   Accepted: 26 September 2021

References
 1. Denkert C, Budczies J, von Minckwitz G, Wienert S, Loibl S, Klauschen 

F. Strategies for developing Ki67 as a useful biomarker in breast cancer. 
Breast. 2015;24(Suppl 2):S67-72.

https://doi.org/10.1186/s13058-021-01474-z
https://doi.org/10.1186/s13058-021-01474-z


Page 11 of 11Chen et al. Breast Cancer Res           (2021) 23:96  

•
 
fast, convenient online submission

 •
  

thorough peer review by experienced researchers in your field

• 
 
rapid publication on acceptance

• 
 
support for research data, including large and complex data types

•
  

gold Open Access which fosters wider collaboration and increased citations 

 
maximum visibility for your research: over 100M website views per year •

  At BMC, research is always in progress.

Learn more biomedcentral.com/submissions

Ready to submit your researchReady to submit your research  ?  Choose BMC and benefit from: ?  Choose BMC and benefit from: 

 2. Penault-Llorca F, Radosevic-Robin N. Ki67 assessment in breast cancer: an 
update. Pathology. 2017;49:166–71.

 3. Baird RD, Caldas C. Genetic heterogeneity in breast cancer: the road to 
personalized medicine? BMC Med. 2013;11:151.

 4. Naito Y, Urasaki T. Precision medicine in breast cancer. Chin Clin Oncol. 
2018;7:8–8.

 5. Gupta A, Mutebi M, Bardia A. Gene-expression-based predictors for 
breast cancer. Ann Surg Oncol. 2015;22:3418–32.

 6. Reis-Filho JS, Pusztai L. Gene expression profiling in breast cancer: clas-
sification, prognostication, and prediction. Lancet. 2011;378:1812–23.

 7. Kwa M, Makris A, Esteva FJ. Clinical utility of gene-expression signatures in 
early stage breast cancer. Nat Rev Clin Oncol. 2017;14:595–610.

 8. Parker JS, Mullins M, Cheang MCU, Leung S, Voduc D, Vickery T, et al. 
Supervised risk predictor of breast cancer based on intrinsic subtypes. J 
Clin Oncol. 2009;27:1160–7.

 9. Rawat W, Wang Z. Deep convolutional neural networks for image clas-
sification: a comprehensive review. Neural Comput. 2017;29:2352–449.

 10. Al-Saffar AAM, Tao H, Talab MA. Review of deep convolution neural net-
work in image classification. In: 2017 International conference on radar, 
antenna, microwave, electronics, and telecommunications (ICRAMET); 
2017. p. 26–31.

 11. Bernal J, Kushibar K, Asfaw DS, Valverde S, Oliver A, Martí R, et al. Deep 
convolutional neural networks for brain image analysis on magnetic 
resonance imaging: a review. Artif Intell Med. 2019;95:64–81.

 12. Hosny A, Parmar C, Quackenbush J, Schwartz LH, Aerts HJWL. Artificial 
intelligence in radiology. Nat Rev Cancer. 2018;18:500–10.

 13. Tang Z, Chuang KV, DeCarli C, Jin L-W, Beckett L, Keiser MJ, et al. Interpret-
able classification of Alzheimer’s disease pathologies with a convolutional 
neural network pipeline. Nat Commun. 2019;10:2173.

 14. López-García G, Jerez JM, Franco L, Veredas FJ. Transfer learning with 
convolutional neural networks for cancer survival prediction using gene-
expression data. PLoS ONE. 2020;15:e0230536.

 15. Zhao Y, Pan Z, Namburi S, Pattison A, Posner A, Balachander S, et al. CUP-
AI-Dx: A tool for inferring cancer tissue of origin and molecular subtype 
using RNA gene-expression data and artificial intelligence. EBioMedicine. 
2020;61:103030.

 16. Sharma A, Vans E, Shigemizu D, Boroevich KA, Tsunoda T. DeepInsight: A 
methodology to transform a non-image data to an image for convolu-
tion neural network architecture. Sci Rep. 2019;9:11399.

 17. Chen X, Chen DG, Zhao Z, Zhan J, Ji C, Chen J. Artificial image objects for 
classification of schizophrenia with GWAS-selected SNVs and convolu-
tional neural network. Patterns (N Y). 2021;2:100303.

 18. Brueffer C, Vallon-Christersson J, Grabau D, Ehinger A, Häkkinen J, Hegardt 
C, et al. Clinical value of RNA sequencing-based classifiers for prediction 
of the five conventional breast cancer biomarkers: a report from the 
population-based multicenter sweden cancerome analysis network-
breast initiative. JCO Precis Oncol. 2018;2:1–18.

 19. Saal LH, Vallon-Christersson J, Häkkinen J, Hegardt C, Grabau D, Winter 
C, et al. The Sweden Cancerome Analysis Network - Breast (SCAN-B) Initia-
tive: a large-scale multicenter infrastructure towards implementation of 
breast cancer genomic analyses in the clinical routine. Genome Med. 
2015;7:20.

 20. Abadi M, Barham P, Chen J, Chen Z, Davis A, Dean J, et al. TensorFlow: a 
system for large-scale machine learning. arXiv: 1605. 08695 [Cs]. 2016. 27 
May 2016.

 21. Abadi M, Agarwal A, Barham P, Brevdo E, Chen Z, Citro C, et al. Ten-
sorFlow: large-scale machine learning on heterogeneous distributed 
systems. arXiv: 1603. 04467 [Cs]. 2016. 14 March 2016.

 22. Ciresan DC, Meier U, Gambardella LM, Schmidhuber J. Convolutional neu-
ral network committees for handwritten character classification. In: 2011 
International conference on document analysis and recognition; 2011. p. 
1135–1139.

 23. Chen X, Xiang S, Liu C, Pan C. Vehicle detection in satellite images by 
parallel deep convolutional neural networks. In: 2013 2nd IAPR Asian 
conference on pattern recognition; 2013. p. 181–185.

 24. Pedregosa F, Varoquaux G, Gramfort A, Michel V, Thirion B, Grisel O, 
et al. Scikit-learn: machine learning in python. J Mach Learn Res. 
2011;12:2825–30.

 25. Kiranyaz S, Avci O, Abdeljaber O, Ince T, Gabbouj M, Inman DJ. 1D con-
volutional neural networks and applications: a survey. Mech Syst Signal 
Process. 2021;151:107398.

 26. Wang Z, Yan W, Oates T. Time series classification from scratch with deep 
neural networks: a strong baseline. In: 2017 International joint conference 
on neural networks (IJCNN); 2017. p. 1578–1585.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.

https://arxiv.org/abs/1605.08695
https://arxiv.org/abs/1603.04467

	Artificial Image Objects for Classification of Breast Cancer Biomarkers With Transcriptome Sequencing Data and Convolutional Neural Network Algorithms
	Repository Citation

	Artificial image objects for classification of breast cancer biomarkers with transcriptome sequencing data and convolutional neural network algorithms
	Abstract 
	Background: 
	Methods: 
	Results: 
	Conclusions: 

	Background
	Methods
	RNA sequencing data
	Clinical data
	Transformation of RNA sequencing data into artificial image objects (AIOs)
	AIO classification and prediction with convolutional neural network (CNN) algorithms
	Survival analyses

	Results
	Model performance with five-fold cross validation
	Sample testing for the GSE81538 and GSE163882 datasets
	Comparison between AIO configurations and CNN architectures
	Survival analyses for GSE96058 and GSE81538 subjects

	Discussion
	Conclusions
	Acknowledgements
	References


