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ABSTRACT

In recent years, with the emergence of a diversity of computational devices and architec-
tures, it is becoming possible to tackle an interesting variety of problems. The constant quest
to improve the performance and energy efficiency of computational platforms has embraced
the concept of heterogeneous systems, offering solutions never seen before. The present and
coming decades of computing cannot be understood without these types of massively par-
allel systems.

With the emergence of new specialized devices, a world of possibilities is opening up, al-
lowing the combination of HPC devices, such as multi-core CPUs powered by integrated
graphics processors, FPGAs, discrete GPUs, DSPs and even specialized accelerators for ma-
chine learning inference, graph analysis and visual processing, termed xPU devices. This
heterogeneity is being observed in more and more places, ranging from adding specialized
units to the execution cores within GPU architectures, to building SoCs with independent
accelerator units along with general-purpose processors on the same die. All these solu-
tions have in common their excellent cost-performance ratio and energy efficiency, which
allow the acceleration of a wide range of massively data-parallel applications, such as deep
learning, big data analysis, sound processing, video streaming, image processing or financial
applications, among others.

However, hardware heterogeneity complicates the development of efficient and portable
software, especially when specialized components from various suppliers are used, since
many require their own programming languages. Languages and frameworks converge in
programming models seeking to be progressively more expressive and abstract. OpenCL
emerged as an open standard programming model for writing portable programs across
heterogeneous platforms. However, it has a very low level of abstraction and leaves to pro-
grammers the complex tasks of problem partitioning and data transferral between the CPU
and devices. Nevertheless, it continues to be the de facto open standard, and new manu-
facturers continue to offer OpenCL drivers for their devices.

Moreover, market trends and industrial applications indicate a strong predominance of
languages such as C++ that call for higher level alternatives to OpenCL. For instance, SYCL is
a cross-platform abstraction layer that originally builds on top of OpenCL, enabling the host
and kernel code to be contained in the same source file . In this context, solutions such as
oneAPI and the DPC++ compiler have emerged, offering a set of domain-specific modules
and C++ support for programming heterogeneous systems, although initially limited to Intel
architectures.

All these systems are based on the host-device programming model, thereby offloading
computational regions to the system accelerator and leaving the CPU for management tasks.
In more sophisticated cases, task-based offloading is carried out, where each device executes
an independent function, but having to be orchestrated and managed by the developer along
with a capable runtime. On the other hand, the co-execution technique allows all devices,
including the CPU, to operate on the same problem, consuming less time and energy to

ix



solve it. Again, the problem is that the programmer must take care of all the host and device
management, penalizing maintainability and increasing engineering efforts.

In order to exploit co-execution, it must be easy to use, regardless of the number and
type of the devices in the system. Moreover, the code must be portable, avoiding having to
transform it in order to operate with other devices and systems. The programmer has to
be abstracted from the underlying architecture and the optimal working strategies for each
device or manufacturer, as well as the partitioning of the workload among the devices. This
is definitely a complex task and needs to be done in the best possible manner, adapting to
the behavior of the problem and the heterogeneous conditions of the system, in order to
guarantee the best performance portability.

This dissertation offers different contributions to improve the performance and energy
efficiency of these massively parallel systems, making proposals that address generally con-
flicting aspects, such as usability improvements and increased abstraction with performance,
energy efficiency and optimization. Two proposals for runtime systems with radically dif-
ferent approaches are conceptualized, designed and evaluated.

The first, EngineCL, presented in Chapter 3, is an OpenCL-based runtime and API that
facilitates very high-level operations, greatly improving programmability, while ensuring
maximum portability and compatibility between heterogeneous systems, reducing all the
management that a programmer must do. In addition, it provides a extensible pluggable
scheduler system that enhances the performance of all kinds of problems in nodes with de-
vices of all types and manufacturers.

Chapter 4 describes two major extensions performed to EngineCL that enhance its capa-
bilities, revealing the versatility of its design. The first improves the runtime and one of its
load balancing algorithms to facilitate time-constrained executions, one of the most coun-
terproductive scenarios for these programming paradigms and accelerators. The second
one allows EngineCL to efficiently execute problems for which OpenCL technology is not
appropriate, as part of a real scientific software used for molecular dynamics simulations.
It is extended to support hybrid programming models, exploiting the system resources effi-
ciently while preserving the rest of the runtime functionalities.

Finally, Chapter 5 presents the second runtime proposal, CoexecutorRuntime, that takes
on a different perspective. It focuses on providing oneAPI technology with co-execution
support, enabling and optimizing the use of dynamic strategies to ensure efficient adapt-
ability to irregular problems. Although it incorporates a number of extensions that bring
programmer closer to the domain of the problem, its design principles allow extensibility
while offering a oneAPI/SYCL-compatible API.

These contributions facilitate programmability, reduce integration efforts and achieve ef-
ficient exploitation of heterogeneous systems. In short, these multi-objective proposals help
to extract the maximum performance and energy efficiency out of current and future mas-
sively parallel systems.
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RESUMEN
Spanish extended abstract

La computación heterogénea es un término que ha ido cogiendo relevancia en los últimos
años, impregnando tanto congresos académicos como eventos industriales, por no decir un
sinfín de aplicaciones y usos con implicaciones tanto en software como en hardware. Este
término, acotado al campo de aplicación de esta tesis, se refiere a la ejecución de aplicaciones
en una plataforma de cómputo compuesta por dispositivos de procesamiento con diferentes
arquitecturas, siendo esta diversidad lo que proporciona un gran potencial, aunque a la vez
incrementa la complejidad del sistema y su programación.

Con la aparición de nuevos dispositivos especializados, se abre un mundo de posibili-
dades tanto en la computación de altas prestaciones (HPC) como en soportes embebidos
y computadores domésticos. La combinación de dispositivos no para de crecer, incluyen-
do CPUs complementadas por procesadores gráficos integrados, FPGAs, GPUs discretas,
DSPs e incluso dispositivos XPU, especializados en inferencia de aprendizaje automático
(TPUs), reconocimiento de patrones (APs), y aceleradores de procesamiento visual (VPUs).
Esta heterogeneidad se observa cada vez en más lugares, desde la incorporación de unidades
especializadas a los núcleos de ejecución dentro de las arquitecturas, hasta la fabricación de
SoCs con unidades aceleradoras independientes y procesadores de propósito general en el
mismo chip, ofreciendo soluciones muy versátiles.

Desde el punto de vista hardware, es algo claramente beneficioso, pues cada dispositivo
de cómputo es más adecuado para diferentes tipos de aplicaciones. Esta eficiencia puede ser
tanto en términos de rendimiento, como en menor consumo energético y su consecuente
implicación en la reducción de costes. Estas características tan buenas de eficiencia, costes y
versatilidad son necesarias en la era del big data, la inteligencia artificial, y las simulaciones
científicas en clusters con grandes consumos energéticos. En definitiva, en el camino a la
computación exascale. De esta forma, siendo capaces de utilizar esta heterogeneidad y ha-
ciendo que cada dispositivo especializado contribuya en pos de una labor más ambiciosa, se
facilitará alcanzar los beneficios esperados, sobrepasando las limitaciones actuales.

Por otro lado, desde la perspectiva software, es donde se encuentran los mayores retos para
explotar al máximo las ventajas de este tipo de computación. La programación se complica
radicalmente, alejandose de la computación tradicional homogénea. Para aprovechar los
sistemas es determinante conocer los tipos de dispositivos de cómputo, su arquitectura y
su modelo de programación. El código y los propios algoritmos se ven afectados por estas
características, complicando la portabilidad y pudiendo aparecer nuevos cuellos de botella
antes no presentes. Las vicisitudes son diversas, yendo desde las sobrecargas en la gestión
de los dispositivos y la comunicación entre diferentes unidades de cómputo, pasando por
la transferencia de datos entre memorias y sus patrones de acceso, hasta las optimizaciones
arquitecturales y problemas de compatibilidad tecnológica.

Estos problemas de portabilidad software se acucian especialmente al utilizar componen-
tes especializados de varios fabricantes, ya que muchos requieren sus propios modelos de
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programación. OpenCL surgió como un lenguaje de programación estándar abierto para
escribir programas portables en plataformas heterogéneas. Sin embargo, tiene un nivel de
abstracción muy bajo y deja en manos de los programadores la partición y transferencia de
datos y resultados entre la CPU y los dispositivos. Además, el soporte por parte de los dis-
tintos proveedores ha sido variable tanto en compatibilidad como en rendimiento. Aun así,
sigue siendo el estándar abierto de facto, y los fabricantes siguen incorporando controlado-
res de OpenCL en plataformas innovadoras.

Además, las tendencias del mercado y las aplicaciones industriales indican un fuerte pre-
dominio de lenguajes como C++, favoreciendo alternativas de mayor nivel de abstracción.
Por ejemplo, SYCL es una capa de abstracción multiplataforma que originalmente se cons-
truye sobre OpenCL, permitiendo que el código a ejecutar en el host (CPU) y en el disposi-
tivo estén contenidos en el mismo archivo fuente, gestionando las dependencias en un grafo
de tareas. En este contexto, han surgido soluciones como Intel oneAPI y la implementación
DPC++ de SYCL, que ofrecen un conjunto de módulos específicos de dominio y soporte
C++/SYCL para la programación de sistemas heterogéneos, siendo adaptado cada vez más
por distintos fabricantes.

Sin embargo, todos estos sistemas se basan en el modelo de programación host-device,
favoreciendo la descarga de regiones computacionales (kernels) al acelerador del sistema,
dejando la CPU para las tareas de gestión. En casos más sofisticados, se lleva a cabo una
descarga basada en tareas, en la que cada dispositivo computa una función independiente,
pero que debe ser orquestada y gestionada por el desarrollador junto con un runtime que
posibilite dicho modo de ejecución. Por otro lado, la técnica de co-ejecución permite que
todos los dispositivos, incluida la CPU, operen sobre el mismo problema para aprovechar
el uso de los recursos del sistema, consumiendo menos tiempo y energía para resolverlo.
El problema es que el programador tiene que encargarse de toda la gestión manualmente,
penalizando la mantenibilidad y aumentando los esfuerzos de ingeniería.

Para explotar la co-ejecución, debe ser fácil de usar, independientemente del número y
tipo de dispositivos del sistema. Además, el código debe ser portable, evitando tener que
transformarlo para operar con otros dispositivos y sistemas. El programador debe abstraerse
de la arquitectura subyacente y de las estrategias de utilización óptimas de cada dispositivo
o fabricante, así como de las decisiones de partición del problema y de asignación de la
carga de trabajo entre los dispositivos, logrando una planificación y un equilibrio de carga
eficientes. Se trata, sin duda, de una tarea compleja que debe realizarse de la mejor manera
posible, adaptándose al comportamiento del problema y a la heterogeneidad del sistema,
para garantizar la mejor portabilidad del rendimiento.

Esta tesis presenta un conjunto de contribuciones enfocadas a posibilitar y optimizar la
co-ejecución en sistemas heterogéneos, todo ello aliviando al programador en la toma de de-
cisiones y fomentando una alta usabilidad. Se conceptualizan runtimes que abstraen los sis-
temas subyacentes, orquestan todas las operaciones con los dispositivos existentes y facilitan
la portabilidad de rendimiento. Además, se incorporan, evalúan y optimizan las estrategias
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de planificación, así como los algoritmos de balanceo de carga para poder explotar eficien-
temente los problemas a resolver. El enfoque de las propuestas es siempre multi-objetivo,
tratando de exprimir el máximo rendimiento y eficiencia energética, así como mejorando la
usabilidad. El propósito no es otro que aprovechar todos los dispositivos de cómputo dispo-
nibles para resolver las tareas de forma cooperativa. Las experimentaciones y validaciones
efectuadas a lo largo de la tesis se han realizado siempre sobre máquinas reales. Además, du-
rante la conceptualización, depuración e implementación de las propuestas se han utilizado
otros sistemas y plataformas no presentes explícitamente en este documento. Sin embargo,
han servido para verificar las implementaciones, ofrecer más evaluaciones en otras arqui-
tecturas, ampliar la compatibilidad entre fabricantes, optimizar funcionalidades e incluso
ampliar el análisis de resultados al detallar validaciones concretas de este documento. Aun
así, el mayor aporte ha venido dado tanto por las máquinas del grupo de investigación de
Arquitectura y Tecnología de Computadores (ATC) de la Universidad de Cantabria, como el
Centro de investigación internacional para la Computación de Alto Rendimiento (HLRS) de
Stuttgart, en Alemania. Adicionalmente, fruto de la estancia de investigación en el centro
HLRS se ha podido contar tanto con el soporte científico y técnico, como con el simulador
de dinámica molecular ls1-MarDyn, posibilitando una de las contribuciones propuestas.

En primer lugar, se propone EngineCL como runtime flexible y portable para sistemas he-
terogéneos. Es ideado, diseñado e implementado con dos principios en mente, la usabilidad
y el rendimiento. Se nutre de todo el potencial de OpenCL, obteniendo una alta compatibi-
lidad, pero mejorando su aplicabilidad al fomentar técnicas que potencian su rendimiento.
El motor ha sido ideado para explotar de forma sencilla todos los dispositivos y arquitectu-
ras diversas que existan en un nodo heterogéneo. Su arquitectura y principios de diseño han
sido conceptualizados y optimizados con el objetivo de facilitar la programabilidad y mante-
nibilidad de los programas. Se ofrece una API simplificada sobre el framework de OpenCL,
facilitando su uso y explotación, teniendo en cuenta las características comunes de ejecu-
ción de programas HPC y con necesidades de aceleración. Además, el runtime es modular y
extensible, incluyendo también un sistema de plugins para planificadores altamente optimi-
zado para reducir los overheads de gestión. Para demostrar la efectividad de EngineCL, se ha
validado tanto bajo criterios de mantenibilidad como de rendimiento y eficiencia energéti-
ca, utilizando múltiples tipos de dispositivos y arquitecturas. Los resultados experimentales
muestran una sobrecarga prácticamente despreciable junto con una alta usabilidad com-
parado con OpenCL, además de ofrecer un rendimiento muy cercano al máximo teórico,
aprovechando eficientemente el sistema heterogéneo.

La segunda contribución extiende e integra el runtime EngineCL en dos escenarios di-
ferentes, incluyendo una aplicación real. Se muestra la versatilidad del runtime diseñado, y
cómo se adapta a situaciones para las que no fue ideado inicialmente. Por un lado, EngineCL
ha sido extendido y optimizado para adaptarse a servidores de servicios y nodos de tipo com-
modity donde las ejecuciones están limitadas por tiempo. Estas peticiones de cómputo tie-
nen generalmente una duración de pocos segundos, además de ofrecer modos de actuación
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contraproducentes para los runtimes pesados y donde los drivers tienen elevados periodos
de inicialización. El modelo host-device suele sufrir penalizaciones ante este tipo de escena-
rios, por lo que en esta propuesta se detallan las optimizaciones realizadas sobre el motor
para hacer frente a estas situaciones. Además, se realizan optimizaciones algorítmicas para
mejorar la eficiencia al explotar las distintas arquitecturas presentes en el nodo. Por otro
lado, se realiza una integración que combina distintos modelos de programación, realizan-
do una co-ejecución híbrida y extendiendo los núcleos de ejecución del runtime, explotando
una aplicación real utilizada en el centro de investigación HLRS. Los problemas de dinámi-
ca molecular del simulador sufren una fuerte penalización al utilizar OpenCL, invalidando
toda posibilidad de mejorar el rendimiento al utilizar los distintos dispositivos del nodo, li-
mitándose a un modelo host-device de descarga a aceleradores. Por este motivo, se extiende
EngineCL para dar soporte a formas híbridas de co-ejecución que permiten explotar los pro-
blemas apropiadamente. La propuesta consigue mantener consistencia con la API ideada, a
la vez que se dota de mayor funcionalidad a los tipos de ejecución soportados, aumentando
la versatilidad del runtime. Gracias a esta propuesta es posible combinar múltiples tipos de
ejecución, manteniendo el soporte al resto de funcionalidades del runtime, incluidos los al-
goritmos de planificación. Asimismo, ahora se le proporcionan al programador mecanismos
para poder establecer diferentes tipos y orígenes de kernels de lanzamiento, incluso de for-
ma dinámica en tiempo de ejecución. Esta propuesta facilita el camino para poder integrar
otras tecnologías y modelos de programación, como por ejemplo CUDA, código máquina
de aceleradores u otros modelos especializados. En ambas propuestas se consigue mejorar el
rendimiento y la eficiencia energética tras la integración producida sin penalizar el diseño y
API original, posibilitando la ejecución de problemas de menor duración en el primer caso,
y ampliando su versatilidad a la vez que se explota eficientemente la CPU del sistema junto
con los nuevos aceleradores en la segunda integración.

La tercera contribución es la creación del CoexecutorRuntime para la computación he-
terogénea basada en estándares modernos. Se facilita la co-ejecución de sistemas heterogé-
neos con soporte a la tecnología oneAPI, por lo que la API proporcionada es de alto nivel,
compatible con C++ y SYCL. La propuesta proporciona un diseño cercano al dominio del
problema, combinando la facilidad en la gestión con las características proporcionadas por
oneAPI. Se sube el nivel de abstracción, enmascarando la gestión de los dispositivos, los
datos y la planificación, pero se mantienen los principios de un único código fuente y la ver-
satilidad de C++ en la definición de las operaciones y su arquitectura. Las principales hitos
de este motor son su facilidad de modificación y la adecuación a mecanismos dinámicos de
planificación, previamente inexistentes. La limitación de oneAPI respecto a la co-ejecución
ha sido superada gracias a la incorporación de una arquitectura asíncrona multi-hilo que ex-
plota la ejecución simultánea de dispositivos, beneficiándose del potencial de las estrategias
dinámicas e implementando diversos algoritmos de balanceo de carga. Además, cualquier
programador de C++/SYCL puede incorporar nuevas características sin depender de otras
tecnologías, por ser una arquitectura desacoplada y sin dependencias, facilitando su integra-
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ción en todo tipo de herramientas y softwares. El motor se beneficia de nuevas arquitecturas
hardware sin necesidad de realizar cambios, siempre que se proporcione un driver compa-
tible. Por otro lado, el motor ha sido diseñado a medida que oneAPI evolucionaba y se libe-
raba, por lo que su arquitectura ha sido ideada pensando en la adaptabilidad a los cambios.
Por este motivo, las extensiones de oneAPI han sido incorporadas, extendiendo la API para
que el programador pueda explotar dichas funcionalidades. Además, la propuesta realiza
una exploración y validación del comportamiento en diversas arquitecturas, tanto commo-
dity como HPC, resaltando el rendimiento y la eficiencia energética conseguida, sobre todo
al utilizar la memoria unificada entre CPU y GPU, así como los algoritmos de planificación
adaptativos.

Aunque esta tesis haya obtenido unas propuestas claras con resultados tangibles tanto en
términos de programabilidad como rendimiento y eficiencia energética, el camino explora-
torio continúa. El problema es ambicioso y solo hace falta observar cómo se lleva décadas
proponiendo soluciones arquitecturales, modelos de programación, lenguajes de explota-
ción paralela, frameworks de abstracción y runtimes de ejecución, perfilando potenciales
soluciones, nutriéndose unas propuestas de otras, convergiendo y construyendo soluciones
cada vez mejores. Aun así, se destacan tres grandes frentes de actuación a partir de esta
tesis. En primer lugar, hay múltiples líneas futuras de relativas a los runtimes y modelos
de programación, pues la diversidad es enorme. Es importante explorar nuevas propuestas
y extensiones, tanto de runtimes previos como tecnologías nuevas, introduciendo aquellas
más relevantes con el objetivo de construir soluciones integrales lo más versátiles posibles.
Lo que a priori parece una limitación en poco tiempo se convierte en un nuevo framework
de cómputo heterogéneo aplicable a muchas arquitecturas. Sin la suficiente eclosión y com-
binación de posibilidades no se genera tracción y adopción, proporcionando innovaciones
nunca vistas. Los modelos híbridos de programación son la antesala a nuevos lenguajes y a
la incorporación de funcionalidades en motores existentes. Por ejemplo, considerando los
dos motores ideados, se podría diseñar y explotar una solución combinada entre ambas pro-
puestas, con lo mejor de cada una de ellas: la compatibilidad y usabilidad proporcionada por
EngineCL junto con la flexibilidad y fácil adaptabilidad de CoexecutorRuntime. Por otro
lado, la segunda vertiente se centraría en el diseño de algoritmos de planificación, especial-
mente diseñados para explotar las diferencias arquitecturales de los tipos de dispositivos.
Estos algoritmos de balanceo de carga no están desacoplados de las implementaciones, por
lo que es importante elaborar propuestas considerando sus runtimes y tecnologías de ejecu-
ción desde la propia concepción, empíricamente validadas y no siendo consideradas como
algoritmos puramente teóricos. Por último, un campo de aplicación futuro de gran impac-
to estudiaría aprovechar las propuestas construidas amplificando su ámbito de aplicación,
elevando el potencial de aprovechamiento al ser extendidas para clusters heterogéneos. La
integración entre modelos de programación híbridos y extensión de núcleos de ejecución
da un primer paso en esta dirección, salvo que se encuentra acotada a un solo nodo. El mo-
tor debería extenderse para posibilitar replicarse entre nodos, aumentando las capacidades
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de comunicación y distribución de la carga, a la vez que se explotan patrones de cómpu-
to híbridos con tecnologías bien asentadas, como MPI. Esta solución podría ser abordada
considerando todas las tecnologías y lenguajes como partes internas, con el objetivo de es-
tablecer nuevos patrones y optimizar su uso, descargando al programador de las decisiones
complejas. Además, podrían considerarse algoritmos de planificación a dos niveles, los que
reparten el trabajo entre nodos, e intra-nodos, los que lo hacen dentro del nodo, cada uno
atendiendo a consideraciones distintas para exprimir al máximo el conjunto de nodos.

Finalmente, teniendo en cuenta que la computación heterogénea ha venido a quedarse,
convirtiéndose en la norma y no en la excepción, es importante considerarla prioritaria y
ofrecer soluciones que permitan exprimir todo el potencial que ofrece. Esta búsqueda cons-
tante por mejorar el rendimiento y la eficiencia energética está ofreciendo soluciones nunca
vistas gracias a estos sistemas masivamente paralelos. El futuro de la computación no puede
entenderse sin ellos, pero es necesario ofrecer soluciones integrales de alta usabilidad, efi-
cientes, con posibilidad de extensión y portables entre todo tipo de dispositivos y sistemas.
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Introduction

Decades go by and computational performance demands continue to grow, regard-
less of the type of device, including those with smaller form factors and energy efficient
needs. Over the years, the industrial response has been driven by increasing processor
power, usually by raising the clock frequency and adding many more transistors. How-
ever, being aware of the physical limits that processors are reaching, it has become nec-
essary to achieve such quotas of computational demand and energy efficiency through
the adoption of heterogeneous computing. The ubiquity and variety of machines and
systems composed of processors of various kinds, gives a unique specialization to solv-
ing specific tasks with maximum performance and low energy consumption. As a re-
sult, in recent years the variety of devices and accelerators present in systems has been
increasing,

However, heterogeneous computing offers multiple challenges that transcend vari-
ous areas of knowledge, from software engineering to computer architecture, affecting
both academia and industry. Academia, due to the feasibility of establishing portable
solutions applicable in industry, as well as the existing technological variety and the
complexity of hardware architectures. Industry, because of the difficulty of incorporat-
ing academic proposals into maintainable and usable products, as well as the enormous
efforts to produce reliable, integrable, compatible and efficient solutions with multiple
manufacturers of accelerators.

This chapter highlights the relevance of heterogeneous computing and introduces

the challenges it poses, as well as the approach of this dissertation to optimize perfor-

mance and energy efficiency in these massively parallel systems.
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1.1 Heterogeneous Systems

1.1 Heterogeneous Systems

To understand the importance of heterogeneous systems it is necessary to establish a bit
of context and what has made them so important. Moore’s law, a prediction made more
than 50 years ago, has been in force until relatively recently [1]. This prediction stated that
the number of transistors on a chip doubled every 18 months. The more transistors, the
more functionality and, in general, the higher the performance. In most cases, a software
developer received, without much effort, an increase in performance thanks to the work of
the computer architects. Technology improved, and clock frequencies increased, producing
faster and faster processors.

However, a little over a decade ago, everything began to grind to a halt. The Dennard scal-
ing condition, which had worked so well since 1974, ended [2]. This stated that the voltage
and current should be proportional to the linear dimensions of the transistors, i.e., as the
transistor size was reduced, increasing the speed and reducing the current and voltage, the
power remained virtually constant. However, over the years, both the leakage current and
the voltage threshold for performing switches have become difficult to reduce any further,
causing the power density to increase with the number of transistors.

There were many strategies to improve single-thread execution and to add more features
to processors, including pipelining, speculative execution and superscalar techniques [3–8].
When all these strategies reached their limits, architects resorted to the drastic approach of
increasing the number of cores per chip, generally at a lower frequency. By using simpler
cores at lower frequencies, power dissipation and energy consumption were reduced. This
led to all kinds of strategies, including the creation of logical cores and the exploitation of
simultaneous multithreading (SMT), leading to multicore systems [9, 10]. With these pro-
cessors now ubiquitous, single-threaded programs are no longer an energy- and resource-
efficient option, albeit at the cost of complicating the work of software developers [11].

Despite the fact that there may be other types of heterogeneity that affect common pro-
cessors, they are generally implicit for the programmer. Regardless of the performance levels
of the operating system, the memory hierarchy or even the possibility of having cores with
different capacities and computational powers (ARM big.LITTLE, Intel Alder Lake), they
are usually programmed under the same sequential programming model [12–15]. Each
thread or process is executed by each core in an apparently sequential manner, even if inter-
nally there is some parallelism between instructions. However, with the emergence of new
types of computing devices and completely different architectures, this is no longer possi-
ble. Simultaneously to the previous developments, the market and users demanded to be
able to process huge amounts of data, transforming the field of high performance computing
(HPC). There was a shift from the predominance of HPC focused on large applications and
parallel algorithms to massive data computing. It is then when programmers and the HPC
community realized how powerful graphics cards (GPUs) are for data processing.
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1 Introduction

GPUs, originally dedicated to graphics and multimedia computing, have become part
of the most widely used accelerator in heterogeneous computing. They were adapted to
general purpose computing (GPGPU), and used for a myriad of applications, from train-
ing and inference in machine learning, through scientific and generalist applications, to be-
ing exploited in industry and service cloud servers [16–22]. They boast efficiencies orders
of magnitude better than traditional processors, mainly due to the adoption of a different
paradigm, the single-instruction multiple-threads (SIMT) model. Although CPUs have vec-
tor units, they fall far short of the power offered by GPUs, being able to perform thousands
of operations simultaneously on large data sets. It is important to note that both Nvidia and
AMD were promoting GPGPU computing, but Nvidia’s CUDA, which emerged more than
a decade ago, drove mainstream adoption of accelerators. Indeed, the impact of Nvidia has
been so compelling that it is still used globally today, even though having some limitations.
This coins the term heterogeneous system as it is understood today, consisting of a CPU
and an accelerator, often termed device. An accelerator is an independent entity connected
by network, bus or even assembled on the same chip. Nowadays there are devices of many
kinds GPUs, MICs, FGPAs, DSPs and even TPUs. Depending on the vendor and type of
accelerator, it varies the internal architecture. For instance, GPUs, are generally composed
of compute units, each of which has multiple processing elements (ALUs and SIMD units),
scheduling hundreds of thousands of threads to compute regions (kernels). However, they
need to be managed by a CPU, usually called the host. This forces the adoption of a dif-
ferent programming model, as will be seen later. Nevertheless, this popularity led to the
incorporation of many types of accelerators.

A second group of heterogeneous devices are many integrated core (MIC) coproces-
sors such as the Intel Xeon Phi, often classified as many-core accelerators together with
GPUs [23–25]. These accelerators are characterized by including many single cores, so that
they take on the advantages of traditional multicore programming, but with alternative ar-
chitectures and interconnections, in some cases resembling GPU designs. MIC coproces-
sor are usually aimed at the HPC and server markets, therefore their cores use vector units
of greater capabilities than mainstream processors. Although they are heterogeneous de-
vices, this proposal has tried to favor all the existing knowledge about traditional proces-
sors, from the implication of the memory hierarchy to the microarchitecture itself, including
the programming paradigms. Although coprocessors like the Intel Xeon Phi are no longer
available on the market, all the work done by both Intel and the scientific community on
this type of systems has been useful [26–32]. Moreover, these efforts have served to eval-
uate and optimize technologies that are currently used in Xeon processors with dozens of
cores. Nevertheless, other vector engine processors are being developed, such as the NEC
SX-Aurora TSUBASA, used in supercomputers [33–36], as well as custom hardware designs
and SoCs [37–42]. Therefore, these accelerators are relevant architectures that continue to
be leveraged in HPC.
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Further developments of the heterogeneous system concept was extended beyond GPUs
and many-core coprocessors, incorporating field-programmable gate arrays (FPGAs), which
are a major leap in the heterogeneous computing paradigm [43–48]. To understand their rise
and use, it is necessary to understand the problems of application-specific integrated circuits
(ASICs) [49–53]. Their power efficiency and performance can be very good, but their design
and fabrication is expensive, very complex and inflexible, with slow iteration and debugging
periods, limiting general-purpose computing to what the chip is specifically designed for.
For this reason, FPGAs offer a great deal of versatility in terms of their possibilities, placing
their application in an intermediate position between the recommended uses of a CPU and
a GPU. These devices are a circuit that can be configured by a programmer to implement a
specific program or function, achieving a fairly precise determinism in the final reconfigured
characteristics, both in performance and power consumption. These devices provide great
flexibility to the system, although they require a lot of time to synthesize and build the circuit
configuration bitstream.

There are more types of heterogeneous devices. For example, automata processors (AP)
have recently appeared as specialized pattern recognition nodes, highly recommended for
data analysis, pattern matching, graph structure analysis and even statistical processes [54–
56]. Although generally implemented in FPGAs, their core has been expressly designed to
be efficient in processing regular expressions. Digital signal processors (DSPs) also have their
place in the heterogeneous world, becoming very powerful when applied to specific niches
such as analog, audio and video signal processing [57–59]. They are capable of applying
multiple mathematical equations on sampled signal streams. Their energy efficiency but
limited applicability makes them good coprocessors, often embedded on-chip. This is also
the case with tensor or neural processing units (TPUs or NPUs), being specific to support
artificial intelligence applications, accelerating neural networks in machine learning [60–
66]. Some systems-on-chip (SoCs) such as the Qualcomm Snapdragon 845 or the Amlogic
A311D include specific units for inference or augmented reality, although they can also be
found as external attachable units. Examples are the Coral USB Accelerator or the Intel
Neural Compute Stick, among other visual processing units (VPUs) [37, 67–71].

As a result of all this effervescence, heterogeneous systems have all kinds of devices and ac-
celerators specialized in computing certain types of workloads. For this reason, it is increas-
ingly common to find systems composed of multiple accelerators, even with different types
of architectures, achieving outstanding levels of performance and energy efficiency. Exam-
ples range from HPC systems with the Nvidia DGX-1/2, having 8/16 GPUs and currently
used in supercomputers1,2 to embedded SoCs for low-power edge computing platforms with
CPU, GPU and NPU, among others [61, 62, 71–75]. For instance, considering a multi-device
multi-processor system-on-chip (MPSoC), the Xilinx Zynq Ultrascale+ is composed of APU

1https://www.top500.org/lists/green500/2021/06/
2https://www.top500.org/lists/top500/2021/06/

7

https://www.top500.org/lists/green500/2021/06/
https://www.top500.org/lists/top500/2021/06/


1 Introduction

cores, Real-Time processing units, an ARM GPU and even a FPGA in the same chip, as it is
depicted in Figure 1-1 [76–79]. Not to mention the proliferation of configurations that are
emerging as a result of such diversity, with heterogeneous systems increasingly common in
both embedded IoT and commodity nodes, as well as HPC and cloud services servers [80].
Ultimately, these type of solutions faces the challenge of exa-scale computing, improving
FLOPs-per-watt and per-monetary cost ratios [81–85]. However, the questions to be asked
are how these systems can be programmed comfortably or whether a code can be ported to
a specific accelerator achieving its best efficiency.

In short, heterogeneous systems are here to stay [86], but this should come as no surprise,
since heterogeneous computing has been with us, in various fields and in a more or less
explicit way, for a few years now. As has been seen, many types of devices and architectures
are available, and new ones will appear in the future, so the emergence of even quantum
computing units (QCUs) should come as no surprise [87–89].
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Figure 1-1: Xilinx ZinqUltrascale+MPSoC composed of 4 types of architectures: CPU, GPU, RPU and FPGA.

1.2 ProgrammingModels & Languages

One of the fundamental aspects that determine the success of a hardware design is its pro-
grammability. It does not matter the speed or energy efficiency of a machine if it is not easy
to program and implement the business logic or scientific application. There is no such thing
as a perfect programming language, because the needs and applications are so varied, even
more so if the variety of existing hardware devices is included. Moreover, if this were the
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case, academic and industrial proposals would not continue to be generated, both for APIs
and complete languages, as well as abstractions and facilitating frameworks.

In general, a programming language has to allow programmers to achieve the expected
functional and non-functional requirements. It must have tools that give the programmer
access to libraries of highly optimized functions to incorporate in their programs avoiding
the need to reinvent the wheel. In addition, a great success is to enable the exploitation of
lower level functions, obtaining a greater control over the machines, but without hindering
productivity. Another fundamental aspect is the possibility of porting code, so that previ-
ous work can be reused in different architectures or devices. Since heterogeneous computing
focuses on improving performance and specialization, such portability does not necessarily
translate into performance portability [90–93], that is, a piece of code will execute success-
fully on another device, but may not achieve the best performance. Hence, it is also advisable
to provide mechanisms to take advantage of the characteristics of other systems where such
code will be executed. Finally, since heterogeneity is complicated, the programming lan-
guage should present a point of view as homogeneous as possible, so that there is a clear
decoupling between the code and underlying architecture.

In short, a programmer must be able to think at a high level, allowing to translate the
problem domain and reduce the time-to-market, but must also be able to act on the low-
level details, in order to achieve maximum efficiency [23, 94, 95]. The best strategy is still to
provide options, either language improvements or new creations, so that programmers have
enough choice. As with technology stacks and generalist programming languages, despite
the specialized application niches, there are always some more versatile ones that end up
being used widely, spreading to many domains. However, effervescence and variety are key
to evolution, as some are nourished by others in ideas, expressiveness and potential for use.

The paradigm used in heterogeneous systems is the so-called host-device programming
model, since the processor (host) offloads computational regions or functions, sometimes
called kernels, to an accelerator (device) [24, 95]. They are independent entities connected
by network, bus or even assembled on the same chip, but they need the management of a
CPU to be used. Generally, the work is sent through a system driver that acts as a bridge
of operations. The de facto language for heterogeneous programming using the host-device
paradigm is Open Computing Language (OpenCL)3, already established after a decade [96,
97]. Figure 1-2 depicts this programming model showing an abstraction on top of the MP-
SoC presented in Figure 1-1 of previous Section 1.1. The host acts as an orchestrator of the
system, managing the devices and its internal compute units through offloading operations,
as it will be explained in detail in Chapter 2. The main drawback of this model is that the
programmer is in charge of performing all device management and initialization, transfer-
ring problem data between separate memory spaces, manually partitioning and offloading
compute regions, and collecting results. Other solutions have appeared over the years trying

3https://www.khronos.org/opencl/
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to raise the level of abstraction over OpenCL, such as SYCL4 or oneAPI [98]. However, they
all fall under the host-device model with all the drawbacks mentioned above, although to a
different degree and with other peculiarities, such as, for example, less initial compatibility
and portability.

HOST

MemoryCPU

Device: CPU  [ARM A53]

APU 1 APU 2 APU 3 APU 4

Device: FPGA  [XILINX]

Programmable Logic:
DSPs, ALMs, MBs

Device: RT-PU  [ARM R5]

RPU 1 RPU 2

Device: GPU  [ARM MALI]

CU 1 CU 2 CU 3 CU 4

operationsoffloading

Optional
Host & Device

Figure 1-2: Host-device programming model applied on the Zinq Ultrascale+ MPSoC and its 4 devices.

One of the main problems with the host-device model is its initialization times, generally
resulting in fixed execution costs. This, in combination with delays when offloading kernels
to accelerators, is prohibitive for some situations. This is a serious problem, as many sys-
tems have devices that are not being leveraged. There are a multitude of applications that
could benefit from optimizing execution for problems that require a total computation time
of very few seconds, from embedded and commodity devices specialized in facial recogni-
tion, to medical analytics processors and sensors, to service servers and cloud provider plat-
forms [99–110]. All these systems are of great relevance, since they affect emerging fields,
from the Internet of Things (IoT) [111–113], through all kinds of web servers and cloud in-
frastructures, nourishing the technological base of fast serverless frameworks and lambda
services [114, 115]. These types of scenarios are generally referred to as time-constrained.

Furthermore, there are situations in which a technology does not behave properly, either
because of the programming model itself, the hardware architecture or the type of applica-
tion. To face these problems, it is important to explore new ways to achieve efficient exe-
cution, even going as far as using other parallel programming paradigms. For example, al-
lowing other technologies to be used when executing such applications, either by migrating
kernels to devices or by including new accelerators and runtimes. This is another complex
scenario that needs to be provided with versatile solutions that can perform technological
combinations, since there are languages or paradigms that are better suited to certain situa-
tions or architectures. This is a problem found in specialized applications highly optimized
through parallelism and vectorization. Even focused on hardware architectures such as Intel

4https://www.khronos.org/sycl/
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1.3 Co-execution

Xeon and Intel Xeon Phi, finding cases in molecular dynamics simulators, among which is
ls1-MarDyn [116–121]. When these systems are equipped with mixtures of programming
languages and paradigms, as well as computational technologies, they are often referred to
as hybrid programming models.

In addition to these issues, when more accelerators are incorporated into a heterogeneous
system, the software does not scale, making it necessary to perform all these operations for
each device in the system. The big drawback is that the programmer must take into account
the adaptation of the code when porting it to other systems or when modifying the types of
devices or their properties. This operation is tedious and hardly portable, making it difficult
to use all devices properly. This orchestration of resources makes it difficult to take proper
advantage of the features offered by the accelerators, and in many cases, energy is wasted in
the process, either because there are idle devices or because the porting of code did not meet
the needs of another architecture.

Although there are several programming languages and frameworks that have been
adapted to use accelerators, they generally have a number of drawbacks. Among the most
prominent, CUDA is the most widely used language for GPGPUs, but it has always been
tightly coupled to Nvidia GPUs. OpenACC and OpenMP are proposals that raise the ab-
straction level via offloading directives. However, they compromise their flexibility, and do
not always have support for new accelerators. The diversity is very large, and new proposals
are constantly emerging, as Chapter 2 will show. However, to date, OpenCL continues to be
the de facto standard with the best support for all types of accelerators.

Summing up, OpenCL provides many mechanisms that meet the above premises, but the
programmer still has a tremendous responsibility when programming these systems. In ad-
dition, a conventional use in this paradigm is based on per-device tasking, offloading kernels
to specific accelerators. This is an appropriate strategy when tasks require a high degree of
specialization atomically exploitable by a specific accelerator. This is especially addressable
when the dependencies between them are minimal, decoupled by the programmer, as well
as when the knowledge of device availability and execution flow duration is available. How-
ever, when these conditions are not present, in many other occasions, it is an inappropriate
solution, so co-execution techniques are promoted.

1.3 Co-execution

Co-execution is the parallel programming strategy whereby several processing units join
their computational resources to simultaneously solve the same kernel [122–124]. In other
words, the different devices of the heterogeneous system compute the same problem at the
same time. To do this, each device needs to receive a portion of the complete problem,
which is necessarily handled by the host system and its CPU. The programmers must keep
track of the regions transferred and how each kernel acts on its data. Additionally, they are
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also responsible for collecting the partial results computed by each device and joining them
together to form the complete result of the computation.

One of the advantages of co-execution is that accelerators are generally good at exploit-
ing the data parallelism inherent in the computational regions offloaded to these types of
devices, especially when they can take advantage of multiple vector units and massive par-
allelism. This technique is able to extract the full potential of the system, in terms of per-
formance and energy efficiency, since all accelerators contribute in solving the problem, in-
cluding the CPU [93, 125–130]. In the host-device programming paradigm, it often happens
that the main processor is used as the manager, acting as a global orchestrator fully involved
in the selection, partitioning and allocation of data, as well as the collection of results. How-
ever, the CPU continues to consume power, not contributing to the computation, and in
many occasions standing by to send and receive requests with the devices. This situation is
becoming increasingly relevant, not only in types of devices used in a system, but also re-
garding the increasing number of CPU cores, wasting computational power. For example,
there are already AMD Epyc and Intel Xeon Platinum processors with up to 64 cores, and
the trend is raising [131–135].

Figure 1-3 shows an example of an HPC heterogeneous system following a traditional of-
fload host-device programming model, where co-execution has not yet been enabled. The
architecture of the heterogeneous system is shown on the left, consisting of an Intel i7 7700
with an integrated HD 630 Graphics to which two coprocessors, an Nvidia Titan X GPU and
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an Altera Stratix V FPGA have been attached. This type of nodes with mixed configurations
is becoming more and more common, not only due to the upgradeability or the availability
of reusable devices and inventory, but also because of the advantages in the execution of spe-
cific problems [48, 125, 128, 136–148]. A traditional programming scheme is represented
in the upper right-hand side, whose implementation is complex due to the existing diversity
and where programmers often choose to perform task-based offloads. It requires abundant
management logic, code associated with the program to be computed, as well as specific
software regions for each device. Moreover, in this case, the programmer chooses kernels
optimized for GPUs to improve their occupancy, offloading to the discrete and integrated
GPUs, each with an independent task. The efficiency of exploitation of each component of
the heterogeneous system is shown on the bottom right, ranging from total under-utilization
(minimum, in white) to effective exploitation (maximum, in black). As can be seen, devices
such as the FPGA or the CPU are not exploited, while others such as the integrated GPU,
or the PCIe communication buses and memory still have room for improvement in their
utilization. Furthermore, even if all devices were being utilized through task-based paral-
lelism, this representation would still be valid for a specific moment of the execution, since
the devices may present stalls and idle periods, waiting to receive data or a notification after
a previous dependent task has finished. The system is not leveraged, consuming power by
devices in idle (FPGA), not computing part of the problem (CPU, static power) or not opti-
mized for architectural variations (integrated GPU). Without co-execution and a portable,
cross-platform compatible language, energy efficiency and performance are being lost.

These losses are measurable, as can be seen in Figure 1-4. The above HPC system is ana-
lyzed by considering two scenarios with respect to energy consumption. Both graphs show
the devices on the abscissa axis and the consumption in watts on the ordinate axis. On the
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Figure 1-4: Power consumption of an HPC heterogeneous system with 4 devices when co-execution is
not enabled or when devices are idle.
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left, the power consumption is calculated when a single device is being offloaded to compute
the matrix multiplication. In this case the offloading is performed to a single accelerator, a
typical strategy to avoid increasing the implementation and optimization efforts. For each
case, the PCIe-connected accelerators that are not used in the computation are being re-
moved from the node. Results show how the host is still consuming (CPU + RAM), up to
37W without contributing, reaching cases where the CPU consumes as much as the FPGA,
who is computing the whole problem. On the other hand, the right graph shows the power
consumption of each device without doing anything, just for being connected and idle. Not
to mention this presents a configurable heterogeneous system, but those nodes fixed by form
factor or with acceleration units directly on chip cannot be unplugged.

For this reason, it is important that all devices in the heterogeneous system contribute as
much as possible, in order to speed up problems and reduce energy consumption. In gen-
eral, co-execution is beneficial to a programmer, as it is a more convenient method to apply
to existing problems. Since it focuses on the partitioning of data per device, the programmer
does not have to study complex dependencies and can exploit the accelerators in a natural
fashion. On the other hand, in task-based parallelism execution, the scheduler has to trans-
form a problem into multiple tasks of different granularity, trace the dependencies between
them and manage the execution of each one on each device, with the drawback of having
tasks (and devices) waiting for others.

However, task-based heterogeneous programming is a problem generally addressed and
supported by programming languages, frameworks and even other runtimes, while co-
execution is a problem that has so far been implemented manually by programmers [149–
151]. The problem with these technologies is that to express heterogeneous co-execution
it has to be implemented in terms of task parallelism. This introduces problems in the dis-
tribution of data between devices, complicates the transformation and mapping between
programming models, and varies the way of scheduling such tasks. Furthermore, it may
even introduce overheads, since tasks are usually treated as encapsulated entities to guaran-
tee their scheduling based on input and output dependencies.

In short, co-execution provides advantages when using accelerators in heterogeneous sys-
tems, enabling data parallelism and facilitating the effort of the programmer with respect to
the problem domain. However, the work to achieve this strategy has to be minimal on the
part of a programmer, to facilitate its adoption, and is usually determined by two aspects,
the abstraction of the heterogeneous system and the workload balancing.

1.4 Abstraction & Load balancing

The abstraction of the heterogeneous system tries to reduce the managing and operating of
the different devices of the node. Efforts in achieving co-execution are also driven by and
closely linked to the work done in achieving good accelerator management, masking the
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system orchestration from the programmer. It is important that this abstraction layer hides
the details of the underlying architecture, offering a simplified and uniform facade for the
different devices. This point is key, as it also allows a programmer to operate with the devices
independently of the system where the application is executed, enhancing portability.

Moreover, a system that encapsulates the necessary device operations, from initializa-
tion and configuration through data management and manual download of computational
kernels, facilitates both independence and optimization of operations between accelerators.
Leveraging strategies can be exploited both across device types, such as coarse-grained tasks
for FPGAs and range-based tasks for GPUs, and across manufacturers, such as performing
memory optimizations when building buffers on AMD graphics cards [102, 125, 128, 152–
154]. System abstraction facilitates these types of operations, freeing the programmer and
favoring both usability and portability between devices, architectures, manufacturers and
systems.

The other fundamental aspect of co-execution is workload balancing, the purpose of
which is to distribute the computational problem appropriately among all the devices that
make up the system [122–124, 155–157]. The objective is to obtain the appropriate propor-
tion of work for each device contributing to the job, so that they all have a similar execution
time, generally finishing simultaneously. A correct distribution technique and scheduling
algorithm is the way to minimize the waiting times of the devices, so that they are always
sending, computing or receiving data. Derived from this objective is the need to overlap
computation and communication, using as many transmission channels as are available and
making the devices always compute while preparing (or receiving) the next data to be com-
puted, maximizing global parallelism.

Two important concepts that influence load balancing arise from here. On the one hand,
the types of problems to be computed, being regular or irregular. Regular problems are those
in which the execution time is determined only by the size of the data to be computed on
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each device [129]. The programmer needs to estimate offline how much workload to allo-
cate to each device so that all finish at the same time, thus obtaining a balanced execution.
This is depicted in the left part of Figure 1-5, when computing the Gaussian kernel (see
Section 1.7.2 for more details about the kernels) with two devices, CPU and GPU. In this
case, the kernel execution time is 5 seconds on the CPU and 2 seconds on the GPU, which
means that the GPU has 2.5x the performance of the CPU. Each device takes about the same
amount of time to compute each pixel, regardless of color or intensity, so it is a regular prob-
lem. Therefore, assigning the work to devices proportionally to their computing capabilities,
a balanced distribution is obtained and the execution time is reduced to approximately 1.5
seconds.

However, irregular applications, where the processing time of a data set depends not only
on its size, but also on the nature of the data, cause a challenging task. Thus, different por-
tions of data of the same size can generate different response times. This is shown in the
right part of Figure 1-5, which presents the execution of a Mandelbrot fractal computation
in two devices. Each device varies the time to compute each pixel, due to the computational
region of the mandelbrot function, with the darkest and reddest areas being the most com-
putationally intensive data regions. Performing the same static balancing as in the regular
case, it has coincided that the most computationally heavy regions have been executed by
the CPU (slower device). This results in a significant imbalance, with the CPU taking 3.5
seconds while the GPU took only 1.2 seconds. This situation can only be addressed with
dynamic balancing algorithms that allocate portions of work to the devices on demand [158,
159].

On the other hand, the heterogeneity of the devices themselves makes them more appro-
priate for different types of tasks, determining their granularity, recommended durations
and the types of operations in which they excel. The capabilities of accelerators as well as
their architectures determine the size of the minimum (and maximum) working blocks they
are comfortable with, beyond which they suffer penalties. For example, a GPU needs up to
hundreds of thousands of threads to obtain a full occupancy of its resources, so small job
sizes will underutilize such a powerful device [160–163]. However, giving a modest work-
load to a CPU could saturate it, slowing down the overall execution time and even affecting
the rest of the system. For this reason, load balancing and its decisions are complex, and it is
necessary to tailor these partitioning decisions taking into account both the type of hardware
and the amount and type of load to be allocated. For this reason it is necessary for the pro-
grammer to free himself from this type of decisions, since they complicate the programming
and the slightest failure can mean absolute penalties in the final execution.
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1.5 Hypothesis

Considering all of the above, this dissertation evaluates the following hypothesis:

Thedesign and implementation of runtime systems that allow co-execution is the best way to
leverage the full computational capacity of heterogeneous systems, while providing a sufficient
level of abstraction for a programmer to use it properly. The approach to provide maximum
performance, scalability and energy efficiency will come through the design of efficient and
extensible runtime architectures, as well as the implementation of scheduling algorithms that
maximize device utilization in the face of any type of application and heterogeneous system.

To achieve this, four cross-cutting issues need to be addressed: performance portability,
technology compatibility, system abstraction and load balancing.

◼ Performance portability: providing mechanisms to execute as efficiently as possible in
each type of architecture, relieving the programmer of the complications of devices
and their operating modes, in a transparent manner.

◼ Technology compatibility: offering operating alternatives, easily adapting to new
trends, without being tied to a single technology and allowing compatibility between
programming models, exploiting each device in the most convenient manner.

◼ System abstraction: encapsulating technological and architectural complexities, pro-
viding a convenient, maintainable and extensible API and management system.

◼ Load balancing : offering efficient and diverse scheduling algorithms to exploit all
types of problems, being extensible and optimized as an integral part of the runtime
architecture.

To validate the effectiveness in overcoming these issues, they will be designed with differ-
ent usability perspectives, evaluating programming models, software architectures, schedul-
ing algorithms and emerging technologies for heterogeneous computing. The ultimate goal
is to facilitate programmability and compatibility to exploit efficiently co-execution in all
types of heterogeneous HPC and commodity systems.
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1.6 Major dissertation contributions

The most remarkable contributions of this thesis to study the optimization of performance
and energy efficiency in massively parallel systems are listed below. Each of them is pre-
sented in depth in the different chapters of the document.

◼ Proposing EngineCL as a flexible and portable heterogeneous runtime system. Its
main aim is to reconcile usability and performance. Therefore, it integrates perfor-
mance enhancing techniques and abstractions that allow to effortlessly combine the
computing capabilities of several devices. Management overheads are reduced by im-
plementing a highly optimized scheduler, which is customizable through hook func-
tions. It is built on top of OpenCL with a modular architecture that is easily extend-
able. From OpenCL it takes advantage of much of its potential, like the high device
compatibility. To promote maintainability of applications, it presents an easy-to-use
API designed to integrate well in many scenarios, from desktop applications to HPC.
A thorough evaluation of EngineCL is presented including performance, energy effi-
ciency, scalability, portability and maintainability.

◼ Extending and optimizing EngineCL for time-constrained scenarios. There are com-
puting request-response based computing services where the response time is lim-
ited, generally to a few seconds. The host-device model usually suffers penalties in
such scenarios, as they rely on counterproductive performance modes for heavy run-
times and where drivers have long initialization times. So this proposal details the
runtime and algorithmic optimizations performed on EngineCL to allow it to cope
with these situations. The multi-threaded software architecture has been enhanced to
adapt to different devices and architectures commonly found in commodity servers
today. This extension confirms the versatility of EngineCL as it was easily adapted to
situations for which it was not initially conceived.

◼ Enhancing EngineCL to extend execution types and exploit hybrid co-execution al-
lowing the integration with the ls1-MarDyn simulator from HLRS. The ls1-MarDyn
molecular dynamics simulator suffer a strong penalty when using OpenCL, which
makes negligible the performance increase of combining different devices. For this
reason, EngineCL is extended to support hybrid forms of co-execution that allow ex-
ecuting these problems efficiently. The new extension is able to maintain consistency
at the API, while providing more functionality to the supported execution types, in-
creasing the versatility of the runtime. For instance, it is possible to combine acceler-
ation technologies and programming models such as OpenMP, while supporting the
rest of the runtime functionality, including scheduling algorithms. In addition, the
programmer is now provided with mechanisms to supply different types of execution
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sources and kernels, even dynamically at runtime. This proposal simplifies the inte-
gration with other technologies and programming models, such as CUDA, machine
code of accelerators or other specialized programming models.

◼ Proposing Coexecutor Runtime as a modern C++ co-execution runtime. If EngineCL
relies on lower level technologies, like OpenCL, which is common in the scientific
world, Coexecutor Runtime is aimed at C++ programmers using oneAPI, more preva-
lent in industry. It is a runtime that facilitates co-execution in heterogeneous systems
supporting Intel oneAPI technology. It maintains the principle of single source code
and leverages the versatility of C++ in the definition of operations. Its decoupled ar-
chitecture allows any C++/SYCL programmer to incorporate new features without the
need for other technologies or dependencies, facilitating its integration in all types of
software. The runtime hides behind an abstraction layer cumbersome tasks, like the
management of devices, data and scheduling. Through its asynchronous concurrent
execution architecture it overcomes the limitation of oneAPI regarding co-execution.
Like EngineCL, it includes various load balancing algorithms. However, Coexecutor
Runtime goes further in harnessing dynamic scheduling mechanisms, yielding high
efficiencies. The runtime can leverage new hardware architectures without the need to
make changes, as long as a compatible driver is provided. Furthermore, the proposal
explores the behavior in different architectures, both commodity and HPC, highlight-
ing the performance and energy efficiency achieved by using the latest oneAPI exten-
sions and adaptive scheduling algorithms.
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1.7 Methodology

The proposals explained in this dissertation have been validated using the methodology pro-
posed in this section. The results presented throughout the document are based on exper-
imental data obtained from executions in real systems. This methodology section is com-
mon to all chapters, detailing the heterogeneous machines and devices used, the bench-
marks evaluated, the metrics analyzed and tools used. Those chapters where variations in
the methodology have been applied, extension of the benchmarked applications or pecu-
liarities of the validation, will expand the methodology of their respective sections with the
details particular to their experiments.

1.7.1 Platforms & Devices

The chapters of this dissertation present different heterogeneous nodes and devices used for
the experiments, as detailed below. There are 11 different architectures, comprising Intel
and AMD CPUs, Intel and AMD discrete and integrated GPUs, as well as an Intel Xeon Phi
many-core coprocessor. The diversity of machines and devices serves the technological and
validation needs of the runtimes built and techniques developed. For example, oneAPI can
currently only be used on devices of the latest Intel generations, so specific heterogeneous
systems are required.

Each chapter of the thesis refers to the machines used, as well as peculiarities that have
been applied for such experimentations and validations. In any case, the characteristics of
each node are detailed in Table 1-1 and they are summarized below:
Batel and Trainera are heterogeneous systems with identical properties regarding mem-

ory, system and processor. They are composed of two Intel Xeon E5-2620 CPUs with six
cores that can run two threads each at 2.0 GHz and 16 GBs of DDR3 memory. The CPUs
are connected via QPI, which allows OpenCL to detect them as a single device.
Batel has two accelerators, a GPU and a MIC. The discrete GPU is a Nvidia Kepler K20m

with 13 SIMD lanes (or SMs in Nvidia terminology) and 5 GBytes of VRAM. On the other
side, the coprocessor is an Intel Xeon Phi KNC 7120P, with 61 cores and 244 threads. These
are connected to the system using independent PCI 2.0 slots.
Trainera is configured with a modern discrete GPU, an AMD RX5700XT. It is a Navi 10

XT generation, with RDNA 1.0 architecture, exposing 40 compute units at 1905 Mhz and
with 8GB of video memory at 1750 MHz, offering a bandwidth of 448.0 GB/s.
Remo is a machine composed of an AMD A10-7850K APU and Nvidia GeForce GTX 950

GPU. The CPU has 2 cores and 2 threads per core at 3142 Mhz with only two cache levels,
exposing 4 OpenCL compute units. The APU’s on-chip GPU is a GCN 2.0 Kaveri R7 DDR3
with 512 cores at 720 Mhz with 8 compute units. Finally, a discrete Nvidia GPU is attached,
providing 6 compute units, 768 cores at 1240 Mhz and 2 GiB of DDR5.
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Table 1-1: Heterogeneous systems, platforms and devices.

Batel Trainera Remo Desktop DevCloud

Processor Intel CPU AMDCPU Intel CPU Intel CPU

Model Xeon E5-2620 A10-7850K Core i5-7500 Xeon E-2176G

Architecture Sandy Bridge Kaveri APU Kaby Lake Coffee Lake

Specs 2.0 GHz 3.7 GHz 3.4 GHz 3.7 GHz

# CPU 2 (QPI) 1 1 1

# Cores 6 4 4 6

#Threads/Core 2 1 1 2

Cache
L3 16M
L2 256K

L1 32K(i) 32K(d)

L2 2M
L1 16K(i) 96K(d)

L3 6M
L2 256K

L1 32K(i) 32K(d)

L3 12M
L2 256K

L1 32K(i) 32K(d)

Compute Units 24 4 4 12

Pref. wg size 128 1 128 128

Drivers
OpenCL 1.2

(Intel Runtime 14.2)
Proprietary

OpenCL 1.2
(mesa, clover)
Open-source

OpenCL 2.0
(oneAPI, ocl)

Mixed

OpenCL 3.0
(oneAPI, ocl)

Mixed

Memory 16 GiB DDR3 8 GiB DDR3 8 GiB DDR4 64 GiB DDR4

System Kernel 3.10
CentOS 7

Custom Kernel 4.19
ArchLinux

Custom Kernel 5.4
Ubuntu 20.04

Kernel 5.4
Ubuntu 20.04

Batel Trainera Remo Desktop DevCloud

Accelerator Nvidia GPU AMDGPU AMD iGPU Intel iGPU Intel iGPU

Type Discrete Discrete Integrated Integrated Integrated

Model K20m RX5700XT Radeon R7 HD Graphics 630 UHD Graphics P630

Architecture Kepler Navi 10
RDNA 1.0

GCN 2.0
Spectre 200 Series

HD Graphics-M
Gen 9.5 GT2 IGP

HD Graphics-W
Gen 9.5 GT2 IGP

Specs

CUDA Cap. 3.5
706 MHz

2496 cores
13 SMs

1605 MHz
2560 cores

40 CUs

720 MHz
512 Shaders

8 CUs

600 MHz
192 cores

24 EUs

1200 MHz
192 cores

24 EUs

Memory
1300 MHz
320-bit bus

5 GiB DDR5

1750 MHz
256-bit bus

8 GiB DDR6

fast bus GPU-DDR3
system shared

6 MiB LLC shared
system shared

12 MiB LLC shared
system shared

Compute Units 13 40 8 24 24

Pref. wg size 32 (Warp) 32 (Wavefront) 64 (Wavefront) 32 (EU threads) 32 (EU threads)

Drivers
OpenCL 1.2
(CUDA 460)
Proprietary

OpenCL 2.1
(amdgpu-pro)

Proprietary

OpenCL 2.0
(amdgpu, catalyst)

Mixed

OpenCL 3.0
(oneAPI, ocl)

Mixed

OpenCL 3.0
(oneAPI, ocl)

Mixed

Accelerator Intel MIC Nvidia GPU

Type Discrete Discrete

Model Xeon Phi 7120P GeForce GTX 950

Architecture Knights Corner KNC Maxwell 2.0 GM 206

Specs

AVX2
1333 MHz
244 threads

61 cores

CUDA Cap. 5.2
1240MHz
768 cores

6 SMs

Memory
1375 MHz
512-bit bus

16 GiB DDR5

1653 MHz
128-bit bus

2 GiB DDR5

Compute Units 240 6

Pref. wg size 128 32 (Warp)

Drivers
OpenCL 1.2

(Intel Runtime 14.2)
Proprietary

OpenCL 1.2
(CUDA 455)
Proprietary
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Desktop is a computer with an Intel Core i5-7500 Kaby Lake architecture processor, with
4 cores at 3400 MHz, one thread per core and three cache levels. Kaby Lake’s on-chip GPU
is an Intel HD Graphics 630, a mid-range (GT2) IGP integrated graphics processor, member
of the family of Gen 9.5 GT2 IGP, with 24 execution units running between 350 and 1100
MHz. It is configured to be run at 600 Mhz for stability purposes regarding experimentation.
An LLC cache of 6 MB is shared between CPU and GPU.
DevCloud is an Intel server node with an Intel Xeon E-2176G processor, with 12 logical

cores at 3700 MHz, two threads per physical core and three cache levels. Coffee Lake’s on-
chip GPU is an Intel UHD Graphics P630 with 24 execution units running up to 1200 MHz
and sharing a 12 MiB LLC cache with the CPU. This heterogeneous system is provided by
the Intel DevCloud services, with the machine fully reserved for the experimentations.

Table 1-1 details the heterogeneous systems, platforms and devices used. Considering the
properties, exposed in rows, each node contains a processor and one or two accelerators.

When a property differs between systems that a priori would not have to be different, it
is due to the needs of the devices and the compatibility between their drivers. For example,
each node has a Linux operating system, and it is impossible to change the versions, since
some device would not work. If a Linux kernel has been patched, it is due to the needs of the
driver itself, as it happens in the case of catalyst for Remo or the adaptation of the GPU to be
able to analyze the hardware counters in Desktop. Furthermore, when using open-source or
mixed drivers, it is because this combination offered the best performances (Remo CPU). It
usually means that the driver vendors have neglected them (Remo iGPU) or they are in a
release process still with proprietary dependencies (Desktop and DevCloud).

Considering OpenCL terms and concepts, two properties of interest are listed for each
device, the Compute Units and the preferred work-group size (Pref. wg size). The former
refers to the processing units that may be scheduling and executing in parallel, while the
latter refers to the number of work-items (kernel instantiations) that are recommended for
each of those processing units. Architectural and technological variation can be observed,
such as the evolution from GCN 2.0 to RDNA 1.0 (Remo GPU to Trainera GPU) and the
generalized versatility of CPUs and MICs, associating Compute Units to system threads and
work-items to sets of SIMD (128) vector operations.

1.7.2 Benchmarks

Throughout the document, up to 8 different benchmarks are used. In addition, there is a
real application, explained in Integration II 4.2, as it is only applicable to that extension and
integration aspect. The benchmarks are briefly described in the following lines.

◼ Gaussian creates an output image by calculating the gaussian blur of an input image,
as one of the most common filters and effects found in image and video processing
applications.
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◼ MatMul calculates the matrix multiplication using matricces with random values.
◼ Binomial, used in finance, is a binomial options pricing model (BOPM) which pro-

vides a generalizable numerical method for the valuation of financial options, using a
discrete-time model (lattice based).

◼ Taylor performs a bi-dimensional Taylor approximation for a set of points.
◼ NBody simulates physics experiments and predicts the individual motions of a group

of objects interacting with each other.
◼ Ray renders an image by modeling the light transport in a provided scene, composed

of objects, walls and lights. The ray tracing technique computes the color values of
each pixel of the image, used wildly in 3D rendering applications and games.

◼ RAP implements a Resource Allocation Problem, where the indirections cannot be
predicted since they are solved at runtime.

◼ Mandelbrot computes a particular instance of a fractal set, displaced over the center
of the produced image.

Since there is a strong validation work throughout the thesis, benchmarks with a remark-
able variety of characteristics have been chosen, as can be seen in Table 1-2. The objective is
to contrast the behavior in different types of situations that can be encountered when using
these technologies in real applications. The benchmarks have been selected on the basis of
three fundamental criteria.

Firstly, the major distinction is the use of two types of problems, regular and irregular,
as it is introduced previously. A regular problem is one in which two work packages of the
same size take similar time to compute for the same device. However, irregular kernels have
a more complex and unpredictable behavior, where it is very important to have dynamic

Table 1-2: Selected benchmarks and their variety of properties.

Property Gaussian MatMul Binomial Taylor NBody Ray Rap Mandelbrot

Local Work Size 128 1,64 255 64 64 128 128 256

# Read buffers 2 2 1 3 2 1 2 0

# Write buffers 1 1 1 2 2 1 1 1

# Kernel args 6 5 5 7 7 11 4 8

Out pattern 1:1 1:1 1:255 1:1 4:1 1:1 1:1 1:1

Local memory ! ! ! !

Barriers ! !

Built-in functions ! ! ! ! ! ! !

Extensions ! ! !

Custom types !

Main data types float
uchar4 float float4 double float

float4
int

float int uchar4
double

Classification regular regular regular regular regular irregular irregular irregular
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adaptive algorithms that distribute the workload during execution and adapt to the behavior
of the application, as it will be shown in later chapters.

Secondly, they provide enough variety in terms of development issues, regarding many pa-
rameter types, local and global memory usage, custom structs and types, number of buffers
and arguments, different local work sizes and compute-write patterns. The amount of prop-
erties, computing patterns and use cases are relevant because they provide enough diversity
to compare technologies and runtimes.

Thirdly, trends, both industrial and research, as well as implementations and compatibil-
ities with the technologies used. The selected benchmarks are provided by the accelerator
manufacturers and driver developers themselves, so they are optimized to be used in the
base technologies against which they are evaluated. In this way, the engines, techniques and
solutions provided in this document are using the optimization recommendations, guide-
lines and examples [164–171], offering a fair comparison.

It is important to note that there are two well differentiated technological aspects, the
one based on OpenCL and the one based on oneAPI. For this reason, some properties are
added, modified or discarded because they are not applicable. A notable case of this fact is
the use of specific “local work size”, something specific to OpenCL but not to oneAPI. This
property has been experimented with the CoexecutorRuntime engine, since it offers a way
to force a manual assignment of values in the kernel instantiation. No significant differences
in behavior were found for the problems and platforms studied, so it was decided to simplify
its use and perform an automatic adjustment.

Nevertheless, there are cases where a benchmark is not evaluated with a specific technol-
ogy, such as Binomial in oneAPI. This is due to the features of DPC++ compiler that are
under development and optimization. This work-in-progress implementations of the speci-
fication are not yet properly solved, penalizing the usage of typical OpenCL-like constructs,
such as parallel_for_work_group , sycl::group and parallel_for_work_item , used
in such benchmarks. Therefore, neither the raw oneAPI program nor the exploitation of
CoexecutorRuntime make sense until these issues are resolved in future compiler releases.

1.7.3 Metrics

The main metrics used and referred to throughout the dissertation are detailed here, focus-
ing on the two fundamental aspects, performance and energy consumption. On the other
hand, those chapters that evaluate other specific metrics are detailed in the corresponding
sections, as is the case with all the usability and programmability metrics to validate the
runtime of the Chapter 3.
Performance has been evaluated using the response time of the selected benchmarks.

Measurement includes the time required by the communication between the host and the
devices, comprising device initialization and management, input and output data transfers,
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as well as the execution time of the co-executed workload itself. The benchmarks are exe-
cuted in two scenarios, the heterogeneous system, taking advantage of all the respective de-
vices listed in Section 1.7.1, and the baseline, that only uses the fastest device of the system.
The baseline device is generally the GPU, but is specified in each experiment. It is cho-
sen to compare against the best possible case, either with OpenCL or oneAPI, performing
a full offload to the fastest device and avoiding any complexity derived from co-execution,
scheduling and its programmability.

Based on these response times, three metrics are analyzed. The first is the speedup (𝑆)
for each benchmark when comparing the baseline and the heterogeneous system response
times. Since the speedup is calculated with respect to the most powerful device, the maxi-
mum achievable speedup using 𝑛 devices will not be 𝑛, as it occurs in homogeneous systems.
Thus, the value will always be less than 𝑛, a fraction depending on the computational power
of each device in the system. Equation 1-1 shows the speedup, considering the response
time of the fastest device and the co-execution when using the devices in the heterogeneous
system.

𝑆 =
𝑇𝑓𝑎𝑠𝑡𝑒𝑠𝑡

𝑇𝑐𝑜−𝑒𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛
(1-1)

The speedup for each application using a perfectly balanced distribution has also been
used to give an idea of advantage of using the complete system. They were derived from the
response time 𝑇𝑖 of each device as shown in Equation 1-2.

𝑆𝑚𝑎𝑥 = 𝑇𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒
𝑛
�
𝑖=1

1
𝑇𝑖

(1-2)

The second metric is the heterogeneous efficiency [172–174], obtained by dividing the ob-
tained speedup by the speedup for the perfectly balanced distribution of the workload, as
shown in Equation 1-3. The obtained value ranges between 0 and 1, giving an idea of the us-
age of the heterogeneous system. Efficiencies close to 1 indicate the best usage of the system
is being made. The measured values do not reach this ideal because of the communication
overheads and host-device interactions.

𝐸𝑓𝑓 =
𝑆𝑟𝑒𝑎𝑙
𝑆𝑚𝑎𝑥

(1-3)

Finally, a third metric that relates to device behavior, utilization and effective performance
is considered. This metric is interesting as it helps to understand the behavior of the load
balancing algorithms and the usage of the devices during the final stages of execution [127].
The balancing efficiency, shown in Equation 1-4, measures the effectiveness of load balancing
regarding the workload distribution towards the end of the execution.

25



1 Introduction

𝐵𝐸𝑓𝑓 =
𝑇𝑓𝑖𝑟𝑠𝑡
𝑇𝑙𝑎𝑠𝑡

(1-4)

Being 𝑇𝑓𝑖𝑟𝑠𝑡 and 𝑇𝑙𝑎𝑠𝑡 the execution time of the device that finish at first and last, respec-
tively. Thus, the optimal is 1.0, meaning both devices finish simultaneously without imbal-
ancing the workload.

Regarding energy, the two cases seen in the performance metrics are also considered.
However, the baseline also considers the power consumption of the processor and the sys-
tem. This is because an accelerator generally cannot run by itself and depends on the CPU,
which acts as a manager. Apart from the total consumed energy, the Energy Delay Product
(EDP) [175, 176] is computed, shown in Equation 1-5, combining performance (𝑇, time)
and energy (𝐸, power consumption) to evaluate the efficiency of the system. The following
section details the tool developed to obtain the energy consumption.

𝐸𝐷𝑃 = 𝑇 ⋅ 𝐸 (1-5)

1.7.4 Tools

Working with heterogeneous systems and especially with technologies such as OpenCL or
oneAPI has made it necessary to perform a number of extra steps not required when using
other more common technologies or devices, such as OpenMP or processors [177]. The
summary table in Section 1.7.1 reflecting the heterogeneous nodes used in this document
already shows a clear variation of operating systems, kernel versions and drivers. This di-
versity and technological complexity require the need to inspect and validate executions on
different architectures, including the study of hardware counters to clarify the most complex
behaviors.

On the one hand, the systems have been adapted to be analyzed by profiling, API tracing
and debugging tools, such as AMD CodeXL [178] and Intel VTune [179]. The developed
runtimes have modules and components that facilitate the inspection and analysis of the
behaviors, as will be detailed in their respective sections. The need to create inspectors
associated with the runtime is due to the fact that existing tools offer very detailed solu-
tions, useful in the evaluation and profiling of specific problems and single executions, as
well as during the elaboration of the software architecture, its main design principles and
optimizations. However, they do not help to analyze the runtime system, its components
and management stages, involving multiple executions and considering common, statisti-
cally relevant phenomena. Existing tools cannot discriminate performance losses due to
runtime management and its multi-threaded architecture, highlight inefficiencies in load
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balancing or show overheads associated with specific device management drivers, among
others. Therefore, it has been necessary to use tools from the manufacturers during the
conceptualization, construction and evaluation processes, since they offer more detailed in-
formation on their architectures. The most popular tools for debugging and profiling in
OpenCL suffer from inadequate support from the manufacturers, both AMD CodeXL and
Intel VTune. This is mainly due to poor documentation and community support, config-
uration problems and discontinuation of the software, and even technological incompati-
bility and outdated dependencies. For this reason, to this day, it is still impossible to prop-
erly inspect co-execution behavior when involving a CPU (VTune) or both CPU and GPU
(CodeXL), either because the OpenCL support from Intel is focused only on its GPUs, or
AMD only on the most recent generations that are compatible with ROCm tools. There are
other generalist profiling projects and tools that have been gaining relative popularity during
the last years, such as Intercept Layer for OpenCL [180], PTI for GPU [181], CLTracer [182]
or LPGPU2 [183]. The main problem with all these tools, excluding their ongoing devel-
opment, is that they are generally supporting a single vendor or focused on the analysis of
a specific vendor or platform type. For instance, Low-Power Parallel Computing on GPUs
2 (LPGPU2), despite inheriting the CodeXL features, it is closely linked to the analysis of
embedded platforms. In short, all these proposals have drawbacks regarding the analysis of
co-execution, the scheduling system and evaluation considering statistical aspects. Never-
theless, they have been used during the implementation of the runtime systems, especially
CodeXL and VTune.

On the other hand, themeasurement of the power consumed by the system has required
the creation of a specific tool, called Sauna [156, 184], to obtain the power consumed by
each device. The main differences with respect to third-party and vendor tools, associated
with their drivers or devices, is that they provide a top-like operation, offering real-time
measurements of the entire device, not a specific process. They do not provide a configurable
periodic query, they hog system processor threads, and make it difficult to measure energy
simultaneously in the different devices of the node.

Its design is based on a very light software layer, in order to avoid overheads when per-
forming a periodic query. The idea is to monitor multiple devices at the same time, standard-
izing their measurements, since each manufacturer and device has peculiarities to which it
has to adapt. For example, Intel and AMD CPUs can be queried thanks to the Linux ker-
nel module that provides access to the Running Average Power Limit (RAPL) [185] registers,
which provide cumulative power readings. On the other hand, both the Intel Xeon Phi MIC
coprocessor and GPUs from Nvidia and AMD provide instant power measurements. The
many-core Xeon Phi offers a library and querying API using the mpss-micmgmt handler,
communicating with the coprocessor driver. AMD GPUs supported by the ROCm tools
rocm-smi allow querying of their associated devices, while the CUDA driver, together with
theNVIDIAManagement Library (NVML) [186], is used to obtain information about Nvidia
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GPUs in the system. In addition, it is enhanced providing support for any device that uses
the sysfs driver, through which the power values of generic devices attached to that Linux
interface can be obtained. In any case, Sauna normalizes the magnitudes and generates con-
sistent results throughout the execution. Finally, it is important to note that it allows to select
the sampling frequency, as each device and application has specific conditions. If high sam-
pling frequencies are used, delays and overheads may be incurred in the execution, while if
they are low, the capture of events and variations in consumption may be lost, generating
inaccurate results. In general, sampling frequencies range, depending on the experiment
and the heterogeneous node, between 50 and 150ms, always trying to balance the overhead
with the accuracy of the results.

1.8 Document structure

Once the Introduction is concluded, the dissertation is structured as follows:
Chapter 2 presents the fundamental concepts to understand the proposal of this thesis, in

addition to providing a review of related work. The background covers the most common
technologies and programming languages used, co-execution algorithms for load balancing
and an overview of runtimes and their principles.

Chapter 3 presents the EngineCL runtime, a fundamental part of the dissertation, and
built on top of the OpenCL technology. This runtime has a multi-purpose objective, com-
bining high usability with high performance. This chapter presents the design principles, the
abstractions built over OpenCL and the architectural system, detailing some of its modules
and components. Since it is an engine that has been devised to be extended as technologies
evolve, internal details regarding the scheduling stages are provided. Finally, an exhaustive
validation on multiple architectures is performed, both in maintainability and performance,
highlighting the ease of use and the negligible overheads with respect to OpenCL.

Chapter 4 shows how EngineCL is extended and integrated for two specific uses, so its po-
tential for adaptability, ease of use and efficiency can be appreciated. The chapter is divided
into two parts, starting with integration for time-constrained systems. EngineCL is opti-
mized to be used in more modest environments, typical of commodity computers, where
executions of short duration are performed. These applications are generally recommended
for CPUs, and not for models such as OpenCL that offload to accelerators. However, En-
gineCL is extended, improving efficiencies, after applying various algorithmic and runtime
strategies. On the other hand, the integration with hybrid technologies to exploit molecular
dynamics problems is presented. The problem arises from a collaboration in an interna-
tional research center, where the ease of porting parts of a molecular dynamics simulator
to OpenCL technology is evaluated. With the advantages of EngineCL related to the ex-
ploitation of heterogeneous systems, and knowing the drawbacks of OpenCL applied to this
simulator, the runtime is extended. The combination of programming models and a ver-
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satility in the way of executing these problems, preserving co-execution and high usability,
makes it possible to efficiently exploit the kernels of the simulator.

Chapter 5 proposes the CoexecutorRuntime runtime system to exploit co-execution using
the novel oneAPI technology. This chapter details the approach chosen for its conceptual-
ization, much more cohesive with the underlying technology itself. Focused on a high-level
programming model but with all the extensions provided by the oneAPI framework and its
modules. It is a runtime that has evolved as new versions of oneAPI have been released, a
technology in constant development. For this reason, this chapter presents a series of de-
sign decisions different from those seen in Chapter 3, facilitating its adaptability and tuning
to the oneAPI APIs and extensions. In addition, the potential of the dynamic mechanisms
that have been propitiated in the proposed runtime, previously non-existent, is highlighted.
Then, the runtime is validated in commodity and HPC architectures, exposing the benefits
that this approach provide.

Finally, the thesis ends with Chapter 6, where conclusions as well as future lines of work
are presented.
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The emergence of heterogeneous devices and specialized architectures has led to
the development of programming languages for the efficient use of these systems. The
variety of applications and characteristics of the accelerators, leads to the existence of
various applicable programming models. These models end up materializing, over the
years, de facto standards used by all types of manufacturers in heterogeneous comput-
ing. Since computing devices are used to squeeze out maximum efficiency, scheduling
and co-execution algorithms are designed to adapt to the problems and applications to
be solved, as well as to the performance properties of the devices. This complexity, to-
gether with the limitations and density of the programming required to efficiently use
these architectures, leads to the conceptualization and development of runtime sys-
tems to facilitate the work of programmers. This chapter presents the technologies,
programming models and algorithms used in the thesis, as well as exposing the work
related to the research carried out.
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2.1 Technologies & Programming languages

Solutions to make parallel programming simpler and more suitable for programmers are
often focused on exploiting the various existing programming models that abstract away
from the complexities of parallelism, concurrency and the underlying architectures. Imple-
mentations of such models often reach down to lower layers of utilization and optimization,
making it possible to manipulate different drawbacks that affect efficiency, as discussed in
Chapter 1.

This section provides an overview of parallel programming languages and frameworks for
heterogeneous systems, focusing on the two exploited throughout the dissertation, OpenCL
and oneAPI, explained in more detail.

2.1.1 Overview

There are many variations of languages, new proposals and even combinations of several
existing ones, making it difficult in many occasions to delimit which are the innovations they
introduce due to the real complexity of programming ecosystems. It is an incipient field that
is constantly nourished by ideas, but some programming models and implementations stand
out from the rest, either by versatility, performance or popularity in certain areas. Thus, the
most widely known technologies and languages for programming heterogeneous systems
are the following.
CUDA, Compute Unified Device Architecture1, is a proprietary general purpose com-

puting programming language for graphics cards (GPGPU), created by Nvidia for its de-
vices [24, 187, 188]. Being one of the first and intimately linked to the growth and potential
of the Nvidia GPUs, it is mature and well-supported, being popular worldwide. It offers
low-level and high-level APIs, and its runtime offers a software layer that allows the use
of a virtual set of GPU instructions, being generally exploited from C, C++, Fortran and
Python. This GPGPU approach was one of the first to dispense with shader and texture-
based graphics programming, which is low level and not very portable, facilitating the ex-
ploitation of scientific, engineering and industrial problems [189–197]. CUDA is so useful,
established and important in GPU processing that there are bindings from most general-
ist programming languages. The philosophy is similar to OpenCL, offering a host-device
model of kernel offloading, with comparable execution and memory management princi-
ples, albeit with different terms. Each thread executes the same kernel, but with different
data, so it is based on the SPMD model. The latest versions support unified memory mod-
els, shared memory, multi-GPU support, optimized memory transfer strategies, tensor cores
support, dynamic parallelism and half-precision floating-point operations. Moreover, they
have multiple optimized libraries for bitwise and linear algebra exploitation, graph analysis,

1https://developer.nvidia.com/cuda-zone
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FFT calculation, image processing or neural networks, among others. The major limitation
is its adherence to Nvidia technologies, being designed specifically for their GPUs, and not
any type of accelerator and manufacturer.
OpenMP, OpenMultiprocessing2, the API and runtime focused on shared memory ar-

chitectures and used for more than two decades, with great consolidation in all types of en-
vironments, especially HPC [198–200]. Originally focused on the fork-join model, which
manages the parallel execution of a set of threads within a process, sharing the address space.
It has directives, functions and environment variables, typical components of a language
based on pragmas. These components greatly facilitates programmability, easing its inte-
gration as part of other libraries, both native and as wrappers for other languages. Two of
its main advantages are ease of use and incremental parallelization and porting, incorpo-
rating parallel regions gradually, in addition to having support for sequential execution as
fallback compatibility feature. In this way, this framework for parallel programming is not
very intrusive, facilitating the exploitation of these techniques in an optional fashion, wher-
ever there are exploitable resources. As with all languages, new programming modes have
been incorporated over the years, including task-based parallelism, extension of synchro-
nization primitives, support for vector directives or atomic operations, among others. With
respect to heterogeneous computing, it is from OpenMP 4.0 and 4.5 versions onwards where
directives for the support of accelerators are offered [199]. The features offered focus on two
areas, program execution and data management, using constructs such as target , teams
and map , among others. It is gradually gaining more adoption, due to its simplicity and
worldwide use, but there is still work to be done in order to have an adequate support for
the existing heterogeneity [201–210].
OpenACC, Open Accelerators3, is another programming standard specifically focused

on heterogeneous computing, although originally centered on CPU-GPU systems [95, 211].
Like OpenMP, it is based on the annotation of C, C++ or Fortran code through the use
of compiler pragmas and directives, enabling the movement of memory and the launch of
computational code on devices. In fact, members of the OpenACC committee have acted
as members of the OpenMP standard group to join forces and create common specifica-
tions for accelerator support. In addition to having directives for data movement ( data ,
declare ) or region execution ( loop , kernels ), it has support for a runtime API, facili-
tating the extension of some functionalities without the need for pragmas. This standard
aims to facilitate the programmability of heterogeneous systems, with a philosophy similar
to OpenMP in terms of degree of abstraction and incremental acceleration [193, 201, 208,
212–215]. However, this abstraction limits the control of the programmer, although some
mechanisms are provided to orchestrate grouped and more complex operations ( workers ,
gangs , vectors ), with ideas close to the OpenCL standard. On the other hand, some of the

2https://www.openmp.org
3https://www.openacc.org
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complications of this standard are the difficulty of incorporating these specifications in im-
plementations, the limitation in the support of accelerator types and manufacturers, as well
as the experimental degree of some of its contributions in the most well-known compilers,
hindering its popularity and support .
HSA, Heterogeneous System Architecture4, is a cross-vendor initiative to enhance

portability by defining a set of specifications that facilitate data movement and execution
between CPUs and accelerators, such as FPGAs or GPUs [216, 217]. This hardware plat-
form and stack software focuses on enabling processors of different types to work coopera-
tively and efficiently through shared memory, although it was initially conceived for CPU-
GPU work. This proposal defines the management and dispatch protocol for kernels, so
that compilers can map constructs that describe parallelism and behavior. This abstraction
makes it possible for other languages to express themselves in these terms and then provide
abstraction over the kernel code itself. The code is compiled to an intermediate language as
a virtual ISA, called heterogeneous system architecture intermediate language (HSAIL), offer-
ing an abstraction on the types of manufacturers and devices, and allowing the subsequent
optimization and construction of the ISA for each of the devices finally used. One of the
disadvantages is the complexity of offering HSAIL transformations for other devices that do
not support instruction-based executions (GPUs), complicating the mapping to FPGAs and
DSPs [216, 218–222].
TBB, Threading Building Blocks5, now transformed to oneTBB after the importance

acquired by oneAPI, is a C++ template library developed by Intel to exploit parallel pro-
gramming on multi-core processors [223, 224]. It provides a runtime and API with a set
of primitives, operations, algorithm skeletons and data structures optimized for parallelism.
The programmer has to divide problems into tasks, being able to group them, establish de-
pendencies and schedule them for execution [225, 226]. TBB offers load balancing and
work stealing strategies, easing the life of the programmer while trying to take advantage of
all cores. Although it initially had bottlenecks and overheads due to dynamic capabilities, it
is a technology that continues to be used and optimized to this day. One of the advantages
of this template-based technology is the possibility of exploiting high-level strategies, such
as polymorphism, incurring in low overheads. Another is the cohesion with other Intel
technologies focused on other architectures, problem types and libraries, facilitating their
exploitation in a cooperative way, as is observed with oneAPI, oneMKL or oneDNN [23,
227–230]. However, although oneTBB is a proposal in a different direction and with a great
trajectory, it is focused on multi-core exploitation and is closely linked to the manufacturer,
limiting heterogeneous exploitation [231–234].
SYCL6 is a Khronos standard that offers a cross-platform abstraction layer that builds

4https://hsafoundation.com
5https://intel.com/oneTBB
6https://www.khronos.org/sycl/
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on the concepts, efficiency and portability provided by OpenCL for programming hetero-
geneous platforms [98]. Its philosophy is to use a single-source code to program the het-
erogeneous devices, directly using C++. Simplification and abstraction over heterogeneity
is achieved through the work of the compiler and runtime, although they depend on the
very specific implementations of the standard. In any case, they consolidate a task graph
as the fundamental piece to orchestrate devices and offload kernels. Originally conceived
as an abstraction on OpenCL, over the years it has been maturing and allowing the en-
capsulation of other technologies and systems such as Level Zero [235], vector comput-
ers [236] and Vulkan platforms [237]. Thanks to the efforts and proposals of the different
implementations, it has been possible to make a leap with the latest version of the SYCL
2020 standard, allowing to generalize the original backends model [90, 91]. In addition,
the latest changes have favored extensions to simplify its programmability, apply parallel
reductions, exploit pointers and shared memory, or improve interoperability between tech-
nologies, among others. SYCL has been gaining relevance over time, precisely because of
its proximity to C++, being used in most industrial and scientific applications [92, 238–
241]. For this reason, libraries and compilers have emerged around SYCL, both from indus-
try firms, such as ComputeCpp or oneAPI [237, 242, 243], and community and academia
proposals such as hipSYCL or triSYCL [91, 238]. In fact, this initiative is becoming so im-
portant that the second proposed runtime, presented in Chapter 5, is based on one of the
SYCL implementations.
C++ AMP, Accelerated Massive Parallelism7, is a programming language that extends

C++ and its runtime library to support GPUs [244]. Proposed by Microsoft and with an
original implementation based on DirectX 11, but with integrations in proposals from other
vendors, like a HSA implementation of AMD. It was initially focused on GPGPUs, offering
algorithms based on data parallelism and modifications to the C++ language to address the
limitations of such hardware architectures. It uses C++ lambda functions for kernel code
generation, transferring data implicitly through the use of array_view objects to represent
contiguous memory regions to be used during execution on GPUs. Efforts are focused on
providing the same code for CPU and GPU, checking the feasibility of kernel execution on
the accelerator, supported language features and providing fallbacks for the CPU [245–250].
OmpSs8 is a pragma-based model with design principles similar to OpenMP, but fo-

cused on task-based parallelism [150]. It facilitates the programming of heterogeneous ar-
chitectures using extensions and backends, supporting other programming languages such
as OpenCL or CUDA [251, 252]. The programmer must indicate the tasks and their in-
terrelationships, so that the runtime is able to orchestrate the kernels, their dependencies
and the compute nodes involved. The source code is compiled according to the processing
element of the underlying system, producing different object codes that are scheduled at

7https://docs.microsoft.com/en-us/cpp/parallel/amp/cpp-amp-overview
8https://pm.bsc.es/ompss
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runtime [252–256].
Just as Nvidia has always promoted CUDA, AMD has done the same with different initia-

tives, but always in a cross-cutting and continuous way, contributing with OpenCL support.
ROCm9,RadeonOpenCompute, is one of the latest initiatives as part of theirBoltzmann

Initiative and the open computing platform10. It has a modular design that allows any hard-
ware manufacturer to adapt its drivers to the ROCm stack, integrating programming lan-
guages such as OpenCL or HIP [257–260]. Moreover, the ROCm runtime is implemented
on top of a HSA-compliant language-independent runtime [261]. However, this platform
only supports some operating systems, some modern CPUs and a subset of AMD GPUs,
limiting its usefulness for now, although offering performance similar to Nvidia GPUs [262].
AMD worked on other initiatives over the years, being Compute Abstraction Layer (CAL)
and Accelerated Parallel Programming (AMD APP) among the most relevant [263–265].
Some of these frameworks and libraries provide lower level features, while others offer more
abstract interfaces close to C++, but always focused on exploiting the use of their GPUs. Nev-
ertheless, these efforts have offered and improved OpenCL backends to benefit from the
same drivers and optimization techniques.
HC C++, Heterogeneous Compute C++11, is an AMD initiative inspired by C++ AMP,

SYCL and C++17, with a proposed API for heterogeneous computing with C++ [266]. It
makes modifications to the C++ AMP language, providing access to lower-level constructs,
such as the synchronization primitives and custom memory transfers [267, 268]. Their goal
is to take advantage of cutting edge language features and computing characteristics of de-
vices while enabling increased productivity. However, while uses are still being found, such
is the movement between proposals that AMD has ended up favoring these efforts around
OpenCL and HIP. C++ Heterogeneous-Compute Interface for Portability12 (HIP) and
the HC language share the same compilation technology, so many features of the language
exploited in kernels are leveraged from HIP [269]. This proposal has two ways to compile
the code depending on the execution platform, exploiting both Nvidia CUDA and AMD
ROCm. The runtime API and language have been designed to be CUDA-compatible, en-
abling performance on par with that offered by the CUDA platforms while providing addi-
tional low-level features. CUDA is so widely used that this proposal is important to enhance
code portability, including conversions to OpenCL platforms not supported by CUDA or
ROCm [268, 270, 271].

These languages offer different drawbacks for heterogeneous computing and the objec-
tives of this thesis. On the one hand, all those based on pragmas and directives, such as
OpenMP, OpenACC or OmpSs, are relatively easy to port, generate an additional layer of
abstraction with respect to the code. Directive statements are generally simplified domain

9https://github.com/RadeonOpenCompute/ROCm
10https://gpuopen.com https://www.amd.com/en/graphics/servers-solutions-rocm-hpc
11https://github.com/RadeonOpenCompute/hcc/wiki
12https://github.com/ROCm-Developer-Tools/HIP
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specific languages (DSLs), transforming automatically the code to do complex behaviors with
just a few words in a single line. However, the main disadvantage is the limited flexibility,
making development, compilation and evaluation cycles more difficult. These DSLs are lan-
guage and version dependent and cannot offer all the versatility of the language in which
the rest of the code is expressed, so they are often constrained. Additionally, the program-
mer has no way to extend such syntax or provide variations on the structures or behaviors
provided. Hence, programmers that want to make derivations of features present in the stan-
dard, all the functionality should have implemented from scratch, in another technology or
in low-level primitives, if they are exposed at all.

On the other hand, many of these languages are tied to the vendors and the hardware they
manufacture, limiting code portability and real usability. The broader the scope, the more
abstraction is required, and in general the more difficult it is to achieve adequate perfor-
mance. However, in such cases, the proposals will be more useful and applicable to all types
of architectures and applications. When vendor-specific proposals gain interest in the com-
munity, attracting frameworks and other vendors, they end up being incorporated in other
technologies. For instance, this has happened with CUDA through HIP transformations as
well as interoperability backends with SYCL.

There are other languages and frameworks that focus on technologies limited to specific
operating systems (Android, Windows), software stacks (Renderscript, DirectX, JVM) or
even types of problems and their scope (image processing, multi-block structured grids,
sparse linear systems, deep learning) [272–278]. These are proposals of interest for these
limited environments, but not for generalist proposals of maximum applicability.

Finally, it is important to highlight that even proposals such as OpenMP, known world-
wide and supported by most compilers, require years and collaborative efforts by the com-
munity and manufacturers to support certain accelerators and the latest stardard features.
Therefore, to date, OpenCL is still the proposal that offers the greatest compatibility.

Nevertheless, there are many other languages, libraries, frameworks or specifications for
parallel programming in heterogeneous environments, or at least, gradually adapting to
them and incorporating support for different types of accelerators. However, the base tech-
nologies and programming models on which to build the proposals developed during this
thesis have been OpenCL and oneAPI.

2.1.2 OpenCL

Open Computing Language13 (OpenCL) is a parallel programming language and frame-
work for heterogeneous environments on cross-vendor and cross-platform hardware [94,
279]. Khronos Group defined the first specification of this standard in 2008, and since then,
the functionalities have been increased up to the recent OpenCL 3.0, which is slowly start-

13https://www.khronos.org/opencl/
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ing to be implemented. Recent contributions have included shared virtual memory, nested
parallelism, support for subgroups, extensions for embedded and support for asynchronous
DMA operations, increased debugging information, synchronization events or interoper-
ability with other languages such as Vulkan, among others.

The purpose of this open programming standard has been to model a framework that con-
centrates the features and needs of many types of manufacturers, devices and applications,
providing a language that is acceptable for a wide range of competing needs. Therefore, it
entails an effort to improve programmability and code portability between different hetero-
geneous systems. Roughly put, it consists of an extension to C/C++ that allows programmers
to shift parts of their code to the accelerators, introducing the Host-Device programming
model, already presented in previous Chapter. This API is sufficiently generic to be used in
a wide number of different architectures while being adaptable to each hardware platform,
achieving high performance. It is important to highlight that the fundamental feature of
OpenCL is its adaptability. Using the kernel language as well as the API, a program designed
for one device can run not only on different hardware but also on different types of devices,
as long as an OpenCL driver is provided. Therefore, it can run on a variety of performance
CPUs [94, 233, 280], GPUs [24, 281–283], MIC coprocessors [23, 128, 284], FPGAs [125,
285, 286], DSPs [58, 59, 287] and even accelerators [288].

OpenCL consists of platform, execution, programming, compilation and memory mod-
els, explained below.

2.1.2.1 Platformmodel

The OpenCL architecture consists of a CPU-based host that controls a set of Devices, often
denoted as Compute Devices, as it is depicted in Figure 2-1. Each of these devices is com-
posed of execution units called Compute Units and these, in turn, of Processing Elements,
which are in charge of executing OpenCL kernels. It is precisely the definition of these en-
tities that allows the abstraction provided on the different types of devices, since it is a deci-
sion made by the manufacturers and their drivers. For instance, Compute Units in Nvidia
are Stream Multiprocessors (SMs), Stream Cores or SIMD Engines for AMD GPUs and in
CPUs, they are generally associated to the logical cores of the system.

The platform model is key for the development of applications that have to be portable
between OpenCL-capable systems, even from the same manufacturer or device type. A plat-
form is often thought of as a common interface for a specific OpenCL runtime, implemented
through a driver. For example, in Section 1.7.1 of Chapter 1, the table of heterogeneous sys-
tems shows devices such as Remo that even having AMD CPUs and GPUs, presents two
different platforms because they contain different drivers. This also applies to Desktop and
even in Batel, where the CPU and Xeon Phi share the OpenCL version and its driver, but not
the platforms due to different implementations regarding the hardware interaction. How-
ever, throughout this dissertation there are cases where the same platform encompasses two
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Figure 2-1: Platformmodel of OpenCL showing a system with two compute devices.

different devices, favoring the sharing of some OpenCL primitives per manufacturer.
This design allows manufacturers to translate this architectural abstraction to physical

hardware, fostering one of the fundamental aspects of this model, where each compute unit
is functionally independent.

2.1.2.2 Executionmodel

A context is an abstraction on which the operations associated with the devices, both mem-
ory management and execution, are coordinated. It manages all the interaction mechanisms
between host and device, the control of memory objects, programs and kernels to be exe-
cuted on each device. A context can contain different devices and resources that can operate
between them, facilitating data sharing.

A command-queue is a communication mechanism between each device and the host,
generally launching operation requests to a specific device through its respective queue. This
is a requirement, as each request to the queue is implicitly assigned to the device with which
it operates. There are both in-order and out-of-order queues, fetching operation commands
in the order received, or depending on the driver and being rearranged at runtime. However,
in-order queues are the most commonly used, since out-of-order queues are a mechanism
that depends on more interaction from the programmer in terms of OpenCL mechanisms
and primitives (event handling and chaining), as well as requiring support by the OpenCL
implementations involved. Other common operations requested on command queues are
synchronization commands (barriers), event commands and memory transfers.

Generally, events are objects used to specify dependencies between commands or to per-
form queries on OpenCL operations, although custom events can also be created. Asyn-
chronous OpenCL API operations provide support for events that can be used to estab-
lish dependencies for future events, as well as to query driver information or wait for state
changes.

These primitives and objects are depicted in Figure 2-2. It shows an OpenCL runtime
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Figure 2-2: Execution model showcasing an OpenCL context managing two compute devices (CPU and
GPU) and a set of OpenCL primitives to interact with.

with a context in which two compute devices are managed, sending requests to the CPU
and GPU through the command queues (host and device-side). Additionally, other OpenCL
primitives are allocated and used as part of the context, such as events, kernels, as well as
memory and program objects.

2.1.2.3 Programmingmodel

Code using the OpenCL runtime API executes on the CPU, just as in a classical sequential
programming model. However, device code requires more stages to be executed, mainly due
to the abstraction offered by this programming model. The code executed on the devices is
encapsulated in data-parallel, C-like functions, which are known as kernels. Although most
kernels are expressed in a subset of C99, it has language extensions, both vendor-specific or
language defined, built-in functions and even the possibility of being expressed in C++ with
recent versions [94, 289] and proposals [290].

When a kernel is offloaded to a device, OpenCL launches multiple instances of the ker-
nel, each with a different portion of the data, under the Single Instruction Multiple Thread
(SIMT) paradigm. Each instance is called a work-item, being the unit of concurrent execu-
tion in OpenCL C. The programmer can decide how many items are launched by setting a
parameter called global work size. Work-items are launched in teams so they can cooper-
ate and synchronize with each other. OpenCL ensures that the work-items of each team, or
work-group, are launched simultaneously in the same compute unit. However, work-groups
are run concurrently in the compute units, as a device may not have enough resources to
execute them all at once. Work-group size can be defined through the local work size pa-
rameter.

The hierarchical concurrency model implemented by OpenCL ensures scalability in exe-
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cution, allowing a very large number of work-items to be launched. The programmer must
set the number by specifying an n-dimensional range (NDRange), although there are mech-
anisms for launching coarse-grained parallelism (task). The dimensional space of the work-
items is mapped to the input and output buffers, depending on the dimensions used, and up
to NDRange with a 3-dimensional index space can be used.

A fundamental aspect of operations within a work-group is that internally launched work-
items can be synchronized (barriers) and have access to the shared memory address space.
Since work-group sizes are fixed per dispatch, communication costs do not rise as for larger
dispatches, which is essential to maintain scalability. The actual mapping of work-groups
to hardware components is both architecture and OpenCL implementation dependent. On
the other side, the synchronization between work-items belonging to different work-groups
is undefined. OpenCL devices provide intrinsic functions that allow identifying execution
space elements, such as work items, work groups and other concepts, such as relative indices
and sizes of the n-dimensional execution space.

The goal is to represent it in a fine-grained parallelism. In this way, the OpenCL inter-
face and the low-level language of the kernels allows a mapping to a diverse set of devices.
Conceptually, it is very similar to the parallelism inherent in OpenMP data-parallel loops or
functional language map operations.

2.1.2.4 Compilationmodel

An OpenCL program is a set of OpenCL C kernels, functions and data. OpenCL source code
is compiled using runtime APIs, making it possible to create data structures and primitives
defined by OpenCL. Later, these kernels are assigned with execution arguments and sub-
sequently can be launched for execution through the command queues. This compilation
procedure, although cumbersome, provides the opportunity to optimize OpenCL kernels
for the devices to be exploited, which may be previously unknown. This facet is impor-
tant because it guarantees code portability, since the complete program is compiled in two
stages. On the one hand, the main program using the OpenCL API. On the other hand,
the JIT-compiled kernel code by the OpenCL drivers and the installable client driver (ICD)
loader.

In this manner, independence is provided with the types of devices and manufacturers
involved in the target system, delegating the optimizations and heterogeneous exploitation
through dynamic mechanisms. One of the advantages of this process is that the construction
process can generate both the final binary and intermediate representations, being able to
serialize them as binary objects. In this way, the programmer can also store the compiled
binaries and reuse them in subsequent executions, as a kernel compilation at compile time,
reducing the runtime overhead.
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2.1.2.5 Memorymodel

The memory spaces of hardware devices in a heterogeneous system have generally been
separated from the host, and although there are cases of shared memory and techniques
to take advantage of these systems, it is not common. For this reason, OpenCL establishes
an abstraction on the memory model, considering separate memory spaces and delegating
to drivers and future extensions the possibilities of exploiting other situations.

OpenCL distinguish two main types of memory, host and device. The first one involves
the available memory for the program, its data structures, OpenCL runtime and primitives.
And on the other side, in a separated address space, the memory allocated in the devices
accessed by the running kernels. Data is moved between the host and the devices using
functions defined by the API, ensuring sufficient memory at both ends. Due to the differ-
entiated memory address space, kernel launches must be preceded by an input data copy
phase, from the main memory to the device memory, and followed by another in the oppo-
site direction for the results. For these operations OpenCL uses the concept of buffers, which
are a host representation of the memory of the devices in a context, being an address that
is valid in the memory of the device. There are functions to create and manage buffers on
devices, enqueing read or write operations on the associated command queues. Moreover,
data transfers can also be blocking or non-blocking, controlling whether the host has to wait
for the transfers to complete or can continue executing. However, these copy phases must be
explicitly instructed by the programmer, which constitutes a tedious and error-prone task.

OpenCL divides device memory into four regions, global, constant, local and private, be-
ing associated within a kernel by keywords and identifying the location of variables or argu-
ments. Since the memory regions are logically disjoint, by definition of the memory model,
the kernel programmer is in charge of allocations and transfers. An example of these re-
gions and their mapping to two GPU architectures is depicted in Figure 2-3. It depicts the
mappings for the AMDRX5700XT RDNA and AMDA10-7850K APUGCN devices, used in
the Trainera and Remo heterogeneous systems presented in Section 1.7.1. Global memory
is visible to all work-items instantiating the kernel, and any memory transferred between
the host and the device first passes through global memory. Constant memory is read-only
data that is modeled within global memory, but is specifically designed for data that has to
be accessed simultaneously by all work-items. Global and constant memory are mapped to
GPU video memory in the GCN architecture. Local memory restricts its use to work-items
in a work-group, and is generally mapped to on-chip memory, providing shorter latencies
and higher bandwidths. This is commonly used as a scratchpad for fast collaboration and
data sharing. It is placed in the local data share region, as part of every vector processor
of the GPU architecture shown. Finally, private memory is that which is reserved by each
work-item, being mainly local variables and arguments of primitive types (nonpointer ar-
guments). Considering each vector processor of the GCN architecture, local memory is
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Figure 2-3: Memorymodelmapping of OpenCL regions to AMDGPU regions (RDNA&GCN architectures).

mapped to the local data share region, while private memory uses the register file. However,
constant variables of the private memory may be stored in the global video memory.

This abstraction over the memory model provides flexibility, since the mapping of mem-
ory spaces to actual hardware is implementation dependent.

2.1.3 Intel oneAPI

Intel oneAPI14 is based on the SYCL specification, although it provides its own extensions to
accelerate the computation and facilitate the development [98]. The programming language
is called Data Parallel C++ (DPC++), making a leap in abstraction and promoting inter-
operability with host code, compared to the OpenCL language. DPC++ is a community-
driven, standards-based language built on ISO C++ and Khronos SYCL, allowing develop-
ers to reuse code across hardware targets. DPC++ allows the host and the device code as
part of the same compilation unit, feature called single source property, that allows poten-
tial optimizations across the boundary between both codes. Due to this property, DPC++
establishes three types of scope to distinguish between host (application), host-device in-
terface (command group) and device (kernel). OneAPI comprises four models based on
SYCL, each of which is part of the operations that a developer has to perform when using
oneAPI. Since SYCL was originally designed as an abstraction over OpenCL, it inherits most
of the concepts and abstractions highly detailed in the previous, Section 2.1.2. Hence, the
key points applicable in oneAPI with respect to the existing models are exposed below.

14https://intel.com/oneAPI https://www.oneapi.io/
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2.1.3.1 Platformmodel

Define a host that manages one or more devices and coordinates the application and com-
mand group scopes. A device can be an accelerator or the CPU itself, each of which contains
a set of Compute Units. In the same manner, each of these provides one or more Process-
ing Elements. The complete system could have multiple platforms, since the composition of
drivers in execution platforms is determined by the drivers and their implementation.

2.1.3.2 Executionmodel

It defines and specifies how kernels execute on the devices and interact with the host. It is
subdivided in host and device execution models. The data management and execution be-
tween host and devices are coordinated by the host execution model via command groups.
These are groupings of commands like kernel invocation and memory access (accessor, to
be detailed later), which are submitted to queues for execution. The device execution model
specifies how computation is accomplished on the accelerator, specifying range data sets.
These are allocated across a hierarchy of ND-ranges, work-groups, sub-groups, and work-
items, easing the programming patterns and their composition. This facilitates the memory
and compute operation relationships, giving the programmer flexibility to express the algo-
rithms.

A fundamental concept in the SYCL execution model is the Directed Acyclic Graph
(DAG). Each node contains an action to be performed on a device, such as kernel invo-
cation or data movements. The SYCL runtime controls, asynchronously, the resolution of
dependencies and triggering of node executions. Thus, it tracks and orchestrates actions
and their dependencies to perform in the devices, safely executing each operation when the
requirements are met. On the other side, if the handler is not used, the code executes syn-
chronously by the CPU as part of the host program, bypassing the DAG.

2.1.3.3 Memorymodel

It coordinates the allocation and management of memory between the host and devices, and
how they interact. Memory resides upon and is owned by either the host or the device and
is specified by declaring a memory object. Accessors define the interaction of these memory
objects between host and device, communicating the desired location and access mode.

An extension to the standard SYCL memory model is Unified Shared Memory (USM),
which enables the sharing of memory between the host and devices without explicit acces-
sors. It manages access and enforces dependencies with explicit functions to wait on events
or by signaling a dependency relationship between events. Another important feature of
USM is that it provides a C++ pointer-based alternative to the buffer programming model
(SYCL Buffers), which increases the abstraction by leaving the migration of memory to the
underlying runtime and device drivers. On the other side, since it does not rely on accessors,
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dependencies between command group operations must be specified using events to help
the compiler determine the data dependencies and patterns.

2.1.3.4 Kernel programmingmodel

The kernel is the computing function instantiated to be executed by every processing ele-
ment of the accelerator. It allows the programmer to determine what code executes on the
host and device, giving an explicit computing function via lambda expression, functor or
kernel class. Therefore, the separation of host and device codes is straightforward, without
language extensions. Device code can specify the parallelism mechanism with a coarse-
grained task, data-parallel work or data-parallel construct taking into consideration the hi-
erarchical range of the execution model. It supports the single source property, meaning the
host code and device code can be in the same source file. Therefore, it improves usability,
safety between host and device boundaries (matching kernel arguments) and optimization
strategies due to better understanding of the execution context (aliasing inference and prop-
agating constants). Finally, DPC++ kernels execute asynchronously via forced allocations of
kernel class instances, implicit waits of C++ destructors or explicit queue waits.

2.2 Load Balancing Algorithms

A fundamental consideration for successful co-execution is an effective workload distribu-
tion between the host and the devices. Therefore, the load balancing algorithms used in the
experiments along this dissertation are briefly described.

It is necessary to have a sufficient variety of algorithms, since there is generally no schedul-
ing strategy for data parallelism that is always the best for all types of situations. Moreover,
it is important to contrast the behavior of the different proposals, runtimes and technologies
to know their differences and implications for their utilization and exploitation. Algorithms
can be divided into static or dynamic. Static algorithms are usually simpler and easier to
implement, generally achieving low overhead and synchronization since the partitioning
decisions are made in advance [156]. However, they are less adaptable to the type of work-
load, so they tend to suffer with irregular problems. On the other hand, dynamic algorithms
have more synchronization issues because they distribute the workload on demand, adapt-
ing themselves at runtime [82, 126, 291]. Three load balancing algorithms are chosen, one
static and two dynamic. These offer enough diversity to study the behavior of the problems,
runtimes and the heterogeneity of the system. To facilitate understanding the behavior of
the algorithms detailed below, Figure 2-4 depicts a comparison among the three load bal-
ancing algorithms in real executions. The Y axis shows every algorithm and the package
distribution per device, using the host device (CPU) and an accelerator (ACC), while the
X axis reflects the execution time per benchmark (Ray and NBody). Every rectangle is a
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Figure 2-4: Package distribution in real executions for irregular and regular problems using the Static,
Dynamic and HGuided load balancing algorithms.

work package launched to a specific device. As can be seen, every algorithm balances per-
fectly the load. For the sake of completeness, this chart represents an ideal situation in which
all the algorithms have achieved a perfect balance efficiency, simultaneously finishing both
devices. Additionally, the packages data transfer, both writing and reading, are almost neg-
ligible compared with the packages execution and device idle times. This is a real behavior
found, but it can vary drastically due to the complexity of the heterogeneous systems, archi-
tectures and technologies involved, as will be seen throughout the experimentations of the
dissertation.

2.2.1 Static algorithm

This algorithm works before the kernel is executed by dividing the data-set in as many pack-
ages as devices are in the system. To take heterogeneity into account, the division relies on
knowing the computing power of the devices in advance. Then the execution time of each
device can be equalized by proportionally dividing the data-set among the devices.

Considering a heterogeneous system with 𝑛 devices. Each device 𝑖 has computational
power 𝑃𝑖, which is defined as the amount of work that a device can complete per time unit,
including the communication overhead. These powers are parameters that must be given to
the algorithm and can be extracted by profiling. Then, the total computational power of the
heterogeneous system is the sum of the individual powers of the devices 𝑃𝐻 = ∑

𝑛
𝑖=1 𝑃𝑖.

The application will execute a kernel over 𝑊 work-items, grouped in 𝐺 work-groups of
fixed size 𝐿𝑠 =

𝑊
𝐺 . Since the work-groups cannot communicate among themselves, it makes

sense to distribute the workload taking the work-group as the atomic unit. Each device will
have an execution time of 𝑇𝑖. Then the execution time of the heterogeneous system will be
that of the last device to finish its work, or 𝑇𝐻 = 𝑚𝑎𝑥𝑛𝑖=1𝑇𝑖.

The goal of the Static algorithm is to determine the number of work-groups to assign each
device, so that all the devices finish their work at the same time. This means finding a tuple
{𝛼1, ...𝛼𝑛}, where 𝛼𝑖 is the number of work-groups assigned to the device 𝑖. Therefore, the
expression used by the algorithm is:
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𝛼𝑖 = �
𝑃𝑖𝐺
∑𝑛
𝑗=1 𝑃𝑗

� (2-1)

If there is not an exact solution with integers then∑𝑛
𝑖=1 𝛼𝑖 < 𝐺. In this case, the remaining

work-groups are assigned to the most powerful devices.
The beauty of the Static algorithm is that it minimizes the number of synchronization

points. This makes it perform well when facing regular loads with known computing powers
that are stable throughout the data-set. However, it is not adaptable, so its performance
might not be as good with irregular loads.

2.2.2 Dynamic algorithm

Some applications do not present a constant load during their executions. To adapt to their
irregularities, the Dynamic algorithm divides the data-set (work-groups of OpenCL) in small
packages of equal size. The number of packages is well above the number of devices in the
heterogeneous system. During the execution of the kernel, a master thread in the host is in
charge of assigning packages to the different devices, including the CPU, following the steps
shown below:

Input: 𝐺 number of work-groups,
𝑁 devices,
𝑝𝑎𝑐𝑘𝑎𝑔𝑒_𝑠𝑖𝑧𝑒 package size multiple of work-group size

𝐺𝑟 ← 𝐺 (Number of remaining work-groups)
𝐶𝑟 ← 0 (Number of work-groups computing)
for 𝑗 ← 1 to 𝑁 do

𝑐𝑖 ← 𝑚𝑖𝑛(𝑝𝑎𝑐𝑘𝑎𝑔𝑒_𝑠𝑖𝑧𝑒, 𝐺𝑟)
if 𝑐𝑖 > 0 then

Schedule 𝑐𝑖 work-groups on device 𝑑𝑖
𝐺𝑟 ← 𝐺𝑟 − 𝑐𝑖
𝐶𝑟 ← 𝐶𝑟 + 𝑐𝑖

while 𝐶𝑟 > 0 do
(𝑑𝑖, 𝑐𝑖, 𝑟𝑖) ← Wait for any device
Merge partial results 𝑟𝑖 in host memory
𝐶𝑟 ← 𝐶𝑟 − 𝑐𝑖
if 𝐺𝑟 > 0 then

𝑐𝑖 ← 𝑚𝑖𝑛(𝑝𝑎𝑐𝑘𝑎𝑔𝑒_𝑠𝑖𝑧𝑒, 𝐺𝑟)
Schedule 𝑐𝑖 work-groups on device 𝑑𝑖
𝐺𝑟 ← 𝐺𝑟 − 𝑐𝑖
𝐶𝑟 ← 𝐶𝑟 + 𝑐𝑖

The master splits the𝐺work-groups in packages, each with the package size 𝑝𝑎𝑐𝑘𝑎𝑔𝑒_𝑠𝑖𝑧𝑒
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specified by the programmer. This number must be a multiple of the work-group size. If the
number of work-items is not divisible by the package size, the last package will be smaller. In
an initial stage, the master launches one package 𝑐𝑖 on each device, including the host itself
if it is desired. Then, it waits for the completion of a package given to any device until there
are no more pending work-groups computing. When device 𝑑𝑖 completes the execution of
a package:

1. The device returns the partial results corresponding to the processed package.
2. The master stores the partial results in host memory, merging them with previous

ones.
3. If there are remaining packages, a new package 𝑐𝑖 is launched on device 𝑑𝑖.

This algorithm adapts to the irregular behaviour of some applications. However, each
completed package represents a synchronization point between the device and the host,
where data is exchanged and a new package is launched. This overhead has a noticeable
impact on performance. The Dynamic algorithm takes the size of the packages as a param-
eter. The time to process a package of equal size is the same in regular applications, while it
is not in irregular ones, like it is depicted in Dynamic in the Figure 2-4.

2.2.3 HGuided algorithm

The previous strategies have their strong points and their weak spots. Although neither is the
best for every application, both give hints toward an optimal data-division algorithm. The
Heterogeneous Guided algorithm (HGuided) is an attempt to reduce the synchronization
points of the Dynamic while retaining most of its adaptiveness.

The same algorithm used in the Dynamic approach is applicable to the HGuided, except
for how the data-set is divided. The HGuided algorithm makes larger packages at the begin-
ning and reduces the size of the subsequent ones as the execution progresses. This reduces
the number of synchronization points and the corresponding overhead, while retaining a
small package granularity towards the end of the execution to allow all devices to finish si-
multaneously, as can be seen in HGuided in the Figure 2-4.

Since it is an algorithm for heterogeneous systems the size of the packages is also depen-
dent on the computing power of the devices. The size of the package for device 𝑖 is calculated
as follows:

𝑝𝑎𝑐𝑘𝑎𝑔𝑒_𝑠𝑖𝑧𝑒𝑖 = 𝑚𝑎𝑥��
𝐺𝑟 𝑃𝑖

𝑘 ∑𝑛
𝑗=1 𝑃𝑗

� , 𝑚𝑖𝑛_𝑝𝑎𝑐𝑘𝑎𝑔𝑒_𝑠𝑖𝑧𝑒� (2-2)

where 𝑘 is an arbitrary constant, and the smaller the constant, the slower decreases the
package size. Setting this constant appropriately prevents too large package sizes when there
are only a few devices, with cases such as giving half the workload in the first package to a
device, unbalancing the load. Generally, a value of 𝑘 between 2 and 3 provides the best
results. 𝐺𝑟 is the number of pending work-groups and is updated with every package launch.

51



2 Background & RelatedWork

𝑃𝑖 is the computational power of the device 𝑖, while 𝑃𝑖 and 𝑃𝑗 obtains the computational
power ratio compared with the 𝑛 devices of used in the computation. Finally, HGuided uses
the computing powers of the devices and the minimum package size as its input parameters,
being the minimum package size a lower bound for the 𝑝𝑎𝑐𝑘𝑎𝑔𝑒_𝑠𝑖𝑧𝑒𝑖. Furthermore, this
algorithm is slightly improved for a specific scenario by performing parameter tuning during
the Integration I of Chapter 4.

2.3 RelatedWork

The rise of heterogeneous computing and the proliferation of a rich variety of architectures
have led to research and propose a huge number of programming languages, frameworks
and libraries to exploit these heterogeneous systems comfortably and efficiently. Such is the
complexity and variety that in-depth studies are periodically carried out to provide the state
of the art and help other researchers and developers, both from industry and academia, to
understand the implications of the different existing technologies [261, 265, 278, 292–295].
In addition to establishing an overview of the hardware and software tradeoffs in heteroge-
neous computing and the importance in the present and future [86, 217], specific visions
related to development patterns in parallel programming [296], by device [297], by pro-
gramming paradigm [298] or by execution environment [299], among others, have been
discussed.

This multi-objective problem, both due of the implications in maintainability and pro-
grammability, generally opposed to a low level of detail and accessible optimization, together
with the possibilities of extension and compatibility, determine the portability of perfor-
mance and effective exploitation of heterogeneous systems. Moreover, on many occasions,
as a result of the work on facilitating programmability, mechanisms are provided that de-
termine the way of interacting with the devices, or algorithmic proposals are made directly
to facilitate load distribution, with even greater implications on the performance obtained.
For this reason, three large blocks of work are distinguished: programming models and lan-
guages as integral solutions, frameworks and proposals to improve abstraction, and those
related to load balancing and scheduling optimization.

2.3.1 Programmingmodels

The innovation in parallel programming models and languages for heterogeneous systems
offers an ambitious approach, generating an integral solution from which implementations,
derived technologies and runtime libraries emerge. The languages and solutions listed here
fall into the category of high-level languages, as they offer a higher level of abstraction, gen-
erating an intermediate layer to facilitate programmability. Low-level languages, sometimes
referred to as native languages, have been described in the Section 1.2 for their relevance
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in programming heterogeneous devices, and have generally served as the basis for building
abstraction proposals.

High-level programming models can be categorized under different application scopes.
On the one hand, those based on specific languages, intimately associated with their syntax
and expressiveness, as in the case of C++ [300–305], due to its strong popularity in industrial
projects. These proposals respect the modern development philosophy and incorporate the
features of the latest standards, sometimes unifying host and device code, offering type infer-
ence and favoring the use of templates, among others. This language-speficic approach also
arises with other languages, such as Rust [306], Java [307, 308], Julia [309], Javascript [310],
or Python [311], although some are often associated with specific frameworks and acceler-
ation uses, such as Tensorflow or PyTorch [312, 313]. The advantages of this variant are the
enhancement of code reusability and maintainability, as well as a level of abstraction and per-
formance similar to that provided by the level given by the language itself, being something
beneficial in the first listings.

Since C++ has so much relevance, in many instances it is possible to differentiate its
exploratory aspects based on the Standard Template Library (STL), such as one of the
best known and previously presented, TBB. There are generic runtimes based on asyn-
chronous mechanisms for task execution to different backends [314, 315], using only spe-
cific GPUs [316], facilitating programmability based on common patterns [317], but also
including the managing of concurrent data structures [318].

There are also proposals focused on programming models based on skeletons, often re-
ferred to as algorithmic skeletons since they are high-order functions that implement com-
mon computational patterns, such as map, reduce or scan. These languages provide their
own predefined data structures and operations, determining dependencies and performing
code transformations to different backends [319, 320] or to a particular technology [321–
323]. However, this approach suffers complications when porting existing code or express-
ing certain non-trivial programming patterns with the provided skeletons.

Finally, there are other models with less common work lines, such as directive-based and
domain-specific programming models. In addition to the most well-known standards and
models previously explained, there are academic works that offer code constructs and anno-
tations, delegating to compilers and runtime systems the work of offloading, optimization
and parallelization [324–327]. These works improve productivity and enable incremental
porting, but there are often difficulties when integrating and adapting certain parallel pat-
terns. Considering specific environments and applications, there are several works that fa-
cilitate heterogeneous programming using domain-specific languages, from the application
of multi-block grids to solve sparse linear systems [328, 329], to facilitating parallel im-
age processing [330], to defining high-level parallel languages for graph analysis and task
scheduling [331, 332]. There are also instances where interoperability efforts are made be-
tween technologies and languages, such as the possibility of exploiting mobile devices and
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their low-level languages for GPU acceleration [333] or the possibility of describing high-
level structures centered on the object-oriented paradigm, but with layers of translation,
finally mapping to OpenCL and CUDA code [334, 335].

2.3.2 Abstraction

Abstracting the heterogeneous system and the underlying hardware architectures is a task
addressed from different perspectives, but generally focused on providing a runtime or
framework that facilitates programmability. Most proposals are centered on providing run-
times that exploit specific technologies [336–341], although there are also solutions that
choose to combine them [123, 124, 339, 342–350]. There are works that focus on kernel
modifications and source-to-source transformations, detecting memory access patterns and
extending the code to support more devices [123, 124, 320, 336, 342, 348, 351, 352].

Most proposals address solutions that orchestrate the system by facilitating the exploita-
tion of task parallelism [323, 353], through the use of heuristics and reuse of historical
information [339, 343, 354], through prediction models [129, 337] or replacement tech-
niques [346, 347]. On the other hand, work focused on co-execution techniques on im-
proving programmability by identifying computational patterns and distributing the work-
load [123, 124, 351, 352], as well as facilitating the merge of results from different de-
vices [342].

As detailed in the programming models approach, there are many projects aiming at
high-level parallel programming in C++, although two major blocks can be distinguished
to provide abstraction to the heterogeneous system and facilitate programmability. There
are those that offer an STL-like API [314, 355–357], sometimes being applied as backends
of other technologies [315, 358, 359], increasing the efficiency for modern runtimes. And on
the other side, common approaches to provide abstraction are the pattern-based proposals
and algorithmic skeletons [319–321, 323, 353, 360, 361]. However, there are also lower level
proposals with simpler toolchains, which make efforts to abstract the system using only the
C language [291, 362, 363].

2.3.3 Load balancing

One of the fundamental aspects to improve the efficiency in the exploitation of the hetero-
geneous system is the scheduling and load distribution mechanisms among the available
resources. There are authors who have proposed techniques to address both objectives of
energy consumption and performance, based on monitoring their devices and tasks and
doing frequency throttling [364, 365] and task-based scheduling based on energy efficiency
tracking [345], but most proposals are focused on performance improvement. Several works
are based on leveraging the task-based paradigm, where devices use coarse-grained kernels,
with the runtime acting as an orchestrator, often taking into account execution history to de-
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cide future assignments. Some are centered on performing profiling of devices, kernels and
data transfers [339, 366, 367], others by using regression models [337], classification [368],
machine learning [369, 370] and greedy algorithms [343]. Under this prism there are works
that focus on performing concurrent secondary kernel enqueueing to devices, if previous
kernels do not perform well and achieve full occupation of the available resources [348, 349,
371, 372], as well as applying work-stealing techniques [346, 347].

However, co-execution involves another set of challenges, usually associated with the
efficient partitioning of data among hardware resources, often performed with static ap-
proaches [122–124, 351, 352, 373, 374]. The main problem, as stated in Section 1.3 of
Chapter 1, is that these strategies lack the adaptativeness to efficiently exploit all kinds of
heterogeneous problems and systems. Although there is work focused on prior training
and performance modeling [375–377], they continue to suffer penalties in the face of new
irregular problems.

There are works that propose dynamically modifying the assigned workload, either by
performing throughput measurement strategies of the packages sent to a device [342, 378],
using heuristic algorithms [379], or by studying the behavior in the first packages to deter-
mine the rest of the problem [155, 157]. Some work focuses on defining a weight-based
scheduling [155, 157], relying on studies that determine the behavior of GPUs for mainly
regular problems [158], which indicates that the throughput follows a logarithmic curve
with respect to the package size. However, there are also proposals that adapt this study to
deal with irregularity by creating a model that predicts the throughput of future packages
based on the logarithmic approximation of the throughput of previous packages [159]. Fi-
nally, recent works propose an adaptive effortless load balancing algorithm, by measuring
the performance of the devices and tunning internal parameters, following a logistic func-
tion to set package sizes at runtime [127].
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This chapter proposes EngineCL as a runtime to satisfy the main problems of het-
erogeneous computing while serving as a tool to exploit new scheduling proposals. It
is a comprehensive solution with a modular architecture focused on programming ef-
ficiently heterogeneous devices. It is originally built as an abstraction over OpenCL,
managing by itself all the operations necessary to make use of the existing devices in
the system, without a programmer having to use the low level framework. The runtime
has been built with two principles in mind: usability and performance. Its purpose is
to overcome these conflicting objectives, offering high maintainability while exploiting
the heterogeneous system in the best possible way.

The proposal is validated exhaustively in terms of usability, performance and energy
efficiency. Regarding usability, a wide variety of well-known and widely used Software
Engineering metrics have been analyzed. Hence, the maintainability offered by the En-
gineCL API has been contrasted with respect to OpenCL. The performance has been
validated on two different nodes, an HPC system and a commodity system, with six
different architectures to show the compatibility and efficiency of EngineCL. A set of
programs have been evaluated both using a single device under the host-device pro-
gramming model and co-executing with all the devices in the system, exploiting the
load balancing algorithms implemented in the software architecture. Finally, an eval-
uation of the energy efficiency achieved by the runtime is exposed, highlighting the
improvements over using the most energy-efficient device.
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3.1 Motivation

3.1 Motivation

As it is exposed in Section 1.5, the main objective to increase performance and energy effi-
ciency is to simplify and enhance heterogeneous co-execution, that is, the simultaneous exe-
cution of a single massive data-parallel kernel in a set of devices with different architecture
and computing capacity. This objective plans a range of challenges to be addressed and
solved, which can be grouped under three fundamental concepts: abstraction, performance
portability and usability.

Challenge 1: Abstraction. OpenCL forces the programmers to manipulate a set of low-
level operations that require a thorough knowledge of the underlying architecture of the
heterogeneous system [125, 291]. Thus, they are burdened with discovering the available
platforms and devices, defining buffers and distributing data among all devices, launching
the execution of kernels, as well as collecting partial results and organizing them properly.
All this greatly complicates the programming of heterogeneous systems, reducing produc-
tivity and making it very prone to errors. Specifically, data management is a very complex
aspect, since in general devices have separate memories [123, 124, 342, 351, 352]. Moreover,
even if there are devices with shared memory and other architectural strategies, the technol-
ogy may limit these features [126]. Therefore, developers must create and manage buffers
for each device and memory region, allocate a part of the data, retrieve partial results and
organize them properly to obtain the final result of the application.

To minimize the co-execution effort, it is necessary that programmers do not know many
of the details of the underlying architecture present in the heterogeneous system. The solu-
tion to these problems is to offer tools that provide a higher level of abstraction. These tools
must take care of all the tasks mentioned above, in a completely transparent way for them,
or at most with a minimum specification support on their part.

Challenge 2: Performance portability. OpenCL solves code portability, meaning that the
same kernel can run on different heterogeneous systems. However, performance portability
goes one step further. The idea is that the same code harnesses the computational capacity
of processing resources of different heterogeneous systems. For this, two key problems have
been identified: load balancing and differences in the architecture of accelerators.

Considering the load balancing problem, its objective is to distribute the workload among
all the devices in the system proportionally to their computing power. To do this, it is neces-
sary to consider both the heterogeneity of the system and the behavior of kernels that can be
regular or irregular, as it was detailed in Section 1.3 [128, 291]. In the former, two workloads
of the same size always spend the same time on the same device. However, in irregular ker-
nels this does not happen, so it is necessary to have a dynamic and adaptive algorithm that is
able to distribute the workload at runtime and can adapt to the behavior of the application.
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Regarding the architecture of the accelerators, these hardware devices are designed to ac-
celerate the execution of applications with specific properties. For instance, GPUs favor the
execution of massively data-parallel kernels through using multi-threading, while FPGAs
favor the execution of kernels with deeply segmented implementations. This means that
it is often necessary to adapt a kernel implementation to achieve maximum performance
from a particular device. On the other hand, compiling for some devices, such as FPGAs,
is time consuming, thus it is necessary to pre-compile and provide the binary code at run-
time. However, in others, on-line compilation can provide advantages, as some parameters
can be tuned for the specific architecture to be used. Therefore, it is important to offer the
possibility to manage device-specific kernels, as well as the possibility to work with binary
kernels or source code.

Challenge 3: Usability. OpenCL is a powerful programming language since it allows code
portability between different devices. However, this feature increases the complexity of the
language and its effective utilization. The current OpenCL API is very tedious and presents
a wide variety of functions with multiple and complex parameters, as can be seen below for
a simple memory operation [291].

clBuffs[0] = clCreateBuffer(context, CL_MEM_READ_ONLY | CL_MEM_ALLOC_HOST

_PTR, sizeof(float) * numEntries, buffHostPtr, &err);

clBuffersMap[0] = clEnqueueMapBuffer(cmdQueue, clBuffs[0], false, CL_MAP

_READ, offset, sizeof(float) * numEntries, numEventLst, eventLst,

&event, &err);

On the other hand, there are currently several OpenCL specifications available and differ-
ent devices support one specific version or another. The differences between these specifi-
cations are noteworthy, so that an application programmed to run on an OpenCL 2.0 device
cannot run on a device that only supports the OpenCL 1.0 specification. For instance, the ba-
sic function for queueing a kernel launch, enqueueNDRangeKernel , has a different number
of parameters in OpenCL 1.0 and 2.0 [125]. Another example is the support of mechanisms
for the synchronization between host and device, since some specifications support asyn-
chronous callbacks, while others force the use of blocking communication mechanisms [48].

For all these reasons, it is necessary to provide programmers of heterogeneous systems
with a simpler and intuitive API, simplifying the set of functions and their parameters. It is
also necessary to have a runtime that internally manages the possible differences in configu-
ration and functionality of the devices, regarding their OpenCL support. And most impor-
tantly, the multi-objective perspective, to achieve all this without penalizing performance.

To overcome these challenges, this chapter proposes EngineCL, a new runtime and API
based on OpenCL that notably simplifies the programming of heterogeneous systems. The
abstraction level is increased because it frees the programmers from tasks that require a
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specific knowledge of the underlying architecture, and that are very error prone. It ensures
performance portability thanks to the integration of schedulers that successfully distribute
the workload among the devices, adapting both to the heterogeneity of the system and to
the behavior of the applications. And finally, the simplified and extensible API has a great
impact on their usability, productivity and maintainability.

3.2 Overview of EngineCL

EngineCL is an OpenCL-based runtime system, built with modern standards and designed
under the principles of usability and performance. Its design decisions are based on previ-
ous work related to heterogeneous systems, OpenCL and other parallel programming mod-
els [128, 139, 291]. The designed architecture is modular and flexible enough to extend the
internal core and runtime functionalities. Although it has been initially created to facilitate
co-execution in OpenCL, its structure allows extending the internal management and com-
putation modules. One of the modules favored from the beginning has been the scheduling
system, which allows experimenting with load balancing algorithms thanks to the schedul-
ing pluggable system.

The main ideas of EngineCL are:

◼ Enable easy integration and porting of applications to be used in heterogeneous sys-
tems. The designed API has to be flexible but easy to use by a novice programmer.
One of the key points is the maintainability of the applications, and EngineCL must
not be a burden on the development and evolution efforts of the software that uses it.

◼ Facilitate the design, implementation, porting and validation of scheduling algo-
rithms. One of the fundamental aspects of performance portability is the ability to
exploit new architectures and applications without the need for the programmer to
be involved in decisions or to develop complicated workload management strategies.
Therefore, the system must facilitate the exploitation of new load balancing algo-
rithms. At the same time, it must make it possible to study and optimize the behavior
of these schedulers, knowing at all times the low-level operations and the implications
they have on systems and applications.

◼ Offer an extensible and modular architecture, thoroughly tested by profiling under
different architectures and systems. OpenCL is a complex language that requires sig-
nificant effort to master correctly, and is often tied to the specific behavior of architec-
tures, device types or even systems and drivers. This experience determines the design
decisions, and makes the effort of implementing structures that correctly exploit these
optimizations very tedious.
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3.3 EngineCL

EngineCL is a runtime with a multi-threaded architecture and multiple modules that en-
dows a programmer with the ability to properly exploit heterogeneous systems. The basics
explained in this chapter focus on four sections to understand the most important parts and
functionalities provided by the runtime:

◼ General design principles, to understand its conception and key ideas.
◼ The architecture, including its tiers, contexts and modules, to expose its composition.
◼ OpenCL abstractions and how the platform, execution, memory and programming

models are encapsulated and exploited.
◼ The schedulers provided, the pluggable scheduling system and its main features re-

garding extensibility and optimization.

3.3.1 Principles of design

EngineCL is tightly coupled to OpenCL and how it works. Therefore, it is not intended to
replace it, but to act as a wrapper over it. The system modules and their relationships have
been defined according to the most efficient and stable patterns. Every major design decision
has been benchmarked and profiled to achieve the most optimal solution in every of its parts,
but mainly promoting the modules related with the data management, synchronization and
API abstraction.

Four main decisions have been applied since the very beginning:

◼ OpenCL should be isolated to improve the compatibility of the runtime. It allows
high adaptation to new technologies while preserving the runtime API and its main
schedulers. It is slightly independent to OpenCL, but still promoting it since it is the
best technology to support heterogeneous devices.

◼ It should be managed to be easily extensible while providing the best average per-
formance between all the available devices. It ensures the best performance and ef-
ficiency independently of the new devices to be incorporated, solving many issues
found when adapting new architectures to runtime systems. The usage of callback
mechanisms mixed with events is one of the core aspects to boost the performance
of the system, while being able to improve the expressiveness of the schedulers. This
strategy helps the device drivers to optimize the enqueued operations, such as recog-
nizing data movements or creating sub-queues, when the driver programmers con-
sider such scenarios.

◼ Asynchronous inside, synchronous outside. Although this design decision hardly
complicates the internal implementation of the runtime, due to its asynchronous na-
ture, it allows the incorporation of unconstrained scheduling mechanisms. OpenCL
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was originally created not providing thread-safe API operations, limiting its oper-
ations to basic synchronous offloading execution loops. However, such constraints
limited the load balancing and algorithmic benefits. EngineCL exposes an API with
synchronous operations to facilitate its adoption for common use cases, but it can
easily be extended to expose asynchronous behaviors to the programmer.

◼ In case an increase in maintainability implies a performance penalty, being verified
via profiling, an implementation with the minimum performance overhead is chosen.
The runtime addresses usability and performance, but the latter is more critical and
should be promoted.

These design decisions allow incorporate any type of scheduling algorithm, providing asyn-
chronous operations between the runtime and the devices, enhancing the general efficiency
for every program. After all, EngineCL excels the more devices it has to manage, exploiting
simultaneously all of them to compute a problem.

The overview of the scheduling design in relation to the runtime technology is presented
in Figure 3-1. It represents two of above design principles. On the one hand, OpenCL has
been isolated as an execution core associated to each device. On the other hand, the inter-
action between the scheduling mechanisms and the devices is done through interfaces and
custom software protocols, being job notification queues the most common internally. The
purpose of these is facilitating the extension of the runtime, especially with regard to load
balancers. This example shows two threads creating and managing their devices. Generally,
each system thread manages one device, although this is a parameter configurable by the
developer and the runtime. Each has a stage to configure everything related with OpenCL

z

Thread 0 Thread 1

Figure 3-1: Technology encapsulation that isolates its interaction with the scheduling mechanisms.
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for each device (Setup), containing multiple operations. This is isolated to avoid propagat-
ing technology decisions through the software architecture. Once the cooperative work with
the scheduler begins, a iterative cycle of work occurs. This cycle continuously requests new
data, computes kernels and sends results to the host (read, compute, write), ending when
the scheduler notifies the devices to finish. The general idea of this design is to decouple
the load distribution algorithms from the devices, as well as to isolate the entire runtime
from the base technology. However, the architecture design and computing patterns are fo-
cused on the needs of OpenCL and also by the provided abstractions. Therefore, although a
modular architecture has been provided, many structures, interfaces and classes have been
created with OpenCL in mind. This can be seen when reusing concepts from the execution
model, such as work-items and work-groups, as well as when propagating data types from
its kernel programming language, as will be seen in the following sections.

3.3.2 Architecture

EngineCL has been developed in C++, mostly using C++11 modern features to reduce the
overhead and code size introduced by providing a higher abstraction level. It has a multi-
threaded architecture that combines the best measured techniques regarding OpenCL man-
agement of queues, devices and buffers. Some of the decisions involve atomic queues, paral-
lel operations, custom buffer implementations, reusability of costly OpenCL functions, effi-
cient asynchronous enqueueing of operations based on callbacks and event chaining. These
mechanisms are used internally by the runtime and hidden from the programmer to achieve
efficient executions and transparent management of devices and data.

It redefines the concept of program to facilitate its usage and the understanding of a kernel
execution. Because a program is associated with the application domain, it has data inputs
and outputs, a kernel and an output pattern. The data are materialized as C++ containers
(like vector), memory regions (C pointers) and kernel arguments (POD-like types, pointers
or custom types). The kernel accepts directly an OpenCL-kernel string, and the output pat-
tern is the relation between the global work size and the size of the output buffer written by
the kernel. The default value is 1 ∶ 1, because every work-item (thread-kernel instantiation)
writes to a single position in the output buffers.

It is designed to support massive data-parallel kernels, but thanks to the program ab-
straction the runtime will be able to orchestrate multi-kernel executions (task-parallelism),
prefetching of data inputs, optimal data transfer distribution, iterative kernels and track ker-
nel dependencies and act accordingly. Therefore, the architecture of the runtime is not con-
strained to a single program.

The runtime follows Architectural Principles with well-known Design Patterns [380] to
strengthen the flexibility in the face of changes. As it is depicted in Figure 3-2, the runtime
is layered in three tiers, and its implementation serves the following purposes: Tier-1 and
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Figure 3-2: EngineCL building blocks: tiers, contexts and modules (main are highlighted).

Tier-2 are accessible by the programmer. The lower the Tier, the more functionalities and
advanced features can be manipulated. Most programs can be implemented in EngineCL
with just the Tier-1, by using the EngineCL and Program modules. The Tier-2 is accessed
when the programmer selects a specific Device and provides a specialized kernel, uses the
Configurator to obtain statistics and optimize the internal behavior of the runtime, or
sets options for the Scheduler , among others. Tier-3 contains the hidden inner parts of the
runtime that allows a flexible system regarding memory management, pluggable schedulers,
work distribution, high concurrency and OpenCL encapsulation. It also depicts contexts,
which are groupings of modules with a common purpose, usually by making them coupled.
For example, OpenCL has several modules, but all of them with dependencies to the base
technology, so a change in one could affect the rest. Another context of several modules
is Scheduling , although this one does not have coupling between Static , Dynamic and
HGuided modules, but rather they present similar functionality and a common interface.
On the other hand, between different contexts there is only the cohesion inherent to any
software architecture, thereby making the system easy to extend.

Having seen tiers and contexts, the lowest representation in this overview are modules,
such as Program , Device or Buffer . These group together functionality for a specific
purpose, and their components are tightly coupled. For example, the Inspector module
has structures, functions and constants to collect and present profiling and execution de-
bugging information. If any signature, structure or set of operations change, the rest of the
module will probably have to be adapted in order to be used correctly. An important aspect
to all modules is that there is generally one class with the same name, although the module
can be implemented using several classes. This facilitates its use, acting as the primary class
or as an entry point to the module. For example, as will be seen in the API Section 3.4, the
developer imports EngineCL , Program , Device or Scheduler classes.

The Program and Engine modules are focused on encapsulating the global behavior of
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both the application domain and the rest of the runtime functionalities, from devices to
schedulers. Device represents all interaction with the hardware devices, acting as a man-
agement module. However, its functionalities are found in lower level classes, mainly under
the OpenCL context. The Scheduler module supports the use of schedulers, helping to
hook load balancers and configure them. From Tier-3, the Buffer , Runtime and Manager

modules stand out. Buffer is responsible for managing memory and providing associa-
tions with scheduler data, such as C++ containers. Runtime acts as the orchestrator of the
system and its multi-threaded architecture. It uses the synchronization primitives of the
Concurrency context and organizes the devices and their initialization and teardown stages,
among others. Finally, Manager is in charge of establishing and managing OpenCL-related
functions and primitives, instructing the Commander module to make certain requests and
process data receptions, as well as making it easier for other external modules to request
operations of the OpenCL context.

Figure 3-3 depicts how the Tier-1 API has been provided mainly as a Facade Pattern, facil-
itating the use and readability of the Tier-2 modules, reducing the signature of the higher-
level API with the most common usage patterns. The Buffer is implemented as a Proxy
Pattern to provide extra management features and a common interface for different type of
containers, independently of the nature (C pointers, C++ containers) and its locality (host or
device memory). Finally, the Strategy Pattern combined with skeleton behaviors have been
used in the pluggable scheduling system, where each scheduler is encapsulated as a strategy
that can be easily interchangeable within the family of algorithms. Because of its common
interface, new schedulers can be provided to the runtime. They have an extensible skeleton-
based design that implement behaviors, as will be detailed in Section 3.3.4.

In summary, EngineCL is designed following an API and feature-driven development to
achieve high external usability and internal adaptability to support new runtime features
when the performance is not penalized. This is accomplished through a layered architecture
and a set of core modules well profiled and encapsulated.
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3.3.3 OpenCL Abstractions

All OpenCL primitives and concepts that interfere with kernel offloading have been rede-
fined and encapsulated as part of the EngineCL architecture. The layered design encapsulates
new concepts, non-existent in OpenCL, to provide the runtime with sufficient flexibility and
usability. Going down through the layers, the concept of Device can be found, as an inde-
pendent execution unit that materializes an execution core. This core implements all the
functionality associated with the underlying technology. In this way, multiple levels of ab-
straction can be identified, and the programmer never handles the concepts of program,
device, kernel or buffer, as they are necessary in OpenCL.

Nevertheless, the following abstractions or encapsulations produced on OpenCL concepts
are identified:

◼ Platform and Execution models: Device, Platform and Context.
◼ Execution model: CommandQueue and Event.
◼ Execution, Programming and Compilation models: Program, Kernel, EnqueueND-

RangeKernel and other execution primitives.
◼ Memory and Execution models: Buffer, EnqueueWriteBuffer and other memory man-

agement primitives.

Device , Platform and Context are treated independently as {Device,Platform} tuples,
since the same system can experience different OpenCL driver implementations. Thus, the
same device can be used in different ways depending on its identification tuple. Further-
more, this independence facilitates the management of devices, since they are not restricted
to OpenCL working contexts determined by the manufacturers and their drivers. For ex-
ample, two AMD devices, a CPU and a GPU, are considered independent devices and their
drivers are unaware that there is another device in the system managed by it. This favors
encapsulation and generalization in the use of devices and their interconnections. It is En-
gineCL who has complete control of drivers, implementations and devices, limiting the
scope of knowledge and management of each OpenCL driver. Moreover, such indepen-
dence enables sophisticated management strategies, such as using a specific driver to com-
pute memory-limited kernels, and another driver for compute-limited kernels, on the same
device. It also allows to combine different OpenCL versions, and even different types of
implementations and origins, for instance, open-source and proprietary.

CommandQueue and Event are primitives used as part of kernel launch operations, at a
higher level of abstraction, providing utilization mechanisms. The execution core contains
this type of primitives, being able to manage the verbosity of OpenCL queues and events.
Nevertheless, EngineCL command queues are configurable by the programmer, since dif-
ferent devices may have different behaviors when taking advantage of concurrent execution
channels. However, over time, manufacturers have favored low-level queuing strategies, as
well as limitations on effective command queues, all implemented within the driver. For
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this reason, one command queue per concurrent read, execute or write operation is gener-
ally recommended and is the default choice in the runtime. Moreover, it is not uncommon
to find modern devices and drivers that no longer suffer penalties when using a single com-
mand queue per device, determined by the validation and experimentation performed in
many devices while developing the runtime. Even so, being an empirical process depend-
ing on the system, drivers, problem and devices used, EngineCL makes it possible to set the
number of command queues used, being at least one command queue per device to a pattern
of up to two command queues per buffer and one command queue per launched kernel.

Program , Kernel , EnqueueNDRangeKernel and other execution primitives are grouped
and encapsulated to make it possible to traverse the domain of the program to be com-
puted. Since EngineCL has to manage the dependencies between needed memory regions
and compute kernels, as well as the relationship of work-items and data used, a comprehen-
sive solution that takes into account all these relationships within the runtime is needed.
The program now denotes a much higher abstraction, the program domain, which can en-
compass several OpenCL programs and origins, such as pre-computed binaries, specialized
code per architecture or generic source code compiled at runtime per device, among others.
On the other hand, the EngineCL Kernel has associations to the programs it comes from,
arguments with information about the types used, as well as the identification of dependen-
cies in terms of memory transfer. These distinctions and encapsulations in the operations
make it possible to distribute the work, instantiating kernels among the devices of the node,
taking into account the displacements and quantities of work-items launched according to
the needs of the problem. In addition, since EngineCL is prepared to be executed on devices
of various kinds, there is an operation translation layer, taking into account both initial ver-
sions of OpenCL that did not have support for offsets in launched work-items or where the
N-dimensional instantiation of kernels is performed internally to the OpenCL kernel, using
OpenCL APIs such as clEnqueueTask , as in the case of FPGAs [125, 381].

Buffer , EnqueueWriteBuffer and other memory management primitives are encapsu-
lated as elements of the memory of the program to be computed, being accessed by the ex-
ecution mechanisms indicated above. EngineCL implements its own management buffers
in order to recognize the types of data used in memory, the size of requested and occu-
pied regions, the locations and offsets assigned to kernel launches, as well as the relation-
ship between computation and writing pattern (output pattern) of the programs. Thanks to
metaprogramming and a flexible architecture, it is possible to provide programmers with
a simple API. It is able to establish direct associations with containers and structures typi-
cal of the C++ standard, but also with raw pointers. Internally, the runtime instantiates the
OpenCL structures ( Buffer ) necessary to transfer the used data to the device memories,
without requiring programmer intervention, except for identifying the mode of the buffers
(if they are read, write or read and write). There are several mechanisms to transfer the data,
being configurable from the runtime and allowing an extensible behavior. There are two
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main parameters to configure a buffer that requires reading, that is, the one that will need
the data in the device memory to be computed by the kernel:

◼ transfer type: complete or by region, specifying the amount of buffer data to send and
receive.

◼ transfer mode: synchronous or asynchronous, determining the concurrent behavior
as part of the multi-threaded architecture.

Both can be configured in those buffers that require their reading, that is, those that need the
data in the device memory to be computed by any kernel. The synchronous mode facilitates
the data transfer prior to the initialization of the computation by the runtime, being a block-
ing operation, while the asynchronous mode will only transfer the memory when it needs to
be computed. These behaviors have implications for program performance, and are largely
determined by the desired behavior of a programmer. As an example, sending a full buffer
to the device is beneficial if there is sufficient memory and if memory queuing management
generates unacceptable delays in the computation, even more so if many work packages are
generated. Even so, it is generally advisable to use asynchronous sending mode by regions,
optimizing the use of memory and the speed of operations, especially if there are multiple
concurrent command queues and the sending regions are not extremely large, facilitating
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Figure 3-4: Overview of the portability and migration of a generic OpenCL program to EngineCL.
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the overlap of computation and communication. As for the output buffers, only the transfer
mode parameter is configurable, being synchronous or asynchronous. The former reduces
intermediate management overheads to delay sending computed data to the host until all
computation is complete, but increases memory usage to keep track of all blocks pending
sending. Asynchronous mode, the default behavior, sends regions of already computed data
to the host as soon as the computation is finished, but without establishing control mecha-
nisms over the operations to avoid unnecessary waits. Finally, API extensions are available
to facilitate the creation of local memory on each device, for those kernels that require it in
their kernel arguments.

Thanks to all these abstractions it is possible to design an API that is able to offer a reduc-
tion of code like the one shown in Figure 3-4. The height of every rectangle has the same
proportions in lines of code as the real program. OpenCL involves more code density and
repeats almost all phases per device used. As will be seen in the usability validation, this
simplification has very clear programmability advantages.

3.3.4 Schedulers

The EngineCL architecture allows to easily incorporate a set of schedulers, as it is shown
in Figure 3-3. The runtime provides by default three well-known schedulers, implement-
ing the load balancing algorithms described in Section 2.2 of Chapter 2, validated in many
works [82, 93, 125, 252, 291]. Programmers decide which one to use in each case, depending
on the characteristics and knowledge they have of the system architecture and the applica-
tion.

The Scheduling context provides a skeleton from which to model the general behavior of
schedulers, building behaviors as specialized skeletons. However, new types can be created,
allowing new ways of interacting with the runtime and devices. Currently, two types of
behaviors are provided, Blocking and NonBlocking . These are the basis on which the
implemented algorithms are built.

Blocking behavior focuses on achieving maximum compatibility and minimum code
execution to resolve load distribution. The main purpose of it this behavior is to be able to
use the implemented skeleton approaches in any case, even in old versions or draft imple-
mentations of OpenCL drivers. This is achieved by reducing interaction with other mod-
ules and restricting requests to the OpenCL execution context. In this way, fewer calls are
triggered to the OpenCL runtime API. The variety of OpenCL uses, drivers and versions
complicates the use of devices, overriding more sophisticated usage patterns, such as Non-
Blocking. However, the Blocking behavior is lightweight and offers a clear advantage based
on minimal overhead, favoring execution in other types of environments, as will be seen in
the Integrations Chapter 4. For instance, there are embedded architectures that rule out the
use of non-blocking strategies, restricting asynchronous and extended OpenCL API calls.
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This is also found for FPGAs and embedded SoCs, as briefly discussed in related works at
the end of such Integrations.

The other behavior is NonBlocking , being much more complex but offering much more
versatility and potential throughput utilization. These launch mechanisms are governed
by the most efficient patterns found with the hardware architectures and drivers studied.
This operation structure relies on the runtime multi-threaded architecture to provide the
coarse-grained parallelism, while favoring fine-grained parallelism via event chaining be-
tween operations (synchronous and asynchronous). Furthermore, every thread manages
private scheduling primitives, but interact with other parts of the architecture via synchro-
nization primitives and OpenCL callbacks. This behavior is appropriate when it is necessary
to implement more complex workload distribution algorithms or the hardware architecture
allows to leverage more efficiency in the overlapping of operations. The disadvantage is the
complexity of implementation and its limitation of use in some drivers or architectures, such
as those mentioned above.

The load balancing algorithms have been implemented using these two behaviors.
Static is implemented using the Blocking behavior, designed to be as simple and effi-
cient as possible. It focuses on the same principles as its skeleton, in order to offer max-
imum compatibility and portability between platforms. In addition, the operations and
OpenCL primitives used are limited, simplifying its design but coupling it with a oracle-
like algorithm. Therefore, it is a limited scheduler and is not intended to be extended. On
the other hand, both Dynamic and HGuided are implemented with the same common root,
the NonBlocking behavior. They use chained events, multiple callbacks (write, read and
execute events), a concurrent queue for the queuing of work packages, as well as config-
urable operation mechanisms to provide flexibility to each scheduler. For instance, they can
be capture and dump profiling data at runtime, provide overlapping mechanisms, such as
combining execution with data sending, or setup device-host data consistency during the
execution, among others. The main difference between both algorithms with respect to the
use of the NonBlocking behavior is the way the package size is calculated, which is more
complex and time consuming in HGuided . However, as can be seen in the Section 3.6, this
complexity is worthwhile.

Related to the schedulers and the software architecture itself, the Introspection con-
text enables a series of utilities that can be attached to different parts of the runtime. This
provides greater detail on the behavior of the system, and in particular, of the schedulers.
This is a very versatile mechanism, since it allows schedulers to mutate their behavior during
execution based on states and information provided by Introspection functions. In other
words, it is not only useful for the development and debugging of new schedulers, but it can
also be used to dump execution traces for profiling purposes. For example, the programmer
can design a dynamic algorithm based on throughputs provided by the EngineCL context
itself, conditioning the distribution of work and the performance of the devices. This has
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Figure 3-5: Introspection utils showing the package distribution for every load balancing algorithm in a
regular program.

Figure 3-6: Introspection utils representing visually the package distribution in terms of the output com-
puted by Mandelbrot.

clear advantages, since the throughputs are real at the software level, based on the imple-
mentation conditions and efficiency of the runtime itself, as well as providing normalized
values. Therefore, it avoids performing costly calls to OpenCL drivers from different man-
ufacturers during execution, if supported at all. For all these reasons, the Introspection

context is very useful to study and optimize the behavior of the algorithms.

In relation to this context, Figures 3-5 and 3-6 show the package distribution produced
by the three load balancing algorithms of EngineCL. In both cases the Introspection util-
ities are used, specifically thanks to its Inspector module, since both representations are
built once the executions are performed, and not during them. The Inspector shows more
information, such as memory allocations and its data transfers, debugging of the computed
values, runtime management overheads, types of data and kernels involved, device proper-
ties and runtime configurations. Thanks to this information it is possible to analyze results
of the Section 3.6, as for example in the study of the Binomial timings before the computa-
tion phase or the effective distribution of work. It is also used during the optimizations of
the Integrations Chapter. Figure 3-5 depicts the size of each package and the time during
the Gaussian execution, detailed in Section 1.7.2 of Chapter 2. Every marker on the chart
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represents when a specific device computes a package. As it is a regular problem, it is clear
how each algorithm works. The software architecture and optimizations performed are im-
portant for adaptive algorithms, mainly due to the amount of synchronizations. Dynamic
delivers packages regularly per device, while HGuided increases the number at the end of
the execution, balancing the computation.

On the other hand, Figure 3-6 shows the visual representation constructed based on the
Mandelbrot program output. This problem has been computed from top to bottom for each
of the images. These show how the workload has been distributed in the three implemented
algorithms. For instance, the Static algorithm delivered three regions to the devices, the first
for the CPU, then the iGPU and finally the GPU. The colored horizontal regions represent
the chunk sizes computed by each device, overlapping the real computation performed, the
mandelbrot fractal, in black and red. Since this is an irregular problem, the adaptive dynamic
algorithms tend to perform better. This is appreciated in Dynamic and HGuided considering
the amount of work processed by the faster devices, such as the GPU, with respect to the rest.

Summing up, the multi-threaded architecture and scheduling abstractions provided by
EngineCL are flexible enough to enable blocking and non-blocking mechanisms. Since
the runtime architecture provides parallelism as part of its tiers and modules, the co-
execution drawbacks of the static approaches, based on chaining consecutive operations in
synchronous fashion, are mainly overcame. On the other side, the more sophisticated load
balancing algorithms are implemented using the non-blocking mechanisms, and its code
and runtime complexity is compensated by the algorithmic improvements.

3.4 API Design

This section describes two use cases of the EngineCL API. As the Section 3.3.2 describes,
the runtime has been thought from the beginning to provide a straightforward and flexible
API from the point of view of the programmer. Both examples are real use cases, but they
have been modified intentionally to show different API calls for demonstration purposes.
As an example, the programmer will usually prefer a single call to work_items than two
consecutive calls to global_work_items and local_work_items .

The programmer starts by initializing the EngineCL and Program . Both primitives are
common to all programs using EngineCL. The instantiated engine is the main element of
the system because it manages devices, the application domain and extended features such
as schedulers and introspection data, such as statistics and profiling of the execution. It
handles well-known OpenCL concepts, such as the number of global and local work items.
Additionally, it allows setting the devices to be used by masks (CPUs, GPUs, Accelerators,
All devices in the system, any mixed combination, etc) or explicitly setting the platform
and device. The latter mode is commonly used not only under development but also in
production systems with many driver implementations (Pocl, Beignet, vendor specific, etc.)
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and when the programmer needs custom sets of devices or kernel specializations.

The concept of Program is decoupled from the runtime to help the programmer to un-
derstand it as an independent entity to be modified and to be easily extended to support
multi-kernel executions. Therefore, it will allow establishing new parameters such as the
concurrency of execution (many kernels at the same time) or linked buffers between pro-
grams (shared).

The API can be extended to support new features or to expose Tier-3 functionality to the
above tiers, being able to use them directly without the need to access the EngineCL internal
code. Finally, the API is evolving as EngineCL integrates or supports new applications, data
types, OpenCL features or devices, such as FPGAs, but the current examples show the core
of its expressiveness and functionality.

3.4.1 Case 1: Using only one device

Listing 1 shows how EngineCL is used to compute the benchmark Binomial Options with
only a single device, the GPU. This example shows the explicit versions of some calls, such as
global and local work items and a mixture of positional and aggregate kernel arguments.
This is usually the first step to port OpenCL programs to EngineCL.

It starts reading the kernel, defining variables, containers (C++ vectors) and OpenCL val-
ues like local and global work size ( lws , gws ), in lines 1 to 6 (L1-6). Then, the program is
initialized, setting all the variables and filling the containers with the appropriate data. The
helper function binomial_init_setup is used to simplify the example with everything that
is not related to EngineCL (L8). The rest of the program is where EngineCL is instantiated,
used and released. The instantiated engine (L10) uses the preferred GPU of the system
by using a DeviceMask (L11). In case there is no graphics card in the system, it has auto-
matic fallback mechanisms to use the CPU, so the application is guaranteed to be computed
( GPU_FALLBACK ). Then, the gws and lws are given by explicit methods (L13,14). The appli-
cation domain starts by creating the program and setting the input and output containers
with methods in and out (L16-18). With these statements the runtime manages and syn-
chronizes the input and output data before and after the computation. The out_pattern

is set because the implementation of the Binomial OpenCL kernel uses a writing pattern of
1 ∶ 255 (L20), that is, 255 work-items compute a single out index. Then, the kernel is config-
ured by setting its source code string, name and arguments. Assignments are highly flexible,
supporting aggregate and positional forms, and above all, it is possible to transparently use
the variables and native containers (L22-27). The enumerated LocalAlloc is used to de-
termine that the value represents the bytes of local memory that will be reserved, reducing
the complexity of the API. Finally, the runtime consumes the program and all the compu-
tation is performed (L29,31). When the run method finishes, the output values are in the
containers. Optionally, errors can be checked and processed easily.
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1 auto kernel = file_read(”binomial.cl”);

2 auto samples = 16777216; auto steps = 254; auto steps1 = steps + 1;

3 auto samplesBy4 = samples / 4; auto lws = steps1; auto gws = lws * samplesBy4;

4

5 vector<cl_float4> in(samplesBy4);

6 vector<cl_float4> out(samplesBy4);

7

8 binomial_init_setup(samplesBy4, in, out, steps);

9

10 ecl::EngineCL engine;

11 engine.use(ecl::DeviceMask::GPU_FALLBACK_CPU);

12

13 engine.global_work_items(gws);

14 engine.local_work_items(lws);

15

16 ecl::Program program;

17 program.in(in);

18 program.out(out);

19

20 program.out_pattern(1, lws);

21

22 program.kernel(kernel, ”binomial_opts”);

23 program.arg(0, steps); // positional by index

24 program.arg(in); // aggregate

25 program.arg(out);

26 program.arg(steps1 * sizeof(cl_float4), ecl::Arg::LocalAlloc);

27 program.arg(4, steps * sizeof(cl_float4), ecl::Arg::LocalAlloc);

28

29 engine.use(std::move(program));

30

31 engine.run();

32

33 /*

34 * if (engine.has_errors()) // [Optional lines]

35 * for (auto& err : engine.get_errors())

36 * show or process errors

37 */

Listing 1: EngineCL computing Binomial Options benchmark using the GPU while supporting the CPU as
a fallback at runtime.

3.4.2 Case 2: Using several devices

Using a single device provides a much more convenient and maintainable API than OpenCL,
but as the number of devices and the complexity of the system configuration increases, En-
gineCL excels even more. Listing 2 depicts EngineCL computing the NBody benchmark
using three devices of the system: CPU, GPU and Xeon Phi. Because of that, the engine is
configured to use two of the provided schedulers: Static and HGuided. The scheduler used
is selected at runtime by means of a boolean environment flag. Moreover, it uses kernel
specialization for different devices, getting the maximum performance per device, but also
using the generic kernel for maximum compatibility.
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Like in the previous use case, the benchmark is initialized up to line 12. In this example,
the programmer has specified two kernel specializations along with the common version:
a specific implementation for GPUs and a binary kernel built for the Xeon Phi (L2-4). The
Device class from the Tier-2 allows more features like platform and device selection by
index (platform, device), device discovery flags, as well as specialization of kernels and
building options. Three specific devices are instantiated, two of them with custom kernels
(source and binary) by just giving to them the file contents (L18,19). After setting the work-
items in a single method (L20), the runtime is configured to use the Static or HGuided

schedulers with different work distributions for the CPU, Phi and GPU (L21,22). Finally,
the program is instantiated without any out pattern, because every work-item computes a

1 using namespace ecl;

2 auto kernel = file_read(”nbody.cl”);

3 auto gpu_kernel = file_read(”nbody.gpu.cl”);

4 auto phi_kernel_bin = file_read_binary(”nbody.phi.cl.bin”);

5 auto bodies = 512000; auto del_t = 0.005f; auto esp_sqr = 500.0f;

6 auto lws = 64; auto gws = bodies;

7 vector<cl_float4> in_pos(bodies);

8 vector<cl_float4> in_vel(bodies);

9 vector<cl_float4> out_pos(bodies);

10 vector<cl_float4> out_vel(bodies);

11

12 nbody_init_setup(bodies, del_t, esp_sqr, in_pos, in_vel, out_pos, out_vel);

13

14 auto props = { 0.08, 0.3 };

15

16 EngineCL engine;

17 engine.use(Device(0, 0),

18 Device(0, 1, phi_kernel_bin),

19 Device(1, 0, gpu_kernel))

20 .work_items(gws, lws)

21 .scheduler(env_bool_flag(”ECL_SCHEDULER_ST”) ?

22 Scheduler::Static(props) : Scheduler::HGuided(props))

23 ;

24

25 Program program;

26 program.in(in_pos)

27 .in(in_vel)

28 .out(out_pos)

29 .out(out_vel)

30 .kernel(kernel, ”nbody”)

31 .args(in_pos, in_vel, bodies, del_t, esp_sqr, out_pos, out_vel)

32 ;

33

34 engine.program(std::move(program));

35

36 engine.run();

Listing 2: EngineCL computing NBody benchmark using a runtime-decided load balancing approach to
exploit CPU, GPU and Intel Xeon Phi.
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single output value. After data containers are mapped (L26-29), the seven kernel arguments
are set in a single method, increasing the productivity even further (L31).

As it is shown, EngineCL manages both programs with an easy and similar API, but
completely changes the way it behaves: Binomial is executed completely in the CPU, while
NBody is computed using the CPU, Xeon Phi and GPU with different kernel specializations
and workloads. Platform and device discovery, data management, compilation, specializa-
tion, synchronization and computation are performed transparently for the programmer in
a few lines. As it was depicted in Section 3.3.3 in Figure 3-4 and later exposed in Section 3.6,
EngineCL saves hundreds to thousands of lines of code to manage all the operations here
exposed to compute each program, but even more when using all the available resources of
the heterogeneous system. EngineCL only needs a single line to incorporate a new device to
the co-execution. For instance, assuming a simplification of functionality, case 1 and case 2
could involve about 750 and 3200 lines of OpenCL, respectively. All these without providing
execution information and profiling, runtime fallbacks and compatibility between versions,
as EngineCL provides. Furthermore, OpenCL does not offer an optimized multi-threaded
architecture, asynchronous mechanisms between devices and the scheduling system, partial
memory transfers or direct consumption of C++ structures.

3.5 Methodology

EngineCL has been validated both in terms of usability and performance. The experiments
have been carried out using the machines Batel and Remo, defined in Section 1.7.1. It is
interesting to emphasize that with these two nodes it is possible to test the versatility of
EngineCL for 6 different types of devices: Intel CPU, AMD CPU, commodity GPU, HPC
GPU, integrated GPU and Intel Xeon Phi.

Five benchmarks have been used to show a variety of scenarios regarding the ease of use,
overheads compared with a native version in OpenCL C++ and performance gains when
multiple heterogeneous devices are co-executed. Section 1.7.2 contains the properties of
the selected benchmarks: Gaussian, Binomial, Mandelbrot, NBody and Ray. Moreover, Ray
contains three different raytracing scenes, containing sets of lights and objects with enough
complexity to provide a variety of irregular computations. Furthermore, the amount of
properties, computing patterns and use cases are relevant because they provide enough di-
versity to compare EngineCL with OpenCL both in terms of overheads and usability. The
worst-case scenario is considered for EngineCL in terms of exploiting its potential, since
only one device is used for these comparisons.

The validation of usability is performed with eight metrics based on a set of Software
Engineering studies [382–385]. These metrics determine the usability of a system and the
programmer productivity, because the more complex the API is, the harder it is to use and
maintain the program.
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The McCabe’s cyclomatic complexity (CC) measures the number of linearly independent
paths. It is the only metric that is better the closer it gets to 1, whereas for the rest a greater
value supposes a greater complexity. The number of C++ tokens (TOK) and lines of code (LOC,
via tokei) determine the amount of code. TheOperation Argument Complexity (OAC) gives a
summation of the complexity of all the parameters types of a method, while Interface Size (IS)
measures the complexity of a method based on a combination of the types and number of
parameters. The maintainability worsens the more parameters and more complex data types
are manipulated. On the other side, INST and MET measure the number of Structs/Classes
instantiated and methods used, respectively. Finally, the error control sections (ERRC) mea-
sures the amount of sections involved with error checking.

To facilitate the understanding of the impact on usability that EngineCL has with respect
to the OpenCL base technology, a ratio per benchmark and metric analyzed is given. The
only exceptional case is the CC metric, since it has a quantitative nature, with zero being the
best possible value. The Equation 3-1 reflects the improvement ratio per metric:

𝑈𝑠𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑟𝑎𝑡𝑖𝑜 =
𝑈𝑠𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝑂𝐶𝐿
𝑈𝑠𝑎𝑏𝑖𝑙𝑖𝑡𝑦𝐸𝐶𝐿

(3-1)

Regarding the performance evaluation two types of experiments are presented. The first
analyzes the overheads and scalability of EngineCL with respect to OpenCL C++ when using
a single device. Due to the difficulty in measuring stable overheads, these executions are car-
ried out by removing every non-necessary process of the system, establishing user-defined
CPU governors with fixed frequencies and increasing the batch of executions to reduce the
noise of the system. The minimum problem sizes are selected based on the computing power
of every device, being reasonable for each benchmark. Then, the size increases per device
and benchmark until the overheads are stabilized or when the execution time is prohibitive,
such as CPU reaching more than 100 seconds of execution or GPU being memory-bounded.
As a result, they represent the overall trend.

The time overhead, expressed as percentage, is computed as the ratio between the differ-
ence of the response times in the execution of the same kernel for both EngineCL (𝑇𝐸𝐶𝐿)
and the OpenCL version (𝑇𝑂𝐶𝐿), as shown in Equation 3-2:

𝑂𝑣𝑒𝑟ℎ𝑒𝑎𝑑 =
𝑇𝐸𝐶𝐿 − 𝑇𝑂𝐶𝐿

𝑇𝑂𝐶𝐿
⋅ 100 (3-2)

To evaluate the co-executionperformanceofEngineCL and its load balancing algorithms,
the total response time, as well as the response time of each of the devices, are measured,
including kernel computing and data transfer. Each program uses a single problem size,
given by the completion time of around 10 seconds in the fastest device (GPU) for Batel,
and 7 seconds in the fastest device (GPU) for Remo. Then, as it is exposed in Section 1.7.3,
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three metrics are calculated: balancing efficiency, speedup and heterogeneous efficiency. The
comparison is performed with respect to a pure OpenCL C++ solution using its host-device
programming model. Hence, EngineCL is evaluated against the fastest device, which is the
GPU for all the cases studied.

Furthermore, the energy efficiency analysis is performed by measuring the total time and
the energy consumption in Joules. It is measured using the sauna tool, detailed in Sec-
tion 1.7.4. With these two values the EDP is calculated, obtaining the energy efficiency.
Since the EDP results are benchmark and device dependent, a related metric is used to bet-
ter understand the impact of the runtime and co-execution. Equation 3-3 presents the im-
provement ratio of co-execution, per scheduler and benchmark, with respect to execution
on the most energy efficient device, which is the GPU.

𝐸𝐷𝑃𝑟𝑎𝑡𝑖𝑜 =
𝐸𝐷𝑃𝐺𝑃𝑈

𝐸𝐷𝑃𝑐𝑜−𝑒𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛
(3-3)

The scheduling configurations are grouped by algorithm. The first two bars represent the
Static algorithm varying the order of delivering the packages to the devices. The one la-
belled St delivers the first chunk to the CPU, the second to the iGPU/PHI (depending on
the node) and the last one to the GPU, while in the St Rev the order is GPU-iGPU/PHI-CPU.
The next two show the Dynamic scheduler configured to run with 50 and 150 chunks (Dyn
50, Dyn 150), being chosen for offering an acceptable compromise between adaptability and
synchronization for this load balancer. Finally, the latter presents the HGuided algorithm,
labelledHg. The Static algorithm requires an exhaustive search for the best load distribution,
performing work prior to the actual execution that is time consuming for the programmer.
On the other hand, with adaptive algorithms such as Dynamic or HGuided it is not neces-
sary, being generally effective with different values in the input parameters, both in number
of packages and assigned computational powers, respectively.

To guarantee integrity of the results when doing the load balancing experiments, 60 exe-
cutions are performed per case, divided in 3 sets of no consecutive executions. Every set of
executions performs 20 iterations contiguously without a wait period, discarding an initial
execution to avoid warm-up penalties in some OpenCL drivers and devices. When mea-
suring the overheads, the experiments are modified to 300 executions, 2 sets and 100 itera-
tions.

3.6 Validation

This section provides a comprehensive validation of EngineCL with respect to OpenCL. The
first two validations detail the worst-case scenario for EngineCL, which is when only a single
device is used to offload the computation.
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◼ Determine the usability and maintainability of the EngineCL API compared with
OpenCL, thanks to the use of a set of metrics that are the state of the art in research
in Software Engineering.

◼ Expose the overhead and scalability of EngineCL compared with OpenCL, indicating
the penalization of all the runtime features and management.

Then, the next three validations expose the power of EngineCL when using the full sys-
tem, considering the co-execution of all devices, finally leveraging the EngineCL runtime,
its design decisions and load balancing algorithms.

◼ Exposing the balancing efficiency of EngineCL when distributing the workload be-
tween them.

◼ The performance and efficiency obtained when the heterogeneous system is fully ex-
ploited, compared with the fastest device.

◼ An energy efficiency evaluation compared with the most energy efficient device of the
system.

3.6.1 Usability

This section shows the experiments performed to evaluate the usability provided by En-
gineCL. For this purpose, the listed benchmarks are implemented using both OpenCL and
EngineCL. Only one device is used to perform the computation, otherwise it would be te-
dious to implement all the functionality and load balancing in OpenCL. The benchmarks
have been selected based on a variety of different properties, computation patterns and use
cases in order to show sufficient diversity in the use of the APIs. Table 3-1 presents the values
obtained for every benchmark (rows) in every of the eight metrics (columns) when using
the EngineCL Tier-1+Tier-2 API, compared with the OpenCL C++ API. Additionally, the
average of each ratio per metric, considering the set of programs, is depicted as a chart. This
chart shows the base case, OpenCL C++ API, the ratios presented in the table on the left for
the EngineCL Tier-1+Tier-2 API, and finally, the impact in ratios if using only the EngineCL
Tier-1 API. The further away from the center of the radar chart a marker is located, the bet-
ter the level of usability for the metric in question, represented by each axis. For instance,
the IS metric improvement of Tier-1+Tier-2 over OpenCL is the region denoted in the chart
with the label A (7.3x), while Tier-1 over Tier-1+Tier-2 is outlined by the letter B (1.97x).

For every program, the maintainability and testing effort is reduced drastically, as can
be seen with CC, reaching the ideal cyclomatic complexity, or ERRC. The savings in error
checking are on average 21 times better by using EngineCL, reducing the visual complexity
of alternate paths for error control.

The code density and complexity of the operations are reduced between 7.3 to 8.5 times
compared with OpenCL, as it is shown with TOK, OAC and IS. In programs like Ray and
Binomial the OAC ratio is greater than in TOK, because the number of parameters grows in
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Table 3-1: Comparison of usability metrics for a set of programs implemented in OpenCL C++ and En-
gineCL Tier-1+Tier-2 APIs (left) and their average ratios for Tier-1, Tier-1+Tier-2 and OpenCL (right).

Program Runtime CC ERRC TOK OAC IS LOC INST MET

Gaussian OpenCL 4 22 585 312 433 87 17 28

EngineCL 1 1 60 33 53 15 3 13

ratio 4:1 22.0 9.8 9.5 8.2 5.8 5.7 2.2

Ray OpenCL 4 21 618 307 424 89 17 27

EngineCL 1 1 191 40 65 24 3 17

ratio 4:1 21.0 3.2 7.7 6.5 3.7 5.7 1.6

Binomial OpenCL 4 18 522 255 355 77 16 24

EngineCL 1 1 81 28 48 18 3 11

ratio 4:1 18.0 6.4 9.1 7.4 4.3 5.3 2.2

Mandelbrot OpenCL 4 18 473 222 313 74 15 24

EngineCL 1 1 65 35 55 15 3 13

ratio 4:1 18.0 7.3 6.3 5.7 4.9 5.0 1.8

NBody OpenCL 4 26 658 373 517 96 18 32

EngineCL 1 1 66 38 60 16 3 15

ratio 4:1 26.0 10.0 9.8 8.6 6.0 6.0 2.1

𝑟𝑎𝑡𝑖𝑜 4:1 21.0 7.3 8.5 7.3 4.9 5.5 2.0
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both implementations, but managing complex types is harder in OpenCL.
As it is exposed with INST and MET, the number of classes instantiated and methods

employed by the programmer are around 5 and 2 times less than in the OpenCL implemen-
tation, mainly because it has been deliberately instantiated Tier-2 classes.

The EngineCL code is using the explicit Device class, as in Listing 2, but also one ar-
gument per line, as in Listing 1, with all the program.arg calls. Therefore, the compari-
son is performed using Tier-1 and Tier-2 of EngineCL, instead of benefiting of the higher-
level functions and classes, using only the simplified Tier-1 API. For this reason, to get an
overview of the impact, the chart shows the improvement if only the Tier-1 API is used.
Therefore, metrics affected by the use of more explicit calls and lines of code benefit when
using only the Tier-1. Therefore, TOK, OAC, IS, LOC, INST and MET achieve improve-
ment ratios of 12.5, 15.1, 14.4, 9.8, 8.3 and 4.3, respectively, over the OpenCL C++ API. The
only metrics not affected are CC and ERRC, since conditional flow and error control man-
agement cannot be further reduced. Thus, for the analyzed metrics and benchmarks, it can
be seen how the Tier-1 API can become on average 1.84x better than using Tier-1+Tier-2
in terms of usability. Certainly, this is applicable if there are no special needs only accessible
through the use of Tier-2, as detailed in the Architecture Section 3.3.2 and demonstrated
with two examples in the API Section 3.4.

Summing up, EngineCL has excellent results in maintainability, implying less develop-
ment effort. Thanks to its API usability, the programmer is able to focus on the application
domain, and its productivity is boosted by hiding complex decisions, operations and checks

83



3 EngineCL

related with OpenCL. Moreover, all this considering that EngineCL is employed to exploit
only one device. The advantage is that just by adding one more line of code the program-
mer would have support for an additional device, and so forth. In OpenCL, on the other
hand, multiple new code regions would be required to achieve that, as shown in real code
proportions in Figure 3-4.

3.6.2 Overhead of EngineCL

This section presents results of experiments performed to evaluate the overhead introduced
by EngineCL compared with OpenCL when a single kernel is executed in a single device.
On the one hand, a scalability analysis is presented for some specific cases, in order to un-
derstand the behavior of the runtime as the size of the problem grows. On the other hand,
an overhead analysis is offered, showing the worst combinations of devices and benchmarks,
as a detailed study.

Figure 3-7 shows the execution times for both OpenCL and EngineCL for different prob-
lem sizes. Since there are 6 architectures and 5 benchmarks, the representative cases regard-
ing the progression of overheads are considered. For this purpose, Binomial is shown as
regular benchmark, and Ray as an irregular one. They have been selected since they present
the worst overheads, Binomial in Batel and Ray in Remo. Each chart shows on the abscissa
axis the different problem sizes, and on the ordinate axis the execution time. They show the
behavior when executing each of the problems on a device, in columns, while nodes are on
each row. Finally, there are two types of graphs, each showing different problem sizes.
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Figure 3-7: Scalability of EngineCL compared with OpenCL for each device in the system.
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The maximum overhead value is produced with the CPU in the Remo node, with very
small problem sizes. Its overhead value is 2.8%, while the average value obtained for the
minimum problem size for all benchmarks is 1.3%. Inside each chart there is another smaller
chart showing the overall trend with larger problem sizes.However, the main charts highlight
the execution times for the smallest problem sizes, exposing the slightly differences between
EngineCL and OpenCL.

For example, in the larger chart view, presenting the smaller sizes, the Phi in Batel has
execution times that appear further apart from each other. However, these are absolute time
values, therefore they do not represent a more significant amount between EngineCL and
OpenCL than what happens on the CPU for Remo.

For this reason it is important to introduce the summary of the worst overheads encoun-
tered, showing localized points. Figure 3-8 depicts the maximum overheads per device and
benchmark, including the variability (standard deviation). The general trend is that over-
heads decrease with longer execution times, so the larger the problem size the more amor-
tization of the absolute overhead of the runtime. Each bar represents the overhead when
computing problem sizes that takes the execution times indicated. For example, 1% at +5s
means a specific device presents 1% of overhead in EngineCL compared with OpenCL when
computing a particular benchmark that takes around 5 seconds to complete.

Analyzing each device separately, it can be observed that the worst results are obtained
in the Remo CPU. This is reasonable since EngineCL also runs on the CPU, that has only 2
cores and 4 threads. Therefore, its multi-threaded architecture interferes with the execution
of benchmarks, stealing them computing capacity. This behavior is highly mitigated in the
Batel CPU, where the threads used by the runtime does not penalize since there are 24 avail-
able threads on the CPU. Regarding the discrete devices, the differences between them are
mainly dependent on the driver implementation and how it is affected by the multi-threaded
and optimized architecture of EngineCL. The commodity Remo GPU has the highest over-
head between the discrete devices, up to 1.59%, but quickly reducing it with larger problem
sizes. There are cases, like the Xeon Phi, in which the driver and device produces high vari-
ability in the results, probably produced by the amount of host threads that are spawned.
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Figure 3-8: Worst overheads found per device and benchmark.
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Two conclusions can be drawn from the results as a whole. On the one hand, the overhead
introduced by the EngineCL runtime is negligible for all evaluated devices. On the other
hand, that EngineCL scales very well with the execution time, so that the overhead decreases
significantly as the execution time of the application increases.

3.6.3 Load Balancing

Starting from this Section, EngineCL is evaluated performing co-execution using all the
devices of the heterogeneous system. For this purpose, five configurations of the schedulers
provided by the runtime are analyzed to execute five benchmarks, including three different
irregular scenes for Ray, as presented in Section 3.5.

The first metric analyzed determines whether EngineCL successfully distributes the work-
load among the devices. To this end, Figure 3-9 presents the Load Balance, defined as the
ratio of the response times of the first and last devices to conclude its work. The ideal value
for this metric is one, meaning that all devices finish simultaneously and the maximum uti-
lization of the machine is attained.

Based on these results, three general conclusions can be outlined. Firstly, EngineCL suc-
cessfully balances the workload in the two systems analyzed. The mean value of the balance
is 0.96, very close to 1.0, with maximum values of 0.98, for example in Gaussian (Batel)
and Ray1 (Remo). Secondly, HGuided is the algorithm that offers the best results in all the
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Figure 3-9: Balancing of the system per benchmark and scheduling configuration.
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scenarios studied, in both Batel and Remo, and for both regular and irregular applications.
Finally, it can also be seen the great relevance of selecting a suitable load balancing algorithm,
since otherwise very large imbalances can occur as shown in the cases of static algorithms
in Mandelbrot or dynamic approaches with a few packages for Binomial.

Regarding the rest of the algorithms, it can be observed that both static algorithms have
a very similar behavior in regular applications, as expected. Nevertheless, they present im-
portant differences in the irregular ones, for instance Mandelbrot in Remo. Besides, their
behavior depends completely on each case, as can be seen in the cases of Ray1 (static is bet-
ter) and Ray2, where the reverse gets better results. Finally, the dynamic algorithm always
achieves the best-balanced results with the greatest number of packages. However, as it can
be seen later, this does not always mean the best performance.

3.6.4 Performance

The performance results achieved in the heterogeneous systems with different load balanc-
ing algorithms are shown in Figure 3-10 and 3-11, where the speedups and efficiency are
depicted, respectively. The speedups are due to the co-execution when using all the devices
of the heterogeneous system, compared with only using the fastest device in each node, that
is the GPU on both heterogeneous systems. The efficiency gives an idea of how the system is
utilized. A value of 1.0 represents that all the devices have been working all the time. Both
metrics are detailed in Section 1.7.3.

The main conclusion that can be drawn is that, for all benchmarks and both nodes,
EngineCL achieves better performance than the baseline. This is achieved thanks to co-
execution, balancing the workload among the devices, but also due to the low overhead
introduced by the runtime and its efficient management. The magnitude of the improve-
ments will depend on the computing power of the devices of the system. On the other hand,
efficiency figures show that EngineCL can exploit co-execution very efficiently. This is an
excellent result, taking into account the great difference in computing power that exists be-
tween the devices of the nodes employed.

However, to achieve these improvements, it is necessary to select an appropriate load bal-
ancing algorithm. As can be seen in the figures, HGuided achieves the best results for all the
scenarios analyzed, with an average efficiency of 0.89 in Batel and 0.82 in Remo. Therefore,
EngineCL can adapt to different kinds of loads and computing nodes, obtaining outstand-
ing performance. It is important to note that efficiencies will tend to improve the larger the
problems to be computed, since EngineCL and its schedulers have more time to amortize the
impact of load management and distribution. Moreover, as seen in the overhead analysis,
the penalty on OpenCL is reduced as the problem size increases. Hence, EngineCL stands
out even more in HPC environments such as the Batel heterogeneous system.

Analyzing the speedups and efficiencies in detail, Static delivers good results in regular
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Figure 3-10: Speedups for every scheduler compared with the fastest device (GPU).

applications, with consistent efficiencies between 0.73 (Remo) and 0.87 (Batel), regardless of
the order of the devices. Binomial in Batel is an exception that will be explained later, due to
the Xeon Phi. However, in irregular applications the results are much more erratic, because
it does not adapt to these irregularities, such as Ray1 (0.76) and Ray2 (0.92) in Batel or Ray1
(0.58) and Ray3 (0.75) in Remo. Furthermore, the order in which the devices are considered
also has a significant impact on efficiency, as it is shown in Ray2, Ray3 and Mandelbrot.
When a slower device processes regions of problems with less computational load, its speed
increases compared to other regions, unbalancing the execution.

The Dynamic algorithm has good results in most irregular applications when every device
can provide enough computing capacity (Batel), achieving a geometric mean efficiency of
0.81, but suffers in benchmarks like NBody and Gaussian. They are sensitive to the number
of chunks and their size, increasing the overhead of communication and usage of slow de-
vices, respectively. Therefore, it is important to accurately determine the number of packages
to get the best results in each benchmark. In Remo, the Dynamic algorithm suffers these pe-
nalizations due to its CPU with low computing power, which imbalances the co-execution
when a wrong package size is giving to the slow device.

An analysis of the work size distribution among the devices is shown in Figure 3-12. It
depicts the percentage of work distribution given to each device, taking into account each
scheduler and benchmark. Each bar has three regions with the work size given to each
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Figure 3-11: Efficiency for every scheduler compared with the fastest device (GPU).
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device. Every scheduling configuration distributes a similar workload for each device, except
NBody and Mandelbrot, in Batel. The CPU takes more workload as the number of packages
increases in NBody, introducing synchronization overheads that are negligible with fewer
packages. Also, Mandelbrot shows how the Phi processed too much amount of work for
the part of the image given in the Static, being more complex to calculate than the expected
when computing the complete image. Also, Remo work distribution shows how the CPU
penalized the whole execution in Dynamic due to large work sizes.

As it was introduced, the GPU in Binomial outperforms the CPU and Xeon Phi, as can be
seen in the Static work size distributions. Therefore, a slightly variation in the completion
time for any of these devices will imbalance the execution. Another important point is intro-
duced to the analysis, regarding low-level drawbacks from driver implementations. When
using the CPU in co-execution, the OpenCL driver of the Xeon Phi requests high CPU us-
age to initialize, configure and operate with the Phi. Therefore, when the Intel Xeon and the
Intel Xeon Phi are being used simultaneously, the CPU is shared by both drivers without
any coordination, despite being part of the same OpenCL platform. This introduces time
variations during the initialization and new overheads in the final completion times. This
behavior is depicted in Figure 3-13, on the top side, showing the average times from ini-
tialization for all the executions in Binomial. The abscissa axis shows the base case (single
device) and each scheduling configuration, with a bar showing the behavior for each device.
The ordinate axis shows the time since EngineCL started. Using only the Phi needs around
1800 ms. to initialize and start computing, while it is up to 2700 ms. when using it as Single,
that is, without co-executing. This variation combined with the small amount of work given
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Figure 3-13: Binomial timings before the computation phase.
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to the CPU and Phi produces enough imbalance to not achieve the goal. On the other side,
the Dynamic approach it is much worth for two reasons. First, it releases the CPU inter-
mittently between the delivered chunks, so that both CPU and Phi drivers are interleaved.
Second, thanks to its adaptability, it solves initialization variations by giving more chunks to
the GPU, as shown. Drivers and their management are relevant for OpenCL computation
and to achieve efficient co-execution. This can be seen in the bottom of the figure, where
Remo drivers and devices are completely stable compared to the Xeon Phi, used in Batel.

3.6.5 Energy

This section presents the energy efficiency analysis performed on the Batel heterogeneous
system. Remo AMD APU does not allow measuring energy consumption as it does not have
accessible hardware counters or alternative mechanisms to measure it, so the study of energy
efficiency would be very limited with only the discrete GPU.

To measure the energy efficiency, the EDP is used, as discussed in Section 3.5. For ease
of understanding, Figure 3-14 shows the improvement ratio obtained by using co-execution
with EngineCL with respect to executing the benchmark on the GPU, that is, the most energy
efficient device. Thus, values above 1.0 indicate that the co-execution is more energy efficient
than the GPU.

The main conclusion that can be drawn is that for all the benchmarks studied, EngineCL
obtains improvements in energy efficiency compared with the GPU. This is satisfied as long
as an appropriate load balancing algorithm is chosen, with the HGuided scheduler being the
best in all cases, except in Ray3. This is an exceptional situation, since the Static algorithm,
as contrasted with its Static Rev version, gives very different results depending on the com-
putational regions assigned to it. Thus, it can be severely penalized by irregular programs,
and the fact that it has managed to be more energy efficient than HGuided is due to the
specific layout of the raytracing scene. The slightest change in the scene or in the order of
the devices in the system could cause Static to achieve a very high EDP value, and therefore
very low energy efficiency.

The HGuided algorithm is able to obtain a geometric mean of 1.37 for all the benchmarks
studied, around 1.36 for the regular ones, and 1.39 for the irregular ones. The rest of the al-
gorithms have an average improvement of around 1.1, except in the case of Static Rev, which
suffers a major penalty due to the irregularity of the Ray and Mandelbrot problems. This is
a curious phenomenon, since generally the Xeon Phi has higher power consumption when
launching the entire problem. However, when acting in co-execution and especially when
exploiting sophisticated dynamic algorithms, such as HGuided, it tends to be more energy
efficient. However, if there is a larger number of packages and management penalties, as
with Dyn 50 and Dyn 150, the energy consumption increases and the resulting EDP is not
as advantageous. For instance, NBody only achieved an improvement of 1.49 over the GPU,
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Figure 3-14: Energy Efficiency compared with GPU in Batel (more is better).

when its speedup was as high as 1.80, so it was clearly penalized by its power consump-
tion. NBody is a benchmark that requires a lot of synchronizations, and although the Xeon
Phi has taken almost 38% of the work, as represented in Figure 3-12, it has consumed too
much power. It is a less efficient device and although it contributes to the time reduction, it
significantly increases the power consumption.

The most significant improvement has been achieved with HGuided for Mandelbrot, be-
coming 1.59 times more efficient than the GPU. However, it is a benchmark that has obtained
the lowest heterogeneous efficiency, but in terms of EDP it is the one that has achieved a
balanced performance. It has reduced the total time without consuming much power. Con-
sidering the Binomial case demonstrated in the previous section, the conclusions are reaf-
firmed here, indicating how the energy efficiency is degraded due to the CPU saturation by
the OpenCL driver, wasting both energy and time.

In summary, it can be seen how performance and energy efficiency are related. However,
there are situations where peculiar behaviors are obtained. Despite the GPU being a more
energy efficient device than the Xeon Phi, when co-execution and different load balancing
algorithms come into play, there are situations where the whole heterogeneous system is
better leveraged. For this reason, it is important to have a compromise between compu-
tational power, management overheads, power consumption and efficient load balancing
algorithms, as all of these influence whether all devices co-executing can be more energy
efficient, despite having units such as the Xeon Phi.

In summary, EngineCL can execute a single massive data-parallel kernel simultaneously
on all devices in a heterogeneous system with negligible overhead. In addition, thanks to
the load balancing algorithms, it yields excellent efficiencies, both in terms of performance
and energy.

3.7 Conclusions

This Chapter introduces EngineCL, a powerful OpenCL-based tool that greatly simplifies
the programming of applications for heterogeneous systems. This runtime frees the pro-
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grammer from tasks that require a specific knowledge of the underlying architecture, and
that are very error prone, with a great impact on their productivity. Moreover, the runtime
is designed and profiled to provide internal flexibility to support new features, high perfor-
mance to avoid any overheads compared with OpenCL and a pluggable scheduling system
to efficiently use all the available resources with custom load balancers. Hence, for these rea-
sons and with appropriate schedulers, it favors performance portability. The API provided
to the programmer is very simple, thus improving the usability of heterogeneous systems.

These statements are corroborated by the exhaustive validation that is presented, both in
usability and efficiency. Regarding usability, a large variety of well-known and widely used
Software Engineering metrics has been analyzed, achieving excellent results in all of them.
Considering 5 implementations of programs both in EngineCL and OpenCL when using a
single device, the worst-case scenario for EngineCL, the maintainability improvement ratios
range from 2 to 21 times more usable than using OpenCL technology and its runtime API.

The efficiency has been validated in two different nodes, one HPC and one commod-
ity system, with six different architectures to show the compatibility and capabilities of En-
gineCL. Three important conclusions can be drawn. First, the careful design and implemen-
tation of EngineCL allows negligible overheads with respect to the native OpenCL version,
always below 2.8% in all the cases studied. Moreover, considering the worst values per de-
vice, the average overhead is 1.3%. Furthermore, EngineCL scales very well with the size of
the problem, so overheads vanish for large problem sizes. Second, it is critical to select the
right scheduler, especially for irregular applications, where it needs to be dynamic and adap-
tive. Among the schedulers implemented and integrated in EngineCL, HGuided provides
the best results, being able to balance both regular and irregular applications, with an aver-
age efficiency of 0.89 and 0.82 for the HPC and desktop system, respectively. Furthermore,
the multi-threaded architecture and co-execution mechanisms allow leveraging the hetero-
geneous system in terms of energy efficiency. On average, for the cases studied, EngineCL
achieves an improvement of 1.37 over the most energy efficient accelerator, the GPU, if the
appropriate load balancing algorithm is selected. Finally, thanks to all the above, EngineCL
is able to provide the programmer with effortless co-execution, thus ensuring performance
portability between very different heterogeneous systems.
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EngineCL Integrations

The existing variety of applications, execution environments, architectures and tech-
nologies, provides enough situations where a single technology, such as OpenCL or
OpenMP, is not able to cope. It is not just a matter of squeezing out maximum per-
formance, but a multitude of cases where it is impossible to use it. It may be that the
computing device does not have software support for a specific technology, such as
incomplete, non-existent, incompatible or non-thread safe drivers; that it is not acces-
sible from a custom location, operating system or execution node, as occurs when run-
ning desktop graphics applications or multi-node web servers; or simply because the
problem execution environment was never intended to exploit heterogeneous systems,
limiting computation to the CPU, as occurs in many sandbox environments, virtual
machines, web browsers or runtimes of programming languages.

The approach lies in extending and exploiting EngineCL, presented in the Chap-
ter 3, supporting more complex programming models and situations for which they
were not initially conceived. However, thanks to their architecture, design principles
and efficiency, they offer a working environment suitable to be extended, increasing
their functionality. There are cases in which it is impossible to exploit problems or de-
vices using the OpenCL technology, since the limitation is at a lower level, as in the case
of drivers and firmwares. In these cases, it is important to obtain more sophisticated
solutions that allow mixing programming models in order to meet performance and
flexibility needs. This is a multi-objective purpose, since these solutions generally in-
crease the complexity of the system and its programmability, requiring to enhance the
architecture, achieving low coupling among the runtime modules, all without affecting
the original effective performance. The most important aspect of the whole extension
process is to be able to preserve all the features for which they were designed, that is, to
add new functionality without penalizing the original capabilities already validated.

EngineCL has been applied to different scenarios, among which two integrations
of the runtime are detailed. Each integration refers to the exploitation of EngineCL to
solve a problem in a specific environment, implying that the application and adaptation
involves an extension of the runtime system and its design decisions. The first one
is focused on optimizations for time-constrained applications, and the second one is
applied to exploit a molecular dynamics simulator, supporting hybrid programming
models.
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4.1 Integration I: time-constrained scenarios

This integration addresses time-constrained scenarios where applications run on commod-
ity nodes and service servers for a very short period of time. This is a problem for host-
device programming models, where drivers and loader systems are a bottleneck for such
constraints. The OpenCL execution infrastructure, known for its verbosity and complexity,
requires many steps to launch kernels to accelerators, penalizing its utilization. EngineCL,
despite its already proven efficiency in HPC, suffers from the impediments of the under-
lying technology. However, it is an appropriate framework to optimize both the runtime
architecture and the algorithmic aspects of co-execution for such scenarios.

4.1.1 Motivation

Modest heterogeneous systems are often used to exploit problems that transcend high-
performance computing and fall under other types of challenges, such as multimedia work-
loads, video encoding, image filtering and inference in machine learning. Low cost and ease
of acquisition are some of their strengths, providing versatility to these ubiquitous systems.
It is increasingly common to find desktop computers and embedded devices composed of in-
tegrated heterogeneous systems, CPU cores and GPU compute units in a single chip. Along
with them, it is common to attach discrete GPUs. The availability of these systems in both
commodity infrastructures and medium-sized service servers facilitate a new field of work,
but involves great challenges [80].

Challenge 1: Technology overheads. These systems and applications require minimizing
the overhead introduced by EngineCL and its underlying technology, OpenCL. The offload-
ing kernels and everything related to their execution should be performed in hundreds of
milliseconds, sometimes a few seconds, where every management operation or the mini-
mum overhead completely penalizes the offloading to devices.

This type of computations are included as part of a Processing System (PS), since they are
not generally independent applications, such as CLI or GUI programs. However, through-
out the Integration the PS will be referred to as program for ease of understanding, since the
main program would refer to the service process, server or desktop application, excluded
from this Integration work because it is unique to the host and has no association with ac-
celeration technologies like OpenCL. For instance, a Binomial Options program mean that
a PS implements such kernel computation as one of its main externally callable functions,
so the main program can launch it.

For this reason, the margin for improvement is very small, since the problem is isolated
to the download technology. Even so, it is important to lighten the computation process
with accelerators to extend the chances of execution. It is not possible to optimize commu-
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nications and transfers between the PS and the main program, or anything related with the
host. However, both OpenCL and EngineCL have a number of execution stages, runtime
primitives and mechanisms for transferring memory that must be addressed to lighten the
overhead produced by the programming model.

Challenge 2: Nature of the executions. These type of computations are typically carried
out in two operating modes. First, the most widespread usage and termed Region of Inter-
est execution (ROI) to simplify, integrated in a main program, directly consuming the data
and making only the transfer and computation through the use of other technologies. This
function is executed in parallel while the main program continues operating, such as the
server managing requests or the GUI rendering charts. Second, by launching the computa-
tion function as a process independently to the main program, serializing and exchanging
the data and results. This mode is simpler for the programmer, does not involve extra com-
plexity due to decoupling, and it is often referred to as binary or full-process execution.

This work addresses both modes, although the most important one is the ROI operat-
ing mode, since it is the normal operation mode in many desktop applications and service
servers, like Nginx or Apache, often delegated through C++ plugins or scripting dynamic
languages, such as PHP, CGI, uWSGI or Lua. In this case, the server application is previously
up, and the PS has three main functions to be called by the main program:

◼ init y setup: the main program is initialized together with the connected plugins and
processing systems. At this stage the PS is also called to prepare for subsequent com-
putation calls.

◼ compute: the PS is eventually called, performing memory transfers and dispatching
computational functions. These have to be performed as quickly as possible, as they
are usually part of requests to the main program that must be resolved with low la-
tency.

◼ tear down: the main program restarts, suspends or shuts down, and therefore notifies
the PS to act accordingly, freeing memory, preparing execution snapshots or storing
profiling data, among others.

For this reason, it is necessary to take into account the impact on both modes of operation
and study their behavior in the face of optimizations, as it will determine the types of PS that
can be implemented.

Challenge 3: Algorithmic tuning. Since the ultimate goal is to perform efficient co-
execution in systems where it is not common to take advantage of available accelerators,
it is not only necessary to focus on optimizations of the software architecture and the use of
its technology. HGuided, the most effective algorithm seen so far for adaptive co-execution,
can be tuned for the environments where it is going to be used. There are certain parameters
that can be adjusted, and performing an exploratory search and behavioral analysis can be
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decisive in squeezing even more efficiency out of the system.
Therefore, it is important to take into account the context in which the applications are

executed, knowing that this is the worst possible scenario to do co-execution. This has also
been contrasted when integrating other accelerators, such as FPGAs, as it is briefly described
in the Discussion, at the end of this Chapter. In short, it is necessary to exploit techniques
and optimizations to allow an efficient execution that takes advantage of all the available
resources. The original EngineCL proposal never focused on these types of applications, so
co-execution suffers in these very limited scenarios. These types of optimizations do not
have much impact on HPC applications where execution times are much longer, hence the
reason why they have not been addressed so far. It has been the integration in this type of
environments and applications that has revealed new requirements.

4.1.2 Optimizations

To overcome the above problems, focused on desktop systems and time-constrained sce-
narios, the runtime and the execution procedures have been enhanced. Two groups of op-
timizations have been researched: runtime-centered to allow using load balancing under
more problem sizes, competing against the fastest device in the system, and algorithmically,
improving the best algorithm used so far by tuning its parameters to boost the average effi-
ciency in a wide range of program types.

Regarding the runtime and its software architecture, improvements are grouped in terms
of execution-platform models and memory model. These optimizations have been incor-
porated to reduce overheads produced both in the initialization and closing stages of the
program, mainly due to the use of OpenCL drivers in the analyzed infrastructures, as well
as the management of OpenCL memory regions and primitives. They are tagged as initial-
ization and buffer optimizations.

4.1.2.1 Execution & Platformmodels

This optimization focuses on the initialization stages, taking advantage of the discovery,
listing and initialization of platforms and devices by the same thread (Runtime), as it is de-
picted in Figure 4-1 for the initialization phase. These stages involve both the execution
model, mainly its first steps that need to be addressed in every execution, and the plat-
form model, since it requires interaction with devices, drivers and their configuration. The
figure shows vertically three layers of abstraction of the software architecture correspond-
ing to the Runtime module, from an execution perspective, as time progresses horizontally
to the right. Considering the initialization and configuration stages, the Runtime module
encapsulates the Runtime Setup , Devices Discovery , Devices Setup and Scheduler

blocks. The latter is also an independent module with the same name, but its function-
ality is simplified here as it is not important for this optimization. Devices Discovery
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and Devices Setup are now practically parallel, hence they are on top of each other, con-
sidering the same layer (Module Blocks). Descending to the lowest layer, where the Exe-
cution stages are indicated, each of the operations performed by each block of the upper
layer are represented. For example, S. Ops is a work region that occurs at the beginning
of the Devices Setup block, while D. Ops occurs at the end of the Devices Discovery

block. The discovery and acquisition of Device 1 occurs when contacting the OpenCL
Platform 1 . Considering Device 2 and Device 3 , both depend on Platform 2 , but
the driver suffers a small delay that prevents a perfect parallelization in the discovery of
Device 3 . On the other hand, considering the timeline, it is observed how the initializa-
tion of the devices (e.g. Setup Device 1 ) depends on finishing its discovery and releas-
ing the platform. This is also the case when configuring all devices once they are initial-
ized ( Config D1 , Config D2 , Cfg D3 ), needing all of them simultaneously to be ready
to continue. This occurs mainly due to blocking requirements to establish synchronization
primitives, initialize semaphore barriers, copy EngineCL Program domain structures, reuse
OpenCL primitives or query device flags, among others.

To understand the change produced it is necessary to observe the rectangle of dashed
lines around this area (New parallel region), and how the same discovery and configura-
tion region is projected downwards using the original EngineCL perspective and behavior
(Original region). The lower part shows the original steps and how the restrictions limited
parallelism. There was only effective concurrency and overlapping operations for a short
period of time when some devices were discovered and others initialized, as long as they
belonged to different OpenCL platforms.

In parallel, both the thread in charge of load balancing ( Scheduler ) and the threads as-
sociated with devices ( Device ) take advantage of this time interval to start configuring and
preparing their resources as part of the execution environment. These threads will wait only
if they have finished their tasks independent of the OpenCL primitives, instantiated by the
Runtime . It takes advantage of the same discovery and initialization structures to configure
the devices before delegating them to the Scheduler and Device threads, which will be
able to continue with the following stages. These optimizations reduce the execution time
affecting the beginning and end of the program, due to the increase of the parallel fraction
of the program as well as the reuse of the structures in memory, liberating the redundant
OpenCL primitives.

Platforms and devices are now initialized and configured in parallel. Only some opera-
tions are necessarily sequential, although such regions have been reduced to a minimum.
Some sequential examples are the mappings of OpenCL primitives, such as contexts, plat-
forms and configuration flags, needed to be able to produce independent operations concur-
rently. This also happens in EngineCL modules, such as Manager , when setting and linking
structures associated with the Device , encapsulating OpenCL device identifiers that should
be unique to track all their resources. These mechanisms are vital to communicate with the
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Figure 4-1: Diagram of the Runtimemodule showing the optimization in the device discovery and config-
uration blocks thanks to the parallelization of the initial execution stages, using two platforms and three
devices as an example.

Runtime module. For example, if EngineCL is configured to operate with the GPUs and
CPU of the node, and the programmer has a specialized kernel for AMD accelerators, the
Runtime must necessarily consult and keep track of the discovered devices and configure
them appropriately at runtime. This type of operations continue to restrict the runtime im-
provement, as exemplified in the figure with the blocking barrier (dotted lines) and the next
operations (final setups). However, the gain is significant since there are multiple regions
that benefit from overlapping stages. Even though the initialization process has increased
and now it is more complex, the programmer is still unaware of the changes, as the external
API has remained stable.

4.1.2.2 Memorymodel

Regarding the memory model, the software architecture has been modified to improve the
usage of OpenCL memory containers, both when instantiating and sending data through
input and output buffers ( Buffer ). The variety of architectures as well as the importance
of OpenCL sharing memory strategies save costs when doing transfers and unnecessary
complete bulk copies of memory regions. This occurs usually between main memory and
device memory, but also between reserved parts of the same main memory (CPU - inte-
grated GPU). Some of the most important features are the incorporation of fine-grained
and coarse-grained Shared Virutal Memory (SVM) Buffers and the use of clSVMAlloc for
explicit memory reservation without the need to create OpenCL Buffers. Although SVM
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capabilities (OpenCL 2.0) allow further shared memory features, many vendors still apply
the OpenCL 1.2 version, leaving such improvements for future implementations. In fact,
OpenCL 3.0, already present in some devices of the Desktop and DevCloud machines pre-
sented in Section 1.7.1, does not mean that they have implemented full SVM support. This
is relevant because from this version onwards the features are modular and optional. How-
ever, Remo node used in this Integration has an integrated GPU with partial support for
OpenCL 2.0 and its SVM features, so these optimizations serve to achieve tighter synchro-
nizations when accessing SVM memory. Therefore, all these variations in functionality and
complexity due to the diversity in the implementation of capabilities and extensions of the
specification highlight the importance of offering the maximum compatibility and versatil-
ity possible. In this case, offering the possibility of exploiting those memory models and
optimizations present in the hardware and drivers that may appear.

For this reason, changes are made to the EngineCL memory model. Figure 4-2 shows
the software design proposed for OpenCL memory allocations. The Strategy pattern is used
to implement the different behaviors when interacting with OpenCL memory [380]. On the
one hand, GenericBufferStrategy , is the original EngineCL mechanism, encapsulated as
the common way of constructing and manipulating memory in case a more specialized one
is not available. The advantage is that it is able to operate with any type of device, offer-
ing maximum portability, but at the cost of being less usable and without potential opti-
mizations. The PinnedMemoryStrategy class implements memory mapping, relieving the
programmer from having to program such verbose code, but being able to leverage Shared
Physical Memory optimizations (SPM via IOMMU) with integrated GPUs (OpenCL 1.2).
Additionally, this strategy enables also DMA transfers for OpenCL buffers when using dis-
crete GPUs. Finally, with SVMRegionStrategy it is possible to use explicit SVM memory
region allocations and OpenCL API functions, as expressed above. The drawback is that
it requires OpenCL 2.0, only partially supported by the integrated GPU of the AMD APU
(Remo system).

Buffer

implements

PinnedMemoryStrategy SVMRegionStrategyGenericBufferStrategy

cl::mem

Any Device DMA / SPM SVM

implements

AllocOpenCLMemory

Buffer

OpenCLMemoryStrategy
uses

cl::mem / raw pointers raw pointers

uses usesuses

Figure 4-2: Memory model optimizations encapsulated as OpenCL strategies.
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Finally, by tweaking OpenCL buffer flags that set the direction and use of the memory
block with respect to the device and program, OpenCL drivers are able to apply underlying
optimizations to the memory management.

4.1.2.3 Algorithmic optimizations

Finally, considering the algorithmic approach, an extension and exploration of two param-
eters of the best algorithm used so far, HGuided, has been performed in order to maximize
the co-execution performance.

Considering the formula for splitting and assigning packages to devices in HGuided, as
it is shown in Section 2.2 of the Background Chapter, the package size for device 𝑖 is now
computed as:

𝑝𝑎𝑐𝑘𝑎𝑔𝑒_𝑠𝑖𝑧𝑒𝑖 = 𝑚𝑎𝑥��
𝐺𝑟 𝑃𝑖

𝑘𝑖 ∑
𝑛
𝑗=1 𝑃𝑗

� , 𝑚𝑖𝑛_𝑝𝑎𝑐𝑘𝑎𝑔𝑒_𝑠𝑖𝑧𝑒𝑖� (4-1)

As it is detailed in the HGuided Equation 2-1, 𝐺𝑟 is the number of pending work-groups
and is updated with every package launch. 𝑃𝑖 is the computational power of the device 𝑖,
while 𝑃𝑖 and 𝑃𝑗 obtains the computational power ratio compared with the 𝑛 devices of used
in the computation. The parameters of the HGuided are the computing powers and the min-
imum package size. However, performance variations have been found when using distinct
minimum packages, as it affects the devices in different ways. Thus, new input parameters
are allowed, being able to assign as many minimum sizes as devices are computing. There-
fore, the parameter search for this scenario focuses on studying the relationship between
the constant 𝑘 and the minimum packet per device, keeping the rest of the parameters un-
changed.

The minimum package size is a lower bound for the 𝑝𝑎𝑐𝑘𝑎𝑔𝑒_𝑠𝑖𝑧𝑒𝑖 and they are usually
dependent on the computing power of the devices, being bigger package sizes in the most
powerful devices. Moreover, 𝑘𝑖 is an arbitrary constant. The smaller the 𝑘 constant, the faster
decreases the package size. Tweaking this constant prevents too large package sizes when
there are only a few devices, with cases such as giving half the workload in the first package
to a device, unbalancing the load.

HGuided is optimized by applying a combined tweaking to both the 𝑘 constant and the
minimum package size, inversely related. For each device, a pair of minimum package size
and 𝑘𝑖 constant is given. The former is a multiplier of the local work size and it increases with
more powerful devices, while the latter decreases in such cases. The 𝑘𝑖, although related with
the computing power of each device, it is established with values between 1 and 4 to avoid
crossing the border penalties: neither too large nor too small packages.
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4.1.3 Methodology

The experiments are carried in Remo, the heterogeneous commodity system composed of
CPU, integrated GPU (iGPU) and GPU, as it is described in Section 1.7.1.

Five benchmarks have been used to show the performance gains of the optimizations.
Table 1.7.2 shows the properties of the selected benchmarks: Gaussian, Binomial, Mandel-
brot, NBody and Ray. Moreover, Ray is provided with two scenes with a variety of lights and
objects to explore different irregular behaviors.

The performance evaluation of EngineCL for time-constrained scenarios is done by ana-
lyzing the co-execution with the optimizations in the heterogeneous system. As it is highly
detailed in Section 2.2, Static and HGuided algorithms are evaluated, along with the new
HGuided optimized version described in this Integration. The Dynamic algorithm is dis-
carded because it delivers low performance, strongly penalized by the synchronization due
to the short duration of the executions. Few packages generate a strong imbalance, whereas
many impose high execution overheads. The scheduling configurations are grouped by al-
gorithm. The first two bars represent the Static algorithm varying the order of delivering
the packages to the devices. The one labelled Static delivers the first chunk to the CPU, the
second to the iGPU and the last one to the GPU, while in the Static rev the order is GPU-
iGPU-CPU. Then, the latter present the HGuided algorithm and its new optimized version.

To evaluate the performance of the load balancing algorithms the total response time is
measured, as well as the response time of each of the devices. The measures include the
kernel computation and buffer operations (reading and writing), but excluding program
initialization and releasing, as part of a time-constrained scenario. Each program uses a
single problem size, given by the completion time of around 1.5 seconds in the fastest de-
vice (GPU). Then, as it is exposed in Section 1.7.3, three metrics are calculated: balancing
efficiency, speedup and heterogeneous efficiency.

To guarantee integrity of the results, 50 executions are performed per case. An initial
execution is discarded for every set of iterations to avoid warm-up penalties in some OpenCL
drivers and devices.

4.1.4 Results

This section presents results of experiments carried out to evaluate the performance when
using all the devices in the system with the load balancing algorithms, including the new
runtime and HGuided optimizations. In other words, all schedulers benefit from new design
decisions, parallel initialization steps and memory management optimizations. As noted in
Chapter 3 during the energy efficiency validation, Remo AMD APU does not allow mea-
suring energy consumption as it does not have accessible hardware counters or alternative
mechanisms to measure it, so the study of energy efficiency would be very limited with only
the discrete GPU.
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4.1.4.1 Performance Results

The performance results achieved in the heterogeneous system with different load balanc-
ing algorithms are shown in Figures 4-3 and 4-4, where the speedups and efficiency are
depicted. The abscissa axis contains the benchmarks defined in Section 4.1.3, each one with
four scheduling configurations. The last group of bars shows the geometric mean per sched-
uler.

The results reveal, as contrasted in Chapter 3, that HGuided scheduling configurations
achieve the best results. However, there are situations in which some algorithmic configu-
rations can reach or even slightly surpass the original version of the HGuided balancer, as
in the case of the Static algorithm for the NBody computation.

Any extra operation can cause an overhead that penalizes the complete execution, espe-
cially in this type of scenarios with short execution times. For this reason, Static is the sim-
plest algorithm and allows an efficient implementation, providing acceptable results since it
generates low overheads due to minimum package and device synchronizations. However,
HGuided is a much more complex algorithm to implement optimally, requires more oper-
ations to distribute the packages and involves more synchronization overheads. And yet,
its algorithmic advantage most of the time overcomes the other negative points, as demon-
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Figure 4-3: Speedups for every scheduler and program compared with a single GPU.
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Figure 4-5: Balance for every scheduler compared with a single GPU.

strated in these and previous experiments.
The algorithmic optimizations of HGuided allow improved performance for all the cases

studied, which is not the case with the previous version. Nevertheless, they require a de-
tailed analysis of the execution scenario in order to establish the appropriate parameter tun-
ing. However, since they are parameters with a range of values over which to perform the
exploratory search, it is a task that does not require programmer intervention. Regarding its
differences, HGuided achieves average efficiencies of 0.81 and 0.84, when using the default
and the new optimized version, respectively. Due to the optimizations applied, the results
of the HGuided improve 3% for regular problems and 3.5% for the irregular ones, being
ahead of the rest scheduling configurations and reaching efficiencies of up to 0.89 and 0.93
for Binomial and Ray2, respectively.

Figure 4-5 depicts the balance metric obtained per scheduler, as it is defined in Sec-
tion 4.1.3, achieving near the best balance when using HGuided, in all applications. This
is a consequence of the computation of smaller packages at the end of the execution. For
regular problems, the balance is directly related with the performance of its scheduling con-
figuration, but it is not completely fulfilled for irregular ones, with cases like Mandelbrot.
It has higher performance in Static than in its reversed version, but it suffers imbalance.
These variations are produced because a slow device (CPU) finishes working and no more
packages need to be computed, waiting for the other devices, but finishing the total problem
computation in less time, because faster devices compute more work.

4.1.4.2 Optimizations Evaluation

Taking into consideration the global vision of the problem as well as the excellent results
obtained with the new proposal of the HGuided, it is necessary to emphasize the optimiza-
tion work performed at the algorithmic level as well as in the runtime, as it was detailed in
Section 4.1.2.

Figure 4-6 shows how the performance is affected by the combination of pairs (𝑚, 𝑘), being
𝑚 the multiplier value to obtain the minimum package size and 𝑘 the HGuided constant,
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Figure 4-6: HGuided scheduler performance: 𝑚 multiplier (minimum package size) and 𝑘 constant pa-
rameter combination.
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both for each device in the heterogeneous system. The Z axis sets the program execution
time for the problem size indicated in the Section 4.1.3, while X and Y axes show the 𝑚 and
𝑘 values per device, respectively. The order of the three values represent the CPU, iGPU and
GPU. For example, a Gaussian execution with the values 𝑘 {3, 3, 1} and 𝑚{1, 15, 30} means
that the HGuided has scheduled the workload by distributing smaller packages to the CPU
and iGPU but larger to the GPU. This 𝑘 variation affects the first packages delivered. In
addition, as packages are distributed and their size decrease is when the minimum package
size limitation occurs. In this case, because of the 𝑚 selected values, the CPU is not limited,
but the iGPU and GPU minimum package sizes are 15 and 30 times larger than the local
work size, respectively. For instance, the local work size (lws) of Gaussian benchmark is
128, as it is detailed in Section 1.7.2.

For all the programs there is a correlation between the 𝑚 multipliers and 𝑘 constants, in-
versely related. The charts show how the 𝑘 constants have a greater impact on performance
than the minimum packet size, except in NBody, where the limitation of the minimum pack-
age size for the CPU is completely relevant to avoid synchronization overheads. The more
packages are created, the more management needs to be performed, and both Runtime and
Scheduler units are CPU-managed (host thread), incurring in more overheads when dealing
with transfers and computations. Although this effect can be appreciated in every applica-
tion, in NBody it is even more highlighted due to its communications.

Considering all programs, by classifying the results based on the performance average,
several conclusions can be extracted to improve the general efficiency:

◼ The more powerful the device, the greater the minimum package size.
◼ The more powerful the device, the fewer the 𝑘 constant.
◼ There is not a perfect choice for every program, but the combination of𝑚𝑖 = {1, 15, 30}

and 𝑘𝑖 = {3.5, 1.5, 1} give the best results.
◼ If a single 𝑘 constant should be selected for every device, 𝑘 = 2 is the best option.
◼ If the CPU is involved in the computation and no previous profiling can be performed,

it should maintain 𝑚 = 1 to avoid major penalties in performance.

On the other hand, taking into account the runtime, two tasks have been carried out: the
initialization optimization affects the execution of the complete program (binary), while the
buffers optimization improves both binary and based on the region of interest (ROI). The
ROI discards the initialization and release stages, considering only the transfer and compu-
tation, where a minor management overhead or synchronization call highly penalizes the
general performance.

Figure 4-7 depicts the evolution of the execution time as the problem size increases for
each program, as well as the trade-off between single or multi-device execution. The abscissa
axis represents the problem size expressed as total work items (gws). The green (top) and
blue (bottom) lines show how the execution time increases as the size of the problem grows,
for binary and ROI, respectively. Every vertical line represents a inflection point when it
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Figure 4-7: HGuided Opt execution time per problem size when launching the binary and only the region
of interest (transfer and compute).

crosses the previous continuous lines associated with its execution type, indicating when it
is worthwhile to balance the load with HGuided Opt, compared to executing only in the
fastest device (GPU). The dotted lines show the previous version, while the dashed lines the
new optimized one.

Analyzing the results in detail, all programs show a similar increasing linear trend in their
first seconds of execution, except NBody, which grows exponentially. The difference be-
tween executions is practically a constant value, due to the amount of common operations
during initialization and end of execution, although influenced by the type of kernel (com-
pilation and arguments configuration) but also the amount and size of buffers involved.

The initialization optimization has a strong impact on its constant, saving 131 millisec-
onds on average when reusing OpenCL primitives and the configuration stages are highly
parallelized until they are limited by their own dependencies (Buffer, Context, Queue, etc).
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On the other hand, buffers optimization affects both execution modes, but has a greater im-
pact on ROI, as it affects transfers. Devices that share the same main memory can reuse the
buffers without penalty. Nevertheless, its impact is minimal for such small problem sizes,
since the transfers are practically negligible compared to the rest operations.

The inflection points improve, on average and taking into account the two types of exe-
cution, 7.5% when optimizing the initialization and 17.4% when facilitating the recognition
of buffers types and avoiding unnecessary copies. These two optimizations are fundamental
considering the scenario in which these applications are evaluated.

Considering the experimental setup, a set of conclusions can be indicated:
◼ The average time it is worthwhile balancing the load has to exceed 15 milliseconds

when considering the region of interest, and 1.75 seconds when executing the com-
plete program.

◼ The bigger the problem size, the better it performs load balancing, and therefore, it
excels over a single execution over the fastest device.

◼ The amount of potential optimizations and time savings that can be achieved in the
runtime are limited by the gains obtained by applying optimizations on the slowest
device and being executed alone (single mode).

In summary, both EngineCL and its load balancing algorithms, thanks to the exhaustive
analysis and evaluation, support optimizations and fine-grained work focused on specific
scenarios, significantly improving their results.

4.1.5 Conclusions

This Integration has highlighted the importance of optimizing both software and algorith-
mic designs, in order to properly exploit commodity systems and time-constrained scenar-
ios. These situations cause high overheads in work-load distribution and device manage-
ment, making it prohibitive for such short-duration problems, where the host-device model
is heavily penalized. This reveals the importance of adaptability in runtime systems, reflected
in the changes needed to exploit other types of scenarios for which it was not initially con-
ceived.

Thus, considering these scenarios and the challenge of achieving efficient co-execution,
the contributions focus on two main improvements. First, a number of optimizations have
been designed and implemented on EngineCL that address the initialization stages, the reuse
of primitives in the multi-threaded architecture and buffer management. Second, an effort
has been made to optimize the HGuided scheduler, tunning the values of its parameters.
For this purpose, an experimental evaluation has been carried out to evaluate the variations
and relations of the parameters of this algorithm under the worst-case scenario for load
balancing.

A number of conclusions can be drawn from the experimental results. Firstly, the pro-
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posed optimizations reduce the execution time of a program by 7.5% and 17.4% to make
co-execution successful for the binary and ROI operation modes, respectively. Regarding
the HGuided parameters, it can be concluded that the more powerful the device, the larger
the minimum package size and the lower the k parameter value should be. Thus, the best
result is always obtained if the minimum package size is not limited for the CPU, when be-
ing the less powerful device in the system. Finally, thanks to all the optimizations, the new
load balancing algorithm is always the fastest and most efficient scheduling configuration,
yielding an average efficiency of 0.84. Thus, opportunities to compete in time-constrained
scenarios against the fastest device increase.

113





4.2 Integration II: hybrid programmingmodels

4.2 Integration II: hybrid programmingmodels

Molecular dynamics simulators are a relevant application field for heterogeneous systems
due to their potential savings in execution times and reduction of energy consumption. For
this reason, they have been optimized for years for multi-core HPC architectures, making it
difficult to port them to other architectures that allow simultaneous computation on several
devices.

In this Integration, EngineCL is extended to enable efficient co-execution of molecular
dynamics kernels of the ls1-MarDyn simulator. Several contributions are made including
support for a new execution core and a hybrid co-execution mode, solving the problems
encountered when executing with OpenCL-based technologies. The architecture has been
modified to offer greater flexibility and to combine programming models, offering new en-
capsulations and API adaptations. The changes produced allow similar CPU efficiency to the
optimized and vectorized code currently used by the simulator, while exploiting simultane-
ously the accelerators of a heterogeneous system, reducing the total computation time.

4.2.1 Motivation

The advent of heterogeneous systems has opened up new optimization opportunities for
applications that have traditionally been optimized to run on clusters of CPUs, like the ls1-
MarDyn molecular dynamic simulator [116].

An interesting collaboration arises with researchers of the Scalable Programming Models
& Tools Department (SPMT), located in the High Performance Computing Center Stuttgart
(HLRS), the supercomputing and research center of Stuttgart, as a result of a stay during the
second quarter of 2019. This Integration work is carried out until the beginning of 2021,
focusing on the exploitation of ls1-MarDyn in heterogeneous systems. The essence of this
work is that it is the first real scientific application of the dissertation, moving away from
the benchmarks and synthetic or simplified applications, typically used in most works and
benchmark suites. A feasibility study was carried out in the porting and exploitation of this
software with OpenCL, finding many challenges and complexities derived from the soft-
ware architecture and optimizations implemented to its core. It is a very ambitious simu-
lator, developed for years by multiple physicists and expert computer optimizers. Since the
rebuilding of the software architecture to fit accelerators is an unfeasible task, due to con-
straints regarding time and the access to the original architects and developers, the approach
has shifted. A study of the design principles and the currently implemented parallelism has
been carried out, with the aim of recognizing the most computationally intensive regions
and incrementally porting these bottlenecks using EngineCL.

Two key insights emerge from this porting efforts. The first one, focused on the archi-
tectural modification of the simulator, profiling studies and proposals for adapting the base
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parallelism, all of them of interest to ls1-MarDyn developers and optimizers. The second
one, the extensions and optimizations applied to EngineCL, the impact of the underlying
technologies and its experimental results in heterogeneous systems. For HPC interest and
coherence with the rest of the dissertation, this Integration focuses on this second aspect.
The following results focus on evaluating the behavior of the most intense and/or most used
regions, present in different software layers of the simulator. Therefore, they serve as a refer-
ence in order to study the impact of the optimizations. They are called kernels for simplicity,
considering the OpenCL/EngineCL terminology.

The use of heterogeneous systems and the OpenCL technology for ls1-MarDyn gives rise
to two main challenges: device performance portability issues as the programming model
varies and the programming complexity when extending the core of EngineCL.

Challenge 1: OpenCL performance portability. One of the key points of the performance
of a device and the associated OpenCL programming model is determined by the quality
of the driver and the optimizations provided by the vendor. This has been a serious prob-
lem encountered during the OpenCL technology applicability study in the kernels extracted
from the ls1-MarDyn simulator. The Intel Xeon processor requires a degree of optimizations
not achievable by its driver regarding these molecular dynamics kernels, causing a perfor-
mance penalty. Thus, the feasibility study only allowed a correct use by the GPU, but ruled
out any possibility of exploiting the CPU.

EngineCL facilitates incremental transformation and analysis of compute-intensive re-
gions, thanks to its architecture, built-in schedulers and introspection capabilities. However,
on the other hand, since EngineCL uses internally OpenCL technology, it still presents this
problem. The ls1-MarDyn software uses parallelized and vectorized kernels, so OpenCL is
not able to cope with such an optimized code, as it is depicted in Figure 4-8. It depicts the
time to compute two types of kernels for different problem sizes. Gaussian kernel, a classical
kernel and evaluated throughout the dissertation, is shown on the left. It shows how both
OpenCL and OpenMP technologies offer similar performance. On the right, on the other
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Figure 4-8: CPU computation times for classical and ls1-MarDyn kernels, usingOpenCL andOpenMP tech-
nologies for a set of problem sizes.
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hand, shows the penalization of OpenCL when computing a ls1-MarDyn kernel. For this
reason, there is a need to improve the performance of OpenCL in comparison with the code
optimized for CPUs.

Consequently, it is necessary to transform the core of EngineCL, enabling the exploita-
tion of hybrid programming models. That is, the combination of different programming
paradigms, languages or technologies, but being treated as an integral part in the resolution
of a program (Program Domain in EngineCL nomenclature). The objective of this combi-
nation is to increase the runtime flexibility and be able to exploit different programming
techniques and source code origins. All of this while enabling transparent co-execution be-
tween hybrid programming models to achieve maximum performance.

Challenge 2: Programming complexity. Due to the need of mixing technologies and pro-
gramming models based on different philosophies, new drawbacks arise. The main one is the
increased complexity of the whole system to enable all the advanced and innovative func-
tionality. Such technological flexibility requires structural changes, affecting all software
layers. However, EngineCL is a runtime system with proven adaptability and modularity.
Therefore, it is necessary to adapt the runtime in order to maintain its premises and design
principles, but to provide it with new computational capabilities more optimized for the
CPU. To guarantee the abstraction and performance portability achieved by EngineCL and
validated through the dissertation, the runtime must preserve its main features. In short,
EngineCL should keep a negligible overhead with respect to OpenCL, allow efficient co-
execution and maintain a clean API design, while providing new execution methods that
are independent of OpenCL to properly exploit the simulator.

The goal is to achieve efficient co-execution between CPUs and accelerators, leveraging
years of optimization efforts to exploit Intel Xeon CPUs. These have ranged from the ap-
plication of vectorization and parallelization with threads, through memory hierarchy ex-
ploitation, embedded assembly code in specific regions, to the application of mapping and
affinity strategies. In this particular case, the optimizations materialize in the execution of
molecular dynamics kernels, but the strategies and extensions developed are applicable to
other types of applications. Nevertheless, this work shows the impact of these optimizations
and the use of different devices with respect to the initial implementations limited to CPUs.

4.2.2 Overview

The proposal of this extension focuses on enhancing EngineCL with more functionality,
without compromising its usability. The main objective of this Integration has been to pro-
vide model support for hybrid heterogeneous computing models. In particular to the ls1-
MarDyn simulator and the heterogeneous system evaluated, it means to be able to combine
different computing technologies for CPU-GPU co-execution. Thereby, the runtime has
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experienced three innovations from the functional point of view.

First, the entire system has been adapted to support new execution cores, such as the native
and OpenCL. An execution core is an internal part of the software architecture of EngineCL.
It is responsible for translating EngineCL commands into operations of the underlying tech-
nology. Until this Integration, OpenCL was the only usable technology. With this work, this
concept is defined, amplified and encapsulated, taking full relevance. This has required an
internal transformation, including the generation of new interfaces to encapsulate the dis-
tinct implementations of its behavior. Furthermore, it has also required a minimal modifi-
cation of the external API, trying to preserve the high usability.

Secondly, a new execution core has been implemented, the native execution core, thanks to
the architectural adaptation to support variants of the internal computational engine. This
core is specialized in the execution of binary kernels for the CPU, as a native execution,
instead of an execution core based on OpenCL.

Finally, the third one focuses on adapting the runtime to support hybrid co-execution,
mixing native and OpenCL-based execution cores. In this way, the same kernel is computed
simultaneously by two independent technologies, being EngineCL in charge of synchroniza-
tion, workload distribution and resource management, regardless of the execution core.

The last two are clear optimizations in both offload-based executions with a single de-
vice à la pure host-device programming model, and co-execution powered by schedulers.
The changes made to achieve these improvements are detailed below, focusing on the func-
tional and architectural enhancements that directly affect the optimizations validated in Sec-
tion 4.2.6.

4.2.3 Optimizations

The optimizations made in the runtime affect multiple system modules, mainly focused
on decoupling the components related to OpenCL technology and providing efficient co-
execution mechanisms for new execution cores, without requiring structures and mecha-
nisms inspired by OpenCL’s own execution and management models. Section 4.2.3.1 pro-
vides an overview of the affected modules and the most important design patterns applied.

Since the new native execution core introduces multiple changes in the initialization
chain and association to the application domain, the execution model is detailed in Sec-
tion 4.2.3.2. The divergent behavior created by each execution core is encapsulated, thanks
to the proposed architecture. This allows reducing the number of common operations re-
quired, while ensuring independent operation flows per device and execution core used.
Furthermore, this independence favors specialization strategies in the instantiation of prim-
itives and structures used by the runtime, as is the case of the memory regions and the ab-
straction performed on the Buffers, highlighted in Section 4.2.3.3.
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Figure 4-9: EngineCL contexts and main modules, highlighting those affected by the optimizations.

4.2.3.1 Architecture

As it has been detailed in Chapter 3, EngineCL offers a layered architecture in three tiers,
increasing the functionality and degree of complexity the lower the tier. The changes of this
Integration have been very relevant, producing structural modifications, since the base tech-
nology has changed. For this reason, it has been necessary to access Tier-3. As presented in
Section 3.3.2, Figure 4-9 shows the layers, tiered horizontally, contexts and the main mod-
ules, highlighting those affected by the optimizations:

◼ Program , Device : API design modifications to allow using the low-level features of
Tier-3.

◼ Buffer , Runtime , Work : modules extended to support further functionalities, while
providing compatible interfaces with other modules.

◼ Executor : new module to deal with different execution technologies.
◼ Range : refactored functionality, extracted from the OpenCL context and created as a

new isolated ExecRange context and Range module.
As can be seen, this layered design allows encapsulating the functionality provided by the

modules of the lower layers, while favoring functionality reuse and a simplified API design.
The original design principles and the resulting software architecture have been necessary
to conveniently modify the runtime to support new features.

The adaptation of the runtime to support new execution paradigms has involved a refac-
toring of the execution engine, which until now was intended only for OpenCL. A new ex-
ecution interface, Executor , has been incorporated, which determines the execution core
of a device. In order to traverse the execution space, provided by the application domain
( Program ), the Range module has been refactored and isolated as a new one, which masks
how the kernel is executed, independently of the execution core. In addition, both the
Runtime and the Work distribution are adapted to understand the new abstract execu-
tion mechanism provided by Executor. The new component signatures influence how they
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are manipulated and instantiated by each Device and the Runtime itself. These structural
changes have not affected the API design, thanks to the layered architecture.

On the other hand, with the addition of a new native execution core, a slight modification
of Tier-1 has been facilitated, as will be seen in Section 4.2.4. The runtime can provide a
native optimized kernel for the CPU, using directly the Program , favoring independency
between the computing technologies and the application domain. In this way, the variables
and parameters provided to the Program class are internally associated to the structures
needed by each internal execution core, regardless of the technology used.

Finally, new design principles have been provided to facilitate internal maintainability and
extensibility. Three functionalities have been defined that can work independently of each
other, the execution space ( Range ), the execution core ( Executor ) and the data manage-
ment ( Buffer ). Since the behavior of each of the new interfaces depends on the instantia-
tion of the chosen adapter, theAbstractFactory pattern is applied to simplify the composition
of operating modes [380].

In this way, the mode of operation of the core does not determine the rest of the internal
components on which it depends, the extensibility of the runtime and its internal execution
mechanisms. Abstract Factories facilitate the construction of products with interchangeable
parts. Therefore, the NativeFactory and OpenCLFactory are consolidated in this Inte-
gration, assisting when instantiating and manipulating native or OpenCL primitives and
operations.

The NativeFactory builds the most optimal components for a native execution mode
on CPU, instantiating an execution space based on C++ iterators, an execution core based
on a executable code blob for CPU and a lightweight data management with direct access
to host memory. Finally, OpenCLFactory offers the original EngineCL components, now
refactored and encapsulated as independent instances. It builds an n-dimensional range-
based execution space, an OpenCL-based execution kernel, and explicit reservation-based
memory management with disjoint spaces.

4.2.3.2 Executionmodel

The execution model is explained focusing on the divergent tasks regarding the execution
cores, helping to understand the main differences that allow supporting distinct executors
including the novel native CPU processor. To simplify the model, it is taken into account
the compilation and execution phases of a program when using the runtime. Moreover, an
overview of the co-execution process is described, focusing on job scheduling and synchro-
nization with devices that is performed internally.

Figure 4-10 shows the kernel compilation stage in the upper part, while the lower one
summarizes the stages produced during the execution phase. The starting point is a source
code with an OpenCL kernel, while the offline compiler is used to prepare the binary kernels
to be used later during runtime execution.
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Considering the compilation stages, the clkernel tool performs a compilation for the
different devices present in the system, thanks to the ICD loadingmechanism of OpenCL and
the subsequent binary construction offered by its drivers. On the other hand, the cl2native

tool performs a source code transformation to be compiled by the different backends present
in the system. The programmer can include annotations to facilitate the conversion, provide
his own optimized variant or even use his own binary file, as long as it maintains the appro-
priate signature to be consumed. The tool to provide automatic transformation serves as a
straightforward and easy method to execute kernels with the new functionality, but hand-
optimized variants would be the best option to reach the maximum performance. In any
case the code will be provided with a wrapper that establishes a common interface to be
called. This signature will be consistent with the specification needed by EngineCL at run-
time. The programming model chosen by cl2native is OpenMP, but the programmer is free
to use any other strategy and model. Finally, one of the established compilers, such as icc

or gcc , will be used, building an optimized binary kernel with position-independent exe-
cution and without name mangling, to be used directly by the runtime. In both cases, the
resulting files contain the pre-compiled programs with the code ready to be consumed by
the different devices of the heterogeneous node.

Subsequently, during the execution phase, as it is shown in the lower part of Figure 4-10,
as soon as the Engine module uses the Program , a series of steps occur, affecting the chosen
execution mode. The Runtime creates and configures the devices through the Device in-
terface, initiating their configuration and starting to operate independently. This behavior is
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hidden from the rest of the runtime, while they perform a set of steps depending on the cho-
sen mode of operation determined by the instantiated components (Factories, for instance
OpenCLFactory ). Figure 4-10 shows two paths at the bottom, one for the GPU and one for
the CPU. The OpenCL binaries are initialized and assigned to the devices associated to the
context managed by the Device, that is the GPU, who uses an execution engine based on
OpenCL, an n-dimensional range and a program based on a low-level class of OpenCL. On
the other hand, the CPU device uses the native execution core, its execution space is based
on an iterator and initializes the program through a dynamic indirection mechanism. Fi-
nally, the previously constructed binary kernel is loaded dynamically in a blocking fashion,
and the start function of the program is subsequently configured. Access to the appropriate
symbol within the executable is provided by using a wrapper with a common signature.

Considering the major steps in the scheduling process, Figure 4-11 shows the overview
when using the hybrid co-execution model. This represents the extension produced on the
original design shown in Section 3.3.1 of Chapter 3. In this example, each device uses a
different execution core, the CPU device exploits the native core, while the GPU keeps using
the OpenCL core. The execution cores are encapsulated for the rest of the system, providing
opaque operations for the runtime.

Thanks to the optimizations implemented, the native kernel configured with buffer bypass
( bypassed allocs , bypassed ) avoid a number of operations that occur in the OpenCL-
based model ( allocs ). For example, the reservation of disjoint memory spaces (config-
uration phase), the discovery and configuration of platforms ( fast init ), the enqueuing
of read and write operations, or the data exchange mechanisms during asynchronous op-
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Figure 4-11: Technology encapsulation in relation to the scheduling mechanisms with the hybrid co-
execution model.
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erations. As the interface has to be consistent for communication with the rest of the run-
time modules, some of the operations offer light layers for interaction, such as callbacks
( OpenCL callback ), synchronization or the queuing of work packages and their computa-
tion operations, which are not necessary in the native model ( callback mock ). The slowest
operation of the native core execution process is the initialization and its blocking load. This
phenomenon of blocking in the runtime initialization process has similarities with what hap-
pened initially EngineCL and how it was optimized in Section 4.1.2 of Integration I. Those
enhancements contributed to speed up the initialization phases of the runtime when devel-
oping this hybrid mode. Thanks to the multi-thread architecture and optimized pipeline, the
loading of resources by the native core does not affect the rest of the runtime phases, whether
it is the device initialization, the scheduler configuration or the distribution of work pack-
ages. The scheduling stage of EngineCL is not affected by the different execution cores, so the
division and allocation of work as well as the synchronization stages continue to maintain
the same mode of operation as in the original engine.

4.2.3.3 Memorymodel

The outline of the memory model, regarding the modifications performed in this work, is
shown in Figure 4-12. Originally there was only one Buffer class that encapsulated an
OpenCL buffer, reserving one region of memory on the host and another on the device,
except if it was the CPU, in which case there was only one region.

With the addition of the native mode and its optimizations, two new types of buffers have
been offered for EngineCL. On the one hand, those based on memory region reservation,
BufferAlloc , where two classes can be instantiated. The AllocOpenCLMemory acts as a
Proxy pattern that delegates actions to an OpenCL buffer, preserving the initial EngineCL
behavior for every OpenCL device [380]. The AllocHostMemory provides a host buffer that
can be used and manipulated exclusively by a native execution core.

On the other hand, a BufferBypass class is provided as an optimization for the native
core. This mechanism acts as a proxy with respect to the AllocHostMemory class, being able

Buffer

BufferAlloc delegates BufferBypass

delegates

AllocOpenCLMemory

implements

AllocHostMemory

cl::buffer

Proxy pattern

Proxy pattern

Figure 4-12: Hybrid memory model optimizations providing new classes and interfaces as an abstraction
of the EngineCL Buffer.
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to configure the behavior depending on how the memory region is accessed. It offers two
configurable behaviors, either at compile time with a static policy or at run time based on dy-
namic conditions, such as how to access the memory region, including size, data type or po-
sition. Considering ls1-MarDyn and its kernels, it has been found that a pure bypass strategy
is the most advantageous, since there is no reservation or copying of memory subregions.
However, this bypass mechanism can be useful for other configurations, applications and
systems that use the new execution core. That is, the BufferBypass class configured by the
runtime to always reuse host memory and never make instances of the AllocHostMemory

class under any conditions. Thereby any memory request acts directly on the C++ contain-
ers or the host memory regions provided by the application domain ( Program ) itself. It is
worth mentioning that the possibility of beneficial use of AllocHostMemory could be found
in kernels that mutate buffer contents or where more sophisticated execution space strategies
are performed, taking advantage of the memory hierarchy, such as in stencil algorithms.

Finally, it should be noted that the use of the native model reduces the memory require-
ments of the runtime, since the OpenCL-based operating mode includes multiple primi-
tives and structures to be able to use this technology. The OpenCL execution core and its
increase in memory occupation is not directly related to the application domain data, but is
influenced by the use of this programming model and the number and architecture of the
devices. Examples are contexts, command queues, events or the callback payloads them-
selves. Therefore, by using the native execution core, the runtime is being lightened, pro-
viding it with higher performance, less memory footprint, and facilitating a more beneficial
co-execution, as will be seen in the Section 4.2.6.

4.2.4 API Design

The design pillars of EngineCL are usability and performance, and as noted in the Architec-
ture Section 4.2.3.1, the innovations introduced have not adversely affected the Tier-1 and
Tier-2 used by programmers and users of the runtime. Listing 3 shows a block of code that
computes one of the kernels exploited and optimized in this Integration, the Lennard-Jones
potential for a set of molecules. The first two statements obtain the OpenCL kernels, both
generalist and specialized for a GPU. Next, the problem data is reserved and initialized, as
part of the ls1-MarDyn simulation process, masked in the ljpotential_init_setup func-
tion. The runtime engine is initialized and configured between lines 11 and 20 (𝐿11 − 20),
where the devices to be used and the scheduling algorithm are established. Subsequently,
the application domain is built, where the input and output buffers are specified (𝐿23 − 25),
as well as the kernel and its arguments to be executed (𝐿27, 28). Finally, the program is
provided to the runtime to be executed in co-execution.

Regarding the high level API, the only noticeable variation after these innovations, is the
one produced in lines 13 and 14, where the Engine is being requested to use the CPU natively
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1 /* binary and source code file readers */

2 auto kernel = file_read(”mardyn-lennard-jones.cl”);

3 auto tesla_kernel = file_read(”mardyn-lennard-jones.gpu-k20m.cl.bin”);

4 /* omitted for brevity: data init, mesh, fields and potentials */

5 vector<cl_float4> in_pos(molecules);

6 vector<cl_float4> out_pos(molecules);

7 auto gws = molecules; auto lws = 64;

8

9 ljpotential_init_setup(molecules, /* ..., many args */ in_pos, out_pos);

10

11 ecl::EngineCL engine;

12 engine.use({

13 ecl::DeviceMask::CPU,

14 ecl::Device::CpuBlob(”mardyn-lennard-jones.hand-opt-cpu.bin”)

15 },

16 ecl::Device(2, 1),

17 ecl::Device(1, 0, tesla_kernel));

18

19 engine.work_items(gws, lws);

20 engine.scheduler(ecl::Scheduler::Dynamic(120));

21

22 ecl::Program program;

23 program.in(in_pos);

24 /* rest of the application domain arguments */

25 program.out(out_vel);

26

27 program.kernel(kernel, ”LennardJonesPot”);

28 program.args(in_pos, /* ..., */ out_pos, molecules);

29

30 engine.program(std::move(program));

31

32 engine.run();

Listing 3: EngineCL API with hybrid co-execution mode for LennardJones computation.

through a binary execution object ( CpuBlob ). The rest of the code statements maintain the
same API design as originally established, encapsulating all the functionality internally. It
should be noted an important feature that allows further customization and potential ben-
efits. The hybrid co-execution mode does not prevent a programmer from simultaneously
requesting the CPU by two different execution cores (native and OpenCL), or even identical
ones (e.g. two native ones), offering greater flexibility in the exploitation of optimizations or
programming models for certain kernels.

4.2.5 Methodology

The experiments are carried out on the node Trainera, referred in Section 1.7.1. The first
technology involved is the current ls1-MarDyn implementation, labelled CPU-icc. It is par-
allelized with OpenMP, vectorized and compiled with the Intel compiler ( icc ). Then, in-
volving OpenCL technology and its drivers are GPU and CPU-ocl. Finally, the new hybrid
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mode and its native execution core for the CPU, labelled CPU-hy.
Five kernels related to the computation of particles and their interactions have been

selected as part of the computational core of ls1-MarDyn. Two of them, md_dist and
md_distn2 are related to the computation of distances between molecules. The former offers
a flow-based interaction with low computational load, while the latter performs calculations
based on indirections over all cells. On the other hand, md_diststar handles the minimum
image convention while computing the distance between molecules. Finally, md_bin com-
putes the associated indices for a set of cells in streaming mode, while md_lj obtains the
potential and evaluates the force for the Lennard Jones 12-6 potential.

The validation of the proposal is done by analyzing the performance of the new native
execution core as well as the hybrid co-execution compared with CPU-icc. First, a scalability
analysis of each device and technology involved is presented, using only one device at a
time. To do this, the total execution time each of the individual devices has been measured,
increasing the size of the problems.

Then, the analysis of performance and energy efficiency of the hybrid co-execution is per-
formed. The total response time is measured, including kernel computing and data trans-
fer. Two EngineCL scheduling configurations are evaluated when co-executing, Static and
HGuided, labelled as St and Hg, respectively. The Dynamic algorithm is discarded as it
gives very poor results with these kernels, penalized by the synchronization of the packages.
Speedup and energy efficiency metrics are used to measure performance, as it is detailed
in Section 1.7.3. Nevertheless, Energy-Delay Product (𝐸𝐷𝑃) is used to measure energy ef-
ficiency. To simplify the understanding of the results, the improvement of the hybrid co-
execution over the CPU-icc version is provided, as it is shown in Equation 4-2.

𝐸𝐷𝑃𝑟𝑎𝑡𝑖𝑜 =
𝐸𝐷𝑃𝐶𝑃𝑈−𝑖𝑐𝑐

𝐸𝐷𝑃ℎ𝑦𝑏𝑟𝑖𝑑 𝑐𝑜−𝑒𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛
(4-2)

To guarantee integrity of the results, the values reported are the arithmetic mean of 30
executions, discarding the first one to avoid warm-up penalties. The standard deviation is
not shown because it is negligible in all cases. To measure the energy consumption, another
30 executions are performed to avoid introducing time delays due to the sampling overheads.

4.2.6 Validation

The execution times when using a single device to compute the whole problem are depicted
in Figure 4-13, showing how each device scales as the problem size is increased. For all
the kernels, the CPU-ocl obtains the worst results, making it pointless to use OpenCL on
the CPU. These results are so poor that it limits the co-execution, penalizing the runtime
management itself and preventing it from being competitive with respect to the CPU-icc
version.
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Figure 4-14: Speedups when co-executing compared with ls1-MarDyn technology (CPU-icc).

However, thanks to the contributions of this Integration, a new execution kernel for En-
gineCL is provided that offers very similar performance to the CPU optimized ls1-MarDyn
version, as shown by CPU-hy and CPU-icc. As stated in Section 4.2.5, CPU-hy refers to the
new native execution core, as in this experiment, but also to hybrid co-execution when us-
ing OpenCL and native execution cores at the same time, as will be seen later. On the other
hand, the GPU obtains computation times close to these last two CPU modes, although
being slightly slower except in the case of the md_distn2 kernel. It computes 2.64 times
faster than the best version of the CPU, when calculating the distances between one million
molecules. These kernels are highly optimized for the CPU, taking advantage of the memory
hierarchy and vectorizations. Thus, the GPU is not the fastest device, as has been the case
in many other classical kernels.

It is now possible to properly exploit a heterogeneous environment thanks to the new ex-
ecution core and the performance offered. These results show how the CPU with EngineCL
is competitive and co-execution strategies may be possible.

Considering the co-execution in the heterogeneous system, Figure 4-14 shows the
speedups when co-executing with respect to the CPU optimized version, CPU-icc. The ab-
scissa axis shows the load balancing algorithms used for each of the kernels, including the
geometric mean. The annotations of the most significant values have been rounded to the
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second decimal place in both cases, speedups and energy efficiency charts. EngineCL per-
forms co-execution using the CPU and GPU devices, but after these enhancements, the CPU
device can run with OpenCL-based or native execution cores.

The results show that, using the right scheduler in each case, co-execution is always worth-
while, with the new hybrid execution model. This is not the case if the old OpenCL-based
model is used, as can be seen by comparing the green bars with the blue ones. The average
speedup is of 1.38x, and up to 4.02x on the md_distn2 kernel. This is due to the new ar-
chitecture and optimizations enabled by the hybrid mode. Therefore, it allows concurrent
operation without incurring overheads that slow down execution, as is the case with the
purely OpenCL-based mode. The GPU + CPU-ocl setup only becomes competitive with the
CPU-icc version with a single kernel, due to its computational overhead.

It can be seen that the md_distn2 and md_lj kernels are the ones that offer the highest per-
formance in co-execution, due to the fact that they have a higher computational cost. The
number and complexity of their operations, along with the memory regions used per kernel,
increase the total computation time. On the other hand, kernels limited by memory or with a
strong communication pattern compared with the computation time, are restricted in time.
Therefore, dynamic balancing algorithms, such as HGuided, do not have enough time to
amortize their cost by making decisions at runtime. The Static algorithm offers the best gen-
eralized performance, due to the simplification of management operations by the runtime,
and the correct workload distribution. Static is adequate since the total computation time is
low and the kernels present regular behaviors, balancing properly the workload. Since ker-
nels are CPU intensive, it is counterproductive to take up management and scheduling time,
as it slows down the final execution for such limited times. On the other hand, it is observed
how in the case of md_distn2, where the execution is longer, the HGuided algorithm is able
to amortize its synchronizations and CPU usage, obtaining shorter computation times than
in the Static version. Since the total computation time is long enough, it benefits from the
parallel operations provided by a strategy that generates multiple chunks at runtime, con-
currently computing and doing data transfer. A scalability study would be appropriate to
contrast the behavior of different algorithms with these molecular dynamics kernels. How-
ever, most of these kernels are memory-bound, and the heterogeneous node is not suitable
to perform this analysis that requires long-term computations.

Therefore, it is important to highlight the advantage of having different scheduling algo-
rithms, as each one offers beneficial exploitation situations. This is a situation that had not
occurred in the validation of EngineCL in Chapter 3. However, it is positive that the runtime
has different schedulers, exploits efficient implementations and benefits in diverse scenarios,
including the possibility for the programmer to define his own strategies and balancers with
the pluggable system.

Finally, Figure 4-15 shows the experimental results considering the energy efficiency of
the co-execution with respect to the system using the CPU-icc version. Thus, it depicts the
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Figure 4-15: Energy efficiency when co-executing compared with ls1-MarDyn technology (CPU-icc).

gains in EDP when co-executing compared to using the current optimized version. The
conclusions observed in the performance evaluation are accentuated since both energy con-
sumption and response time are taken into account. The GPU is a very energy efficient de-
vice, so that in kernels where there is a higher computational load, the improvements with
respect to the CPU optimized version are intensified, reaching up to 4.94 in md_disnt2 and
1.82 in md_lj. On average, improvements of 1.60x are obtained with Static and 1.35x with
HGuided, with respect to the CPU-icc. Regarding the differences between the CPU-hy and
CPU-ocl based co-execution, the performance is up to 1.34x better on average with the new
hybrid mode, while in energy efficiency they increase to 3.14x with Static and 2.96x with
HGuided.

4.2.7 Conclusions

In this Integration, ls1-MarDyn, a highly optimized simulator for HPC processors, is chosen
to exploit more efficient solutions that simultaneously take advantage of the different hetero-
geneous devices of a node, such as GPU and CPU. Since the OpenCL technology for CPU
does not have an appropriate performance for a set of molecular dynamics kernels, a number
of innovations on the EngineCL runtime is carried out in order to exploit the co-execution
efficiently.

These contributions show the importance of having a modular architecture and the pos-
sibility of encapsulating the computational technology. This runtime system not only allows
to squeeze heterogeneous systems and their performance, but also offers great flexibility in
the mutation of its capabilities and programming models. The major extensions carried out
have been the adaptation of the architecture to support new execution approaches, the new
native execution core for the CPU and a hybrid method of co-execution.

An experimental evaluation is performed to compare both performance and energy effi-
ciency with respect to the current parallelized and vectorized processing mode. Scalability
analysis of the new CPU execution core shows similar performance to the optimized mode
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used by ls1-MarDyn, improving over the OpenCL version in all cases. When performing co-
execution there is always at least one scheduling mechanism that offers improvements over
the CPU version, both in performance and energy efficiency. On average, improvements of
up to 1.38x in performance and 1.60x in energy efficiency are obtained with respect to the
current optimized version.
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4.3 Discussion

EngineCL has proven to be a solid runtime system and capable of adapting to the needs
that are encountered. This is evidenced by the two integrations detailed here. The first one,
focused on short duration executions in low resource environments, one of the most chal-
lenging scenarios for the host-device programming model, and in particular for runtimes
that offer high software layers. The second, showing how despite being focused on OpenCL
technology, there are some situations in which it is not the most effective programming
model. Thus, it is necessary to overhaul the guts of the engine, making it possible to exploit
other technologies and hybrid forms of accelerator programming.

However, EngineCL has been integrated in other situations, although they have been
omitted in this thesis because they are mostly carried out by collaborating groups, are being
developed, or are beyond the scope and focus of this dissertation. Still, a brief mention may
be of interest, considering the scope of this Chapter. Three other adaptation and integration
works have been done throughout this dissertation, one of which has already been published
in the scientific community.

On the one hand, the approach to mainstream computing, since the runtime, its building
system and execution toolchain have been adapted for operating systems other than Linux,
such as Android, by means of NDK with Java-C++ connectors through JNI, as well as Mi-
crosoft Windows and its Visual C++. This allows the exploitation of accelerators and devices
based on other types of OpenCL drivers and loader systems, sometimes offering more op-
timized versions due to the efforts of vendors for the gaming communities. In addition, it
provides the access to platforms with many other types of programs and use cases, rang-
ing from efficient remote processing in mobile devices with low-power profiles, through the
processing of geographic information systems, trading algorithms and rendering engines, to
the acceleration of simulators and GUI software based on native operating system libraries,
such as Android Window Manager, OpenGL Platform Runtime or Win32 API [386–388].

On the other hand, EngineCL has been integrated as a core part of two utilities for video
and audio processing. The first one focused on embedded platforms such as Raspberry Pi,
thanks to community open source drivers for VideoCore IV graphics cards [389], while
the second one has been exploited in commodity environments with conventional video
recorders. This work has shown the compatibility offered by the runtime system, since it
can run in restricted environments and operating systems, Arm-based CPUs and with pro-
prietary technologies. The fundamental aspect of this runtime extension is that it supports
hybrid computing paradigms, fostering coarse-grained tasks and data-parallel processing
within the same node. These efforts allow a user to manipulate and observe a graphical in-
terface with asynchronous support for notifications, use IPC-based distributed computing,
and stream processing using OpenMP and OpenCL technologies, all simultaneously. In
addition, a fundamental aspect of this work is cross-platform compatibility achieved by em-
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bracing such technological complexity and software stacks based on open standards, such as
WebRTC and Web Audio API. The first steps of both developments and experiments have
been reflected in these works [390, 391].

Finally, the most relevant work so far due to the implications in heterogeneous systems
and their programmability. EngineCL has been integrated in heterogeneous systems com-
posed of CPUs, GPUs and FPGAs, thanks to the collaborative effort with researchers from
the Computer Architecture Group of the University of Zaragoza. The behavior of FPGAs is
very different from other accelerators, requiring other ways of traversing the Program Do-
main and its iteration space, with limitations in the OpenCL runtime API and requiring
greater efforts in the synthesis and use of kernels. Even so, the runtime system has been
adapted and extended to support this type of architectures, increasing its compatibility and
enabling the efficient exploitation of all node devices. It is an interesting and impactful work
for the HPC community, precisely because it offers an appropriate performance portability
to such heterogeneous machines with configurations that are increasingly popular [48, 125].

In short, this Chapter highlights the importance of thinking about both the present and
future challenges. It is important to deliver high efficiency with current environments, de-
vices and applications. However, it is even more critical to provide the foundations to easily
extend the runtime capabilities and achieve exploitable solutions to future problems.
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Coexecutor Runtime

As new technologies and programming models emerge, new possibilities
open up in the use of heterogeneous systems. Intel oneAPI and its SYCL-
based unified memory model is one of these, amplifying the ambitious hori-
zon of high-level programming languages for heterogeneous computing. How-
ever, this proposal has some challenges, both in programmability and efficiency
when exploiting diverse architectures.

In this chapter, Coexecutor Runtime is proposed as an abstraction on top
of the oneAPI technology, increasing the expressiveness and guaranteeing co-
execution capabilities. Its approach with a SYCL-compliant API facilitates
portability and interoperability with the underlying technology, while provid-
ing architecture flexibility to incorporate extended features and new proposals.
Its design decisions regarding dynamic mechanisms and the implementation
of efficient schedulers allow to fully exploit applications on these systems.

The proposal is validated on two types of heterogeneous systems and with
a set of diverse benchmarks, highlighting the improvements in performance,
energy efficiency and scalability achieved with respect to oneAPI and its host-
device programming model.
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5.1 Motivation

5.1 Motivation

There are many proposals to simplify the programming and management of acceleration
devices and multi-core CPUs, as it is exposed in Chapter 2. However, in many cases, porta-
bility and ease of use compromise the efficiency of different devices, even more so when
co-executing. There are new languages that have gained traction in recent years, trying to
increase the level of abstraction, while simplifying the work of the programmer.

One of the most promising programming models is SYCL, which allows to run a sin-
gle C++ code in different architectures, improving the programmability and enabling code
portability. Although initially conceived as an abstraction over OpenCL for C++ program-
mers, its adoption has been moderate, mainly due to support difficulties from manufactur-
ers and compilers. However, since 2019, Intel oneAPI has emerged as a new and powerful
standards-based unified programming model, built on top of SYCL. This commitment and
continuous development until the release of the first stable version in the last quarter of
2020, has aroused great interest in the community. This approach has two key advantages
over OpenCL. On the one hand, Intel has strongly endorsed it, attracting other manufactur-
ers and communities. On the other hand, SYCL is a very suitable language for the industry,
since C++ has stood out for decades. Thus, the adoption of C++/SYCL is straightforward
and natural. With the support of major manufacturers and the scientific community, along
with the proliferation of the SYCL 2020 standard and its extensions, an inflection point ap-
pears regarding the importance of SYCL for C++ programmers.

Therefore, considering this proposal and the new features offered by oneAPI, different
challenges can be distinguished.

Challenge1: Performanceportability. As it is previously introduced, Intel oneAPI is based
in the host-device programming model, where the compiler builds C++ regions (kernels) and
the runtime offloads them to a set of hardware accelerators. Its runtime is able to manage
complex applications composed of a set of kernels, even if they have dependencies between
them, through a Directed Acyclic Graph (DAG), as it is detailed in Section 2.1.3. The assign-
ment of a kernel to a particular device can be done by the programmer, so it is determined
at compile time, or let oneAPI choose the device at runtime. In either case, a kernel can only
be scheduled to a single device when the dependencies are satisfied.

The only possibility of co-execution with SYCL is for the programmer to split the work
into several kernels, as many as devices in the system. Also, data partition and workload dis-
tribution must be done manually. Furthermore, the compiler must detect that these kernels
are independent and schedule them simultaneously. This complicates the co-execution and,
therefore, the exploitation of the whole system to solve a single kernel. Even if the program-
mer is willing to face this extra effort, an additional problem arises with workload balancing.
Since the division of the workload is done at compile time, it is necessarily static. This does
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not scale well, as has been demonstrated previously through Chapters 3 and 4, being neces-
sary to address this situation with dynamic balancing algorithms. Nevertheless, as this is a
novel technology for another type of architectures, it is necessary to exploit all possibilities
and evaluate the behavior in the face of different types of strategies and optimizations.

Challenge 2: Abstraction. The oneAPI technology allows easy offloading to a device, but
there are many problems when balancing the load between different devices, since it is
still fundamentally a host-device programming model. All the management to achieve co-
execution and dynamic mechanisms, as well as the support for a wide enough variety of
devices, makes it necessary to establish abstractions to facilitate programmability. Although
C++ operations are high-level, many of its code regions still suffer from verbosity and poten-
tial sources of error. This need is increased when efficient management interfaces have to
be built on top of technologies with such expressiveness. For this reason, with oneAPI it is
also necessary to provide mechanisms for programmers to exploit the heterogeneous system
without having to interfere with all the operations needed to efficiently leverage all devices.

Challenge 3: Extensibility, scope and interoperability. The level of abstraction is given by
both C++ and SYCL, but the definition of the applications and their interactions does not
involve an abstraction as high as that achieved with EngineCL. In this case, SYCL is tied to
a modern C++ programming style, so this association should not be decoupled in the ab-
straction being built, as it limits its adoption. Interoperability between C++, SYCL and the
abstraction features of the runtime reduce the efforts of transforming and incorporating
SYCL-compatible applications and libraries. Furthermore, the concept of program domain
should be approached differently, since expert C++ programmers must be able to comfort-
ably alter the code as if it were SYCL/oneAPI. Herein, it is important to only abstract the
runtime and its management operations, while still keeping the scope of the problem di-
rectly visible to the programmers. In this way, they will feel under the same philosophy of
SYCL, being able to compose operations and extend the behavior of the runtime without
penalizing its performance.

Challenge 4: Adaptability. In the span of a year, oneAPI has evolved a lot, providing
new features and extensions, deprecating functionalities and modifying the behavior of its
DPC++ compiler. Experimental features may end up being included in the SYCL standard,
as it happened before, so it is important to have them in order to exploit new capabilities.
This standardization process allows other implementations to end up adapting this type of
proposals, and it is a matter of time to have compilers with support for all types of manufac-
turers and devices. Thus, it is necessary that the proposal is able to incorporate experimental
features and extensions from manufacturers. For example, one of the most relevant exten-
sions of oneAPI is the possibility of exploiting unified shared memory as an alternative to
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SYCL Buffers, as indicated in Section 2.1.3. For this reason, the architecture and API should
easily be extended in order to allow programmers to leverage the full potential without in-
terfering with the rest of the design decisions and optimizations.

5.2 Coexecutor Runtime

Considering all the previous reasons and challenges, Coexecutor Runtime addresses them
by designing a proposal with a clearly distinct foundation from EngineCL. The latter focuses
on compatibility and usability, uses the OpenCL framework and language, encapsulates the
problem domain with a very high layer of abstraction and provides an integral solution
to accelerate applications. However, with Coexecutor Runtime, the abstraction and API
is higher than oneAPI, but fully compatible with C++ and SYCL. This runtime is being part
of the problem domain, combining its ease of management aspects with the features pro-
vided by oneAPI. That is, programmers are aware of the fundamental parts of the process
of co-execution, data dispatch and computation. This design decision relieves them from
tedious tasks while allowing them to extend the lower level behaviors. Furthermore, its ar-
chitecture has been designed with adaptability to changes in mind. For this reason, oneAPI
extensions have been incorporated, extending the API so that the programmer can exploit
these functionalities.
Coexecutor Runtime is based on the DPC++ compiler and runtime, hereafter referred to

as oneAPI for simplicity. It is built on top of oneAPI as a runtime library, providing with
this approach several architectural and adaptive advantages. Firstly, the design and imple-
mentation are based on open standards, both C++ and SYCL, following easily recognizable
architectural patterns. Hence, any C++/SYCL programmer could extend its software archi-
tecture for their own purposes. Secondly, since it is drawing on previous standards such as
OpenCL, it facilitates the adaptation for a whole repertoire of libraries and software gener-
ated over a decade, helping to benefit from co-execution. Thirdly, it serves as a skeleton upon
which to apply different strategies and workload balancing algorithms for using oneAPI and
SYCL. Finally, as it is designed from a sufficiently standardized and abstract approach, it al-
lows the adaptation and extension to execution technologies and proposals created by other
manufacturers, both compilers and accelerator drivers.

Therefore, in order that the runtime provides co-execution it is necessary the correct de-
tection of a potential concurrent execution path by the oneAPI compiler and runtime. This
materializes a parallel execution of several tasks of the DAG, thanks to the existence of totally
independent hardware resources. In this way, the proposal is flexible enough to adapt to a
variable number of computation entities, while simple enough to assist the compiler in the
detection, favoring the creation of totally independent nodes recognizable by the runtime.

It is important to highlight that the architecture designed to provide the best efficiency in
operations and to enable the exploitation of purely dynamic algorithms is based on a multi-
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thread architecture with asynchronous mechanisms. Synchronous co-execution is the basis
on which dynamic co-execution and the final architecture are built. This idea is general-
ized and provided with mechanisms to synchronize the launching of work packages, a sys-
tem of notifications and events, or to enable more sophisticated schedulers, among others.
Likewise, the synchronous proposal serves as a method to guarantee static co-execution in
implementations that may offer less favorable behavior in the face of dynamic algorithms.
Moreover, SYCL does not guarantee even static co-execution, so this synchronous mecha-
nism, even less sophisticated and versatile than the dynamic and asynchronous one, is useful
for other more constrained heterogeneous systems and SYCL implementations.

Finally, the three balancing algorithms presented in Section 2.2 are implemented, as per-
formed with EngineCL. Hence, they are adapted to this architecture in order to provide the
best possible efficiency and verify the technological trade-offs.

5.2.1 Synchronous static co-execution

The SYCL standard does not determine the behavior in the face of different computational
regions used by independent devices, but the DPC++ implementation of the standard is not
able to guarantee simultaneous execution. The main problem arises in the detection of dis-
jointed memory regions when the same data structures are used by many oneAPI scopes.
This problem occurs both when using independent or shared kernel execution regions, even
though the programmer is able to recognize the independence between the execution and
data spaces. For this reason, it is necessary to provide an architecture that facilitates the
recognition and management of the system devices, as well as their transfer and computa-
tion regions, part of the oneAPI command queues and scopes. The main conceptual idea is
to provide with a multi-threaded architecture that isolates every oneAPI scope, and there-
fore, each device used in the computation. This allows the underlying compiler and DPC++
runtime to recognize the disjoint spaces and be able to perform operations simultaneously.
Since this promotes a static scheduling and workload distribution approach, it is necessary
to establish a runtime layer that is as light as possible, reducing the management overhead,
because it only schedules one work package per device.

The synchronous co-execution mechanism in the Coexecutor Runtime ensures that there
is simultaneous execution among the devices, while reducing runtime management opera-
tions. However, this approach is limited in terms of implementing more sophisticated adap-
tive algorithms. For this reason, the synchronous mechanism focuses on static approaches.
Nevertheless, since there is a part of the architecture that benefits from parallel operations
in conjunction with the DPC++ runtime, an asynchronous pattern is developed internally
to isolate each scope of oneAPI. Therefore, it provides the foundations for more advances
scheduling strategies. C++ futures and its asynchronous mechanisms facilitate an accept-
able degree of usability without the need to complicate the management code to solve co-
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execution problems. This solution favors independency of regions and captures in a lambda
region that makes the offload to another device asynchronously. It takes advantage of the
primitives and variables previously initialized, reducing time and favoring reuse, thanks to
being included in a bigger scope, that is, the parent scope of the lambda function. This is
a key aspect if the programmer is using USM, since it allows reusing the memory regions
directly, giving direct access to the original queue at any time.

Summing up, this mode of co-execution is limited to using static, oracle-style algorithms.
Although internally it uses an asynchronous pattern, the programmer uses it synchronously,
limiting the extensibility and the scheduling behaviors. The main advantage of this co-
execution mode is that the solution is lightweight, in addition to guaranteeing better com-
patibility, making it suitable for limited environments.

5.2.2 Asynchronous dynamic co-execution

The dynamic co-execution is based on a generalization of the asynchronous pattern pre-
sented in the previous section. As it was shown in Chapter 3 with EngineCL, high efficiencies
have been achieved by using strategies based on event chaining and multithreaded architec-
tures with mixed management. That is, notifications based on callbacks and using workload
management with standard C++ threads [93, 126, 128]. The main problem when trying to
extrapolate these strategies, based on events, futures and C++ asynchronicity, is the limita-
tion of expressiveness in the iterative distribution of workloads, complicating and preventing
dynamic strategies and disabling all usability. Therefore, custom notification mechanisms
have been developed and integrated as part of the runtime architecture, leaving those pro-
vided by the technology. This improves the resulting extensibility of the runtime, leveraging
its effective compatibility. Thanks to this approach, it allows operating with architectures
incompatible with callbacks, as is the case of FPGAs [125].

The strategy proposed for dynamic co-execution is to promote multithreaded manage-
ment architectures based on the runtime of oneAPI. The Coexecutor Runtime enhances the
isolation between devices, since one of the key points is to make it easier for the compiler
to detect disjoint memory structures as well as the independence between queues and tasks.
In addition, since oneAPI offers a sufficiently sophisticated and complete memory model,
the management architecture must be adapted to favor both buffer management and the
possibility of exploiting USM.

To define the proposal, three perspectives are considered, the execution model, from the
memory point of view and the last one, the relationship of the Coexecutor Runtime with the
runtime of oneAPI, as it is explained in the following sections.
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5.2.2.1 Executionmodel

The execution model is shown in Figure 5-1(a), representing the interaction of the runtime
as part of the execution process of an application. Execution is blocked from an application
point of view, although internally it works asynchronously. In this way, the programmer only
has to wait to finish the computation taking advantage of all its devices. However, it has the
possibility to continue extending operations to be run on devices from the application side.
It is done since the task graph is managed by the runtime of oneAPI. TheCoexecutor Runtime
is in charge of the creation and control of management threads (curved arrows), which will
be part of the operation mechanisms of the co-execution architecture until the control is
returned to the application. There is a thread belonging to the main manager, with its core
component called Director. In addition, there are lightweight management threads, termed
Coexecution Units, requiring one per computing device.

The Director configures the Coexecution Units and manages both the Commander and its
communication with the rest of the entities. The Scheduler is instantiated and plugged in
with a policy established by the programmer, using one of the schedulers explained in Sec-
tion 5.2.3. The Commander is responsible of packaging the work, emitting tasks and receiv-
ing events, as part of the computation workflow with the Coexecution Units. This process is
termed as Commander loop, and it follows the scheduling strategy defined by the Scheduler.

Regarding the Coexecutor Runtime internal workflow, the Director instantiates and con-
figures oneAPI primitives and structures necessary both for the operation with oneAPI run-
time and used by the Scheduler itself. Among these are work and queue entities, execution
contexts and mapping of memory structures between the application and the runtime. These
oneAPI structures and instantiations are shared by the components of theCo-execution Run-
time, favoring the reuse and detection of data types by the oneAPI runtime. In parallel, the
management threads of the Coexecution Units initialize the communication mechanisms
within the runtime, as well as the request of devices and their configuration with oneAPI.

bl
oc

ki
ng

Scheduler

C
P

U

Execution model

Commander

Application

policy

Coexecution
Unit

Coexecutor Runtime

G
P

U

Commander loop

Coexecution
Unit

asynchronous

Application

Director

(a) Execution model as part of a blocking
section of an application.

co
py

, p
oi

nt
,

tr
an

sf
er

GPU Scope

Coexecutor Runtime

CPU Scope

Memory model

U
S

M

GPU Scope CPU Scope

shared memory
shared memory

memory region
memory region

private memory

B
uf

fe
rs

private memory

private memory

memory region

in array

in ptr

inout vector

inout local
object

inout local
structs

Application

(b) Memory model example for USM and SYCL
buffers when using CPU and GPU.

Figure 5-1: Coexecutor Runtime considering an example of CPU-GPU dynamic co-execution.

142



5.2 Coexecutor Runtime

The communication is bidirectional between Commander and each Coexecution Unit, since
it is co-executed with an independent scheduler that handles the decisions. As soon as there
is a Coexecution Unit ready to receive work and the management thread has finished the
initial phase, it establishes communication with the Commander loop. As the rest of the de-
vices are completing their initialization, they incorporate into the loop, where the scheduling
phase starts.

It is important to note that in multi-core CPUs, where oversubscription has a significant
impact, it might be convenient to disable the Director management thread via its config-
urable behavior, and merge its management as part of the CPU Coexecution Unit. It is a
compromise in terms of oversubscription overhead and runtime acceleration when over-
lapping Commander tasks with the computation or communication of Coexecution Units.

5.2.2.2 Memorymodel

The memory model is presented in Figure 5-1(b). It shows the separation between structures
and memory containers, taking into account the two types of strategies used: USM or buffers
of SYCL, although the Coexecutor Runtime supports the combination of both during the co-
execution. On the left side are shown the structures, C++ containers and memory pointers
used by the application, while the right side outlines the view of the runtime. The Director
and itsCoexecutionUnits handle the allocations and configuration of the memory space with
oneAPI, and the programmer only has to request the use. The runtime will distribute them
in the oneAPI memory model, either by transferring pointers, copying memory regions or
sharing unified memory blocks.

Since the co-execution proposal is designed and evaluated to run on host and accelerator
devices, two operating modes of the runtime are distinguished regarding OneAPI memory
environments. If USM is used, the Coexecutor Runtime provides two scopes: a larger one for
a device (GPU) and a smaller for another (CPU). This way, the memory spaces initialized
by the GPU are reused in the CPU using oneAPI primitives. On the other hand, if SYCL
buffers are used, the scope of each device will manage independent buffers with memory
regions that will be part of a higher container or structure. Therefore, favoring the recog-
nition of disjointed data spaces by the compiler. Private memory allocations can be made
in both memory models, in the form of buffers and variables, where each field is controlled
independently by each Coexecution Unit and its oneAPI scopes.

Finally, both ways of operating can be combined, since could be regions of the kernel that
use the USM model and others that rely on buffers and variables. Coexecutor Runtime will
reuse the scope of each device to map any C++ containers and memory regions, each of
which will be governed by a memory model.

143



5 Coexecutor Runtime

Read

Compute

Write

Stage 1

Read

Compute

Write

Read

Compute

Write

Stage 2

Read

Compute

Write

Read

Compute

Read

Compute

Write

Stage 3

Read

Compute

Write

Read

Compute

Write

Queue
Q1

Queue
Q2

Queue
Q1

Queue
Q2

Queue
Q1

Queue
Q2

DirectorDirector
wait for
events

indep.
tasks

Directoradd tasks concurrently 
(new nodes, parallel)

add tasks concurrently 
(new nodes, linked)

wait for 
events, 

collect Q1

wait for
events,

collect Q2

blocked

finishedrunning

Figure 5-2: Example of interaction with the DAG from oneAPI’s perspective while running a dynamic ap-
proach with two queues.

5.2.2.3 Runtimes interaction

The interaction between the Coexecutor Runtime and oneAPI is shown in Figure 5-2. Three
stages are presented during the execution of the runtime, with two different queues Q1 and
Q2. It starts from a situation where the runtime has established two independent parallel
execution queues, due to the existence of two separate underlying architectures. The nodes
of each queue are managed by the runtime through the DAG, and they can be in three dif-
ferent states: execution (blue), blocked waiting for resources (white) or finished (gray with
a dashed line). The Director waits for events related to the DAG or performs independent
tasks, such as resource management, receiving and sending notifications, status control or
work reparation, some of which are essential within the Scheduler.

By switching to the stage 2, it can be distinguished how the Q2 is able to process nodes
more efficiently, so the Director collects results of the write operation and enqueues new
nodes of the DAG to the same queue, overlapping computation and communication. Col-
lection operations are dependent on the memory model, the type of operations (explicit or
implicit) and the amount of bytes used, thus they could be fast, as in unified memory, or
slow, when using mixed models or while transferring large blocks. Finally, in the stage 3,
the end of the Q1 is represented with the output data collection while in the Q2 a next writ-
ing task is added. This is linked to the branch created in stage 2, as soon as its computation
task has started, distributing the DAG management among different time periods.

5.2.3 Load balancing algorithms

Coexecutor Runtime implements two kind of algorithms, static and dynamic, thus it is nec-
essary to provide a runtime flexible enough to accommodate such modes of operation in
an efficient manner. The experiments launched with EngineCL have shown the predomi-
nance of HGuided in most experiments. However, a novel, much more abstracted underly-
ing technology is now being studied, with extended features and a constant evolution. For
this reason, it is necessary to implement and validate the diverse load balancing algorithms
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Figure 5-3: Commander’s loop where the scheduling strategy is performed to coordinate the behaviors
of the Coexecution Units.

presented in Section 2.2, analyzing and determining the behavior of Coexecutor Runtime
and the underlying technology.

In order to generalize the architecture, the two previous approaches, synchronous static
and asynchronous dynamic co-execution designs, are unified in favor of the latter. As no
overheads have been found due to the additional management in the dynamic strategy with
respect to the static one when using Intel oneAPI, it is decided to implement the static ap-
proach as a dynamic algorithm with just one package per device. Nevertheless, the pure
static co-execution approach could be worthwhile in other architectures, less powerful host
devices or SYCL implementations that offer disadvantages when exploiting decisions dy-
namically. This is because it requires fewer management structures, freeing up CPU and
memory resources for proper load distribution.

In addition to the advantages described in the Section 5.2.2, theCoexecutor Runtime archi-
tecture offers an efficient scheduling module (Scheduler) that allows the dynamic strategies
to be exploited easily, with a common internal scheduling interface and offering negligible
synchronization overheads. However, it increases the internal complexity of the runtime,
albeit it is hidden to the programmer, who receives a simple and straightforward API to op-
erate with. Nevertheless, the dynamic co-execution design is sophisticated enough to use
any static co-execution algorithm with no efficiency penalties, as it is shown in Section 5.5.

To enable dynamic policies to squeeze all the computing capacity out of the heterogeneous
system, the Scheduler component is introduced, as it is shown in Figure 5-1(a). It configures
the behavior of the load balancer, the distribution and division of the work packages (amount
and region of data to be computed by each device), as well as the way to communicate with
the different execution devices.

Figure 5-3 depicts the relationship of theCoexecutor Runtimewith the runtime of oneAPI,
all of it involved as part of the Commander loop. The Coexecutor Runtime internal commu-
nication is performed between the management threads, either those associated with the
devices (right) or the global manager, usually associated with the Director (left). This view
simplifies the runtime of oneAPI and its internal DAG management, being considered as a
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single entity, part of the Coexecution Units (right). The Director performs a set of periodic
actions, as a loop managing events and operations, among which are:

◼ Preparing and packing the next job to be issued.
◼ Collecting completed and updating pending jobs.
◼ Managing the end of a work block and its completion.
◼ Preparing and reusing the queue and command groups as well as other oneAPI prim-

itives.
◼ Updating the indexes, ranges and offsets of memory entities, as well as variables and

containers.
Every time a work package is prepared, the runtime adds a task in the DAG. Similarly,

with the completion of a job, the Commander receives the notification to collect and merge
the output data, if needed. This operation can be lightweight in case of using USM or using
implicit operations, delegating more responsibility to oneAPI. The emission and reception
of work is requested through a dispatch interface, as a way of unifying requests. Finally,
when there are no more pending jobs, the Commander will notify the Director to close and
destroy the primitives and management objects to return control to the application.

Based on the proposed architecture and its designed dynamic co-execution model, the
three algorithms described in Section 2.2 of Chapter 2 are implemented in the Scheduler.
The Static algorithm has a minimum management inside the Scheduler component, because
it only runs as many iterations in the loop of events as devices are co-executing. Regarding
the strictly dynamic strategies inside the Scheduler, it is not possible to know in advance
the quantity of iterations, because it will depend on each execution parameters, as well as
the number and type of devices. These operations increase the management overhead due
to the operations related to the update of indexes and ranges, as well as the division of the
problem into independent regions. Finally, concerning the differences in the operations car-
ried out by Commander, Dynamic will simplify the number of instructions involved in the
calculation of work packages compared to HGuided. This is explained since the latter per-
forms a more sophisticated algorithm that takes into account certain conditions, including
the computing power of each device. However, the calculation overheads of the latter are
compensated by the efficiency of its workload distribution policy.

5.3 API Design

TheCoexecutor Runtime has been designed to offer an API that is flexible as well as closely
linked to the SYCL standard, favoring reuse of existing code and a slightly higher usability.
Furthermore, it offers two modes of computation from the point of view of the program-
mers. The results of architectural and design decisions concerning expressiveness and us-
ability enhancement are materialized in both modes, providing distinct usage facilities. The
same SAXPY kernel is computed using both modes to compare its differences. Both code
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1 coexecutor_runtime<hg> runtime;

2 runtime.config(CounitSet::CpuGpu, coexecutor_runtime::dist(0.35));

3 runtime.launch(data.size(), [&](coexecutor_unit *counit, package pkg) {

4 sycl::buffer<int, 1> buf_input(data.data() + pkg.offset,

5 sycl::range<1>(pkg.size));

6 counit->dispatch([&](sycl::handler &h) {

7 auto R = sycl::range<1>(pkg.size);

8 auto input = buf_input.get_access<sycl::access::mode::read_write>(h);

9 h.parallel_for(R, [=](sycl::item<1> it) {

10 auto tid = it.get_linear_id();

11 input[tid] = input[tid] * datav;

12 });

13 });

14 });

Listing 4: Coexecutor Runtime computing SAXPY with a dynamic algorithm using simultaneously CPU
and GPU.

snippets show the runtime usage from the perspective of the programmer, thus omitting the
initialization of the problem and its data, as well as the subsequent use of the results.

The simple mode it is shown in Listing 4, where an explicit embedded context (lambda
function) is used to perform the computation in a few lines of code. It shows an example of
use when computing the SAXPY problem simultaneously exploiting two different devices,
being in this case the CPU and GPU. Line 1 instantiates the coexecutor_runtime prepared
to compute a program using the HGuided balancing algorithm. In the next line, it is con-
figured to use both the CPU and GPU, giving a hint of the computational power of 35% for
the CPU compared to the GPU. This value will leverage the algorithm to further exploit co-
execution efficiency. Next, the co-execution scope associated with the problem is provided
(lines 3 to 14), where a lambda function captures the values used by reference. This scope is
executed by each of the Coexecution Units, and therefore, they must establish independent
memory reservations (or shared, if unified shared memory is exploited), using the values
provided by the runtime itself through the package class. Line 6 opens an execution scope,
associated to the kernel computation for each device. In lines 7 and 8 a read and write ac-
cess is requested for the previous memory region (buffer accessors), indicating the execution
space based on the given package size. Finally, lines 9 to 11 show the data-parallel execution,
traversing the indicated execution space ( R ), using the accessor templates and variables
needed ( datav , input ).

After executing the lines shown in Listing 4, the problem is computed simultaneously
using both devices. The launch call blocks the program execution since it is a synchronous
operation from the point of view of the programmer. Therefore, the data resulting from the
computation is in the expected data structures and containers that the programmer uses in
the C++ program (vector input in the example), without the need to create any new buffer
exchange structures specific for the coexecution.
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1 class SAXPY : public CommanderKernel {

2 public:

3 SAXPY(int *x_ptr, int *y_ptr, int *out_ptr, size_t data_l, float sc_fl)

4 : m_x_ptr(x_ptr), m_y_ptr(y_ptr), m_out_ptr(out_ptr),

5 m_sc(sc_fl), m_data_l(data_l){}

6

7 // pre-setup config: shared internally between Coexecution Units

8 void init(coexecutor_unit *counit){ // Director Scope

9 counit->add_buffer<int, 1>(0, m_x_ptr, sycl::range<1>(m_data_l));

10 }

11 // void init_completed() {} /* @callback */

12 program_size size() { return m_data_l; }

13 void compute(coexecutor_unit *counit, package pkg){

14 std::cout « ”[” « counit->id() « ”] computing...\n”;

15 sycl::buffer<int, 1> buf_x =

16 *counit->get_buffer<int, 1>(0); // use all buffer

17 sycl::buffer<int, 1> buf_y(m_y_ptr+pkg.offset, sycl::range<1>(pkg.size));

18 sycl::buffer<int, 1> buf_out(m_out_ptr+pkg.offset,

19 sycl::range<1>(pkg.size));

20

21 // communicate with the Commander to dispatch a transaction

22 counit->dispatch([&](sycl::handler &h){ // Director-CoExecUnit comm.

23 auto R = sycl::range<1>(pkg.size);

24 auto x = buf_x.get_access<sycl::access::mode::read>(h);

25 auto y = buf_y.get_access<sycl::access::mode::read>(h);

26 auto out = buf_out.get_access<sycl::access::mode::discard_write>(h);

27 auto sc = (int)m_sc; // caching

28 h.parallel_for(R, [=](sycl::item<1> it){

29 auto tid = it.get_linear_id();

30 out[tid] = x[tid] * sc + y[tid];

31 });

32 });

33 }

34 /* @callback */

35 void compute_completed(coexecutor_unit *counit, package pkg){

36 std::cout « ”[” « counit->id() « ”] package ” « pkg.id

37 « ” computed with throughput ” « pkg.throughput « ”\n”;

38 counit->dump_statistics(); // Stats per package - CoExecUnit related

39 }

40 private: // organized data:

41 int *m_x_ptr; int *m_y_ptr; int *m_out_ptr; size_t m_data_l; float m_sc;

42 };

Listing 5: SAXPY program definition using the CommanderKernel interface provided by Coexecutor Run-
time to implement the kernel behavior as an independent unit.

On the other side, the extended computation mode offers more flexibility to the run-
time and the kernel computation. It allows accessing extended methods and callback func-
tions, based on the CommanderKernel interface provided by Coexecutor Runtime, as it is
implemented in Listing 5 and instantiated and executed in Listing 6. The advantages of this
computation mode are encapsulation of the program, increasing the maintainability, along
with enhanced flexibility regarding runtime operations. Some of them allow the program-
mer to share buffers between devices (lines 8-10) and perform custom operations at specific
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1 auto N = pow(10,8); std::vector<int> x; int* y; std::vector<int> out(N);

2

3 coexecutor_runtime<dyn> runtime;

4 runtime.config(CounitSet::CpuGpu, 128); // dynamic; 128 packages

5

6 x.assign(N, 1);

7 y = runtime.alloc<int>(N);

8 // more assigns: foreach, assign x[i], y[i] ...

9

10 SAXPY program{x.data(), y, out.data(), N, 3.14159};

11 runtime.run(program);

12 // from here on, we have the data in our C++ containers

13

14 runtime.free<int>(y);

Listing 6: Coexecutor Runtime using the CPU and GPU simultaneously to compute the SAXPY kernel def-
inition of the Listing 5. This example shows the exploitation of the extended computation mode to en-
hance the flexibility of the runtime.

places during the Coexecutor Runtime execution process, such as, during the initialization
and completion of theDirector scope (lines 8 and 11), during the initialization or completion
of the Coexecution Units or at the end of every work package completed (lines 36-40). The
drawbacks are increased complexity and verbosity compared with the simple computation
mode, but the latter is only recommended for smaller and easier kernel algorithms. More-
over, in this example the SAXPY computation is performed using a dynamic load balancing
algorithm ( dyn ), splitting the workload in 128 packages, scheduled at runtime among the
devices (lines 3-4 of Listing 6). Finally,Coexecutor Runtime allows using oneAPI features and
extensions, integrated as part of the architecture of the runtime, presented in Section 5.2, or
exposed via API calls to the programmer, such as using unified shared memory by calling
the alloc and free methods of the runtime (shown in lines 7 and 14 of Listing 6). Taking
into account the runtime design principles as outlined in these two examples, theCoexecutor
Runtime hides all the implementation details, easing the use of its co-execution capabilities
to exploit easily any oneAPI program.

Since the philosophy of Coexecutor Runtime is closer to oneAPI and its SYCL API, the
level of abstraction is not so high as it is EngineCL compared with OpenCL. Here, it is de-
signed to be located in the scope of the program to be computed, favoring composition and
flexibility for all types of applications. Even so, more than 500 lines of SYCL code would be
needed to implement the specific behavior seen in Listing 4, computing SAXPY, one of the
simplest programs, and excluding other features such as support for shared memory, statis-
tics and execution information, an optimized architecture, a dynamic scheduling system or
the automatic incorporation of new devices, among others. Moreover, the more complex
the problem to be computed or the more different devices are used, the easier it is to use
CoexecutorRuntime with respect to a SYCL-based solution. This is because the kernel is a
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region of code practically invariant, since it encapsulates the application behavior, but all the
memory and execution operations, as well as devices, runtime and algorithmic management
will require considerable non-scalable programming efforts.

5.4 Methodology

The experiments to validate the Coexecutor Runtime [242, 392]1 have been carried out in
two nodes, labelled Desktop and DevCloud, defined in Section 1.7.1.

To accomplish the validation, 6 benchmarks have been selected, which represent both
regular and irregular behavior. These are Gaussian, MatMul, Taylor, Ray, Rap and Mandel-
brot, all detailed in Section 1.7.2. Additionally, NBody is included as a special case, since it
exposes a peculiar dynamic behavior to be exposed in Section 5.5.4. Table 5-1 presents the
problem sizes and number of work-items launched to verify the behavior of the runtime,
its co-execution capabilities and the validations performed with the chosen benchmarks.
The property data containers refers to the C++structures and buffers (not to be confused with
SYCL Buffers) that must be transferred to the devices, regardless of the memory transfer and
abstraction strategy chosen.

The validation of the proposal is done by analyzing the co-execution when using four
scheduling configurations in the heterogeneous system. As it is designed and summarized
in Section 5.2.3, but highly detailed in Section 2.2, Static, Dynamic and HGuided algorithms
are evaluated, labelled as St, Dyn and Hg, respectively. In addition, the dynamic scheduler
is configured to run with 5 and 200 packages. Finally, the two different memory models
presented in Section 2.1.3 have also been tested: Unified Shared Memory (USM) and SYCL
Buffers (Buffers).

To guarantee integrity of the results, 50 executions are performed per case with an ini-
tial execution discarded to avoid warm-up penalties. Since the GPU is on-chip and there
are hardware policies regarding frequency throttling due to temperature thresholds, some
decisions have been applied to stabilize results. First, CPU turboboost is disabled and CPU
governor is set to performance. CPU and GPU are set to 2400Mhz and 600Mhz fixed fre-
quencies, respectively. Finally, every execution starts when the CPU socket temperature is
under 38º. In DevCloud, where some of the previous conditions could not be applied, wait-
ing times have been introduced between executions, increasing the duration of the experi-
ments but stabilizing their measurements and results. The standard deviation is not shown
because it is negligible in all cases.

To evaluate the performance of the Co-executor Runtime and its load balancing algo-
rithms, the total response time, as well as the response time of each of the devices, are mea-
sured, including kernel computing and data transfer. Then, as it is exposed in Section 1.7.3,
three metrics are calculated: balancing efficiency, speedup and heterogeneous efficiency. The

1 https://github.com/oneAPI-scheduling/CoexecutorRuntime
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Table 5-1: Memory usage and execution ranges for the benchmarks used to validate Coexecutor Runtime.

Property Gaussian MatMul Taylor Ray Rap Mandel NBody

Read:Write data containers 2:1 2:1 3:2 1:1 2:1 0:1 2:2

Work-items (N×105) 262 237 10 94 5 703 4

Mem. usage (MiB) 195 264 46 35 6 1072 26

baseline is performed with respect to a pure oneAPI solution using its host-device program-
ming model. Hence, Coexecutor Runtime is evaluated against the fastest device, which is the
GPU for all the cases studied.

Furthermore, a scalability analysis of the co-execution with respect to the problem size
is presented. To do this, the total execution time of the heterogeneous system using co-
execution and of each of the individual devices has been measured, increasing the size of
the problems.

Finally, two metrics have been used to assess the behavior of co-execution with respect to
energy. The energy consumption of the whole system is measured using RALP counters via
perf, providing measurements in Joules. On the other hand, the energy efficiency has been
calculated using the Energy-Delay Product (EDP) metric, defined in Section 1.7.3. Since the
values obtained have a very wide range, this metric is computed as a ratio with respect to
the EDP of the only-GPU execution, as it is shown in Equation 5-1:

𝐸𝐷𝑃𝑟𝑎𝑡𝑖𝑜 =
𝐸𝐷𝑃𝐺𝑃𝑈

𝐸𝐷𝑃𝑐𝑜−𝑒𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛
(5-1)

5.5 Validation

This section presents the experimental results carried out to evaluate performance and en-
ergy of the Coexecutor Runtime, performing co-execution with three scheduling policies.
Also, a scalability analysis is performed for CPU, GPU and the best scheduling algorithm.
Finally, a special case is detailed when using dynamic approaches for the NBody benchmark.

5.5.1 Performance

The values measured in the experiments for the two different architectures evaluated, Desk-
top and DevCloud, are shown in Figures 5-4, 5-5 and 5-6, respectively. They are the bal-
ancing efficiency, speedup and heterogeneous efficiency achieved by co-execution in the
CPU-GPU system, with respect to the only-GPU execution.

The abscissa axes show the benchmarks, each one with four scheduling policies and two
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memory models, as defined in Section 5.4. Moreover, the geometric mean for each schedul-
ing policy is shown on the right side (average).

The main conclusion that is important to highlight is that co-execution is always profitable
from a performance point of view, as long as it is done with dynamic schedulers, and even
more if using unified shared memory (USM, explained in Section 2.1.3), as the geometric
mean summarizes for these benchmarks and scheduling configurations.

Regarding balancing efficiency, the optimal is 1.0, where both devices finish simultane-
ously without idle times. Any deviation from that value means more time to complete for one
device compared with the other. Generally, the imbalance is below 1.0 due to the overheads
introduced by the CPU because it has to process part of the workload as a device, but also to
manage the Coexecutor Runtime, as the host. In Desktop, it rarely completes its computation
workload before the GPU finishes, since the latter requires more resource management by
the host, increasing the CPU load. As the number of cores in the system increases, the man-
agement cost of the runtime is reduced, benefiting the CPU and requiring more work than
is allocated to it. This behavior can be appreciated when using the DevCloud node, with 12
logical cores, compared to 4 in Desktop.

Speedup allows assessing how much faster co-execution is compared to GPU-only exe-
cution, while heterogeneous efficiency helps understand how well the whole system is being
utilized. Therefore, the latter metric allows comparing performance on both architectures,
which cannot be done with speedup, as speedup in a heterogeneous system is always relative
to the computational power of each device.

Analyzing the different load balancing algorithms, it can be seen that the Static offers the
worst performance, even in regular applications where it should excel. This is because the
initial communication overhead caused by sending a large work package, leads to a signifi-
cant delay at the beginning of the execution, strongly penalizing the final performance. As
can be seen later in the Section 5.5.3, even in a single, full kernel offload to the GPU, consid-
erable CPU (host) management is required. Therefore, if CPU intensive is being performed
without the possibility of alternating runtime management with kernel computation, as is
the case with static co-execution, the whole system will generally be penalized. In theory,
this algorithm should cause less communication and synchronization overhead. However,
it fails to balance the workload properly, as can be seen in Figure 5-4, resulting in very low
speedups, with averages below or equal to 1.0 in both architectures, which means that co-
execution is not profitable.

Regarding dynamic algorithms, they provide good results in general, especially when the
USMmemory model is used. However, they have the drawback that the number of packages
for each benchmark has to be carefully selected. A very small number of packages can lead
higher imbalances causing a performance penalty, as can be seen in Gaussian, Mandelbrot
or Ray, in the case of Dyn5. At the other extreme, a very large number of packages increases
the communication overhead, impacting negatively on performance, as in Gaussian with
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Figure 5-4: Balancing efficiency for a set of benchmarks when doing CPU-GPU co-execution in Desktop
and DevCloud nodes.
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Figure 5-5: Speedups for a set of benchmarks when doing CPU-GPU co-execution in Desktop and Dev-
Cloud nodes.
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Figure 5-6: Efficiency for a set of benchmarks when doing CPU-GPU co-execution in Desktop and Dev-
Cloud nodes.

Buffers. In between, there is a tendency that the greater the number of packages, the better
the balancing. Moreover, in such cases with good balancing efficiency, it achieves better
performance, especially if USM is used. This is an expected behavior because the packages
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are smaller and their computation is faster, giving less chance of imbalance in the completion
of both devices. This is an interesting behavior since the Coexecutor Runtime is delivering
high performance when using dynamic strategies due to the low overhead of theCommander
loop when managing packages and events. This behavior is also found and detailed in the
special case of NBody, explained later in Section 5.5.4.

The HGuided algorithm offers the best scheduling policy, both for regular and irregu-
lar kernels, and for the two architectures evaluated Desktop and DevCloud. This result is
achieved thanks to a combination of two properties. On the one hand, its excellent balanc-
ing efficiency, that in average is very close to 1, as can be seen in Figure 5-4. On the other
hand, the Co-executor Runtime does a great job in overlapping computation and commu-
nication, thus minimizing the impact of the synchronization and communication overhead
inherent to dynamic algorithms. For example, HGuided scheduled, on average, 42 and 53
packages for Mandelbrot and Ray, while the best dynamic configuration (Dyn200) used 200
packages for both cases. Although the balancing efficiency is good in both scheduling con-
figurations, the reduction of communications and synchronization mechanisms boosts the
HGuided strategy compared with the Dynamic one. HGuided yields the best performance
in all the analyzed benchmarks, with average speedup values of 1.65 and 1.26 in the Desktop
and DevCloud architectures, respectively. Therefore, the co-execution is able to squeeze the
maximum performance out of all the resources available in the system, such as the CPU and
GPU shown in this validation, offering an efficiency of 0.92 on Desktop and 0.89 on Dev-
Cloud. Moreover, since it is a dynamic algorithm with high balancing efficiency, it does not
require any a priori parameters, simplifying the programming effort.

These results show how the Coexecutor Runtime built on oneAPI technology is able to
overlap computation and communications very well, which has two consequences. In the
static algorithm, being limited by as many packets as devices, it cannot take advantage of
any overlap, penalizing co-execution. On the other hand, in dynamic algorithms, it has a
positive effect because the synchronization and communication overhead is greatly reduced,
by overlapping them with the computation. Thus, there is a clear advantage of dynamic
algorithms, which was not always the case with EngineCL and its OpenCL technology.

Considering the memory models, there is a general improvement in balancing and per-
formance when using USM compared with Buffers. It can be observed than USM performs
much better than Buffers, especially when dynamic strategies are being used and when large
memory transfers interfere. This is highlighted in those benchmarks that manipulate mul-
tiple memory containers, either Buffers or USM regions, with large amounts of data, as it
is detailed in Section 5.4. Splitting into many packages causes more management by the
abstract memory containers, the SYCL Buffers, which is alleviated by using shared mem-
ory optimizations, such as in Gaussian, Matmul or Mandelbrot. However, the HGuided
load balancer is so algorithmically efficient that it tends to alleviate the differences between
memory container types.
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Finally, it is important to note that there is generally a tendency for good balancing effi-
ciency to be related with increased speedups. However, it is important to qualify this pattern,
since the validation presents two different architectures and an interesting variety of bench-
marks with distinct properties. For this reason, there are cases with imbalance issues, but
the total work is completed in less time, because the device that receives more work executes
faster. Thus, it achieves more throughput per packet, fewer synchronizations and communi-
cations, as well as less host management overheads, enhancing the total computation. This
behavior is observed in MatMul, Ray and Taylor for dynamic algorithms, specially in config-
urations that include too many packages (Dyn200), where there is an increase in host-device
communications. In such cases, the workload distribution and scheduling management can
penalize performance, especially if Buffer-type structures are being used instead of shared
memory optimizations (USM). This is also the main reason why HGuided excels since it
solves these problems.

5.5.2 Scalability

This section presents a scalability analysis of system Co-executor Runtime with HGuided,
the best load balancing algorithm determined in the previous section. To this aim, Figure 5-
7 shows the evolution of the execution time of each benchmark with respect to the size
of the problem, in different configurations: CPU-only, GPU-only and co-executing using
HGuided scheduler.

The most important conclusion to be drawn is that, in all the cases studied, there is a turn-
ing point from which co-execution improves the performance of the fastest device. For very
small problem sizes, the overhead introduced by the Co-executor Runtime cannot be com-
pensated by the performance increase provided by the co-execution. These points are more
noticeable in Gaussian, Mandelbrot, Ray and Taylor, because the differences in computing
capacity between CPUs and GPUs are much more pronounced (13.5x, 4.8x, 4.6x and 3.2x,
respectively).

Experiments have been done considering the memory models, but from a scalability
and representation point of view, it is difficult to discern the differences between USM and
Buffers. As reflected in Section 5.5.1, USM offers better efficiencies but both models show
similar trends. For this reason, only USM is represented to clarify the representation of
scalability and the impact of co-execution.

Matmul is a special case, since by increasing the size of the problem, a point is reached
where co-execution obtains the same performance as the GPU-only. A detailed analysis
of the hardware counters indicates how the LLC memory suffers constant invalidations be-
tween CPU and GPU. Temporary locality of the shared memory hierarchy is penalized when
co-executing with very large matrices, because the GPU requests memory blocks aggres-
sively. This does not occur in the other benchmarks, as there is no temporal locality. Since
the data is only used once, there are no conflict misses.
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Figure 5-7: Scalability for CPU, GPU and CPU-GPU coexecution using the Coexecutor runtime with its
HGuided scheduling policy and USMmemory model for Desktop and DevCloud nodes.

5.5.3 Energy

This section presents the analysis of the energy consumption as well as the energy efficiency
of the Desktop system, both when using only the CPU and the GPU, and with different
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Figure 5-8: Energy consumption by cores, GPU and the other units of the package with the DRAM con-
sumption for Desktop node.
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Figure 5-9: Energy Efficiency compared with GPU for Desktop node (more is better).

configurations of co-execution runtime. The DevCloud node does not offer any possibility
to measure power consumption, such as RAPL counters, perf events or any Intel system
tools. Therefore, this section focuses on analyzing the energy behavior of the Desktop node
when using the oneAPI Coexecutor Runtime.

Figure 5-8 presents the energy consumption, with each bar composed of up to three re-
gions representing the energy used by: the CPU cores, the GPU and the rest of the CPU
package together with the DRAM (uncore + dram).

Considering the average energy consumption, using only the GPU is the safest option to
ensure minimum energy consumption. This is because the energy savings achieved by the
reduction in execution time thanks to co-execution, is not enough to counteract the increase
in power consumption caused by the use of CPU cores. However, there are also benchmarks
such as Taylor and Rap where co-executing does improve energy consumption over GPU,
and others where co-execution and GPU-only have similar energy consumption, such as
MatMul. This is because the computational powers between the two devices are considerably
close, achieving very balanced distributions that result in efficient energy consumptions.
Taylor has a computational power ratio of 0.44 ∶ 0.56 (CPU and GPU), while Rap has a ratio
of 0.39 ∶ 0.61. The case of MatMul is particular as it is due to LLC sharing penalties, as it is
explained in Section 5.5.2.

Regarding the schedulers, there is a clear correlation between performance and energy
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consumption. Therefore, the algorithms that offer the best performance in co-execution are
also the ones that consume the least energy. On the contrary, the schedulers that cause a lot
of imbalance by giving more work to the CPU, spike the energy consumption, due to the
higher usage of CPU cores, like Gaussian and Mandelbrot with Dyn5, and RAP with Static.

An interesting behavior can be observed in MatMul. The balancing efficiency using dy-
namic algorithms is very close to 1.0 in all cases. However, the performance obtained is very
different using buffers than with USM. The explanation is found by analyzing the memory
power consumption results shown in Figure 5-8. It can be seen that the memory power
consumption (and therefore the memory usage) in the case of buffers is much higher than
in the case of USM. The memory power consumption results correlate perfectly with the
performance results. Also, Taylor presents a similar behavior.

Another very interesting metric is energy efficiency, which relates performance and en-
ergy consumption. In this case it is represented by the ratio of the Energy-Delay Product of
the GPU with respect to the co-execution, presented in Figure 5-9. Therefore, values higher
than 1.0 indicate that the co-execution is more energy efficient than the GPU.

Looking at the geometric mean, it can be concluded that co-execution is 72% more en-
ergy efficient than the GPU execution, using the HGuided scheduler and the USM memory
model. Furthermore, this metric is indeed favorable to co-execution in all benchmarks stud-
ied, reaching improvements of up to 2.8x in Taylor and RAP. Thus, while co-execution con-
sumes more energy in absolute terms on some benchmarks, the reduction in execution time
compensates for this extra consumption, resulting in a better performance-energy trade-off.

5.5.4 NBody Benchmark

NBody presents an outstanding behavior, and a detailed study of the characteristics of the
application, together with an evaluation of the throughputs, has highlighted the importance
of dynamic strategies. Figure 5-10 shows the speedups of the Coexecutor Runtime with re-
spect to the execution of a single package offloaded with the full problem size for a single
device (Single). It depicts the results when using a single device, the CPU and GPU indepen-
dently, for each supported memory model, when using different package distributions with
the Dynamic scheduler. Each of the graphs shows 6 configurations of the scheduler, with 5,
50, 100, 400, 800 and 1200 packages of the same size, all dynamically scheduled. In addi-
tion, there are four rows of graphs, showing the results for 4 different number of molecules
to compute in the NBody simulation, considering increasing problem sizes, from x1 to x4.

It can be contrasted how NBody offers an extraordinary behavior when using the dy-
namic strategy provided by Coexecutor Runtime. It generally yields higher speedups as the
number of packages and problem sizes increase, providing good scalability. However, when
using a very high number of packages, a turning point is reached and the speedup starts
to drop. This behavior occurs earlier when using Buffers than when using shared memory
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Figure 5-10: NBody speedups when using single-device dynamic policies for a set of increasing problem
sizes. Baselines are single CPU or GPU execution per memory model.

USM. Additionally, the speedups obtained are not so good in the CPU compared with the
GPU, but on the other hand the difference between memory models is not as important
when using the CPU device. Moreover, in bigger problem sizes (Size x3, x4), larger package
configurations, such as Dyn400 or Dyn800, obtain even better speedups, especially on CPU.
Therefore, for these cases and depending on the problem size, the inflection point is at a
very large number of packages, with an amount in between Dyn800 and Dyn1200. Beyond
that point, many packages increase the communications penalization, degrading the overall
performance. Furthermore, even if management and synchronization have been increased,
the overhead is considerably reduced when using USM. The performance of NBody is ex-
cellent mainly due to three main factors: the characteristics of the kernel computation, the
heterogeneous architecture, and the efficiency of the runtime. As a result of this combina-
tion, the cost of computation and communication produced by each package launched is
very similar, so the computation-communication overlap helps to practically eliminate the
communication cost. In other benchmarks the ratio of computation to communication is
higher, so the overlap does not have as much impact. In addition, it is possible that the
implementation of DPC++ and the oneAPI extensions recognize the independency of the
data computation given by the multi-threaded architecture of Coexecutor Runtime, gener-
ating multiple command queues to transfer memory regions and perform parallel kernel
executions, overlapping computation and communication, as has been seen in Chapter 3
and many papers [93, 125, 126, 128, 381].

The results presented in this section are from the Desktop node, but similar behaviors are
found in the DevCloud server.
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5.6 Conclusions

This Chapter details the Coexecutor Runtime, facilitating the exploitation of heterogeneous
systems and providing co-execution to the novel oneAPI technology. As a result of this
work, several conclusions can be obtained regarding its design and architecture, as well as
behavioral aspects, thanks to the exhaustive experimental validation.

Intel oneAPI and its unified programming model, based on SYCL, is a powerful approach
to facilitate the programming of heterogeneous systems. Although initially limited to Intel
devices, it is gaining strong adoption among other manufacturers and devices. The exten-
sions provided, such as the possibility of exploiting unified shared memory (USM), give the
technology greater capabilities, enhancing its versatility. However, this technology does not
allow leveraging the devices of the heterogeneous system efficiently. For this reason, Coex-
ecutorRuntime is designed and implemented as an abstraction over the oneAPI technology,
with the objective of inheriting its advantageous features, and solving its drawbacks. In ad-
dition to enabling co-execution, a fundamental point is its API similar to SYCL. Thus, the
system is abstracted while facilitating its programmability in a style defined by the stan-
dard, while providing different levels of detail to define the co-execution of the problem.
This enables the reuse of programs and greater extensibility in the kernel code, improv-
ing the expressiveness when implementing applications. Another relevant point is that the
multi-threaded architecture has been designed with asynchrony and dynamic mechanisms
in mind, since the objective is to exploit the heterogeneous system in the best possible way.
Thanks to this strategies, it has been possible to implement load balancing algorithms effi-
ciently. Finally, the third factor to consider is that the runtime has mechanisms to guarantee
its extensibility without penalizing its API design, optimization efforts and the evolution of
the oneAPI capabilities, making it easy to adapt new features and extensions.

The most important conclusion drawn from the results is that co-execution is worthwhile
when using dynamic algorithms. The underlying technology is able to offer exceptional per-
formance by exploiting dynamic mechanisms, favoring a high computation-communication
overlap, with extreme cases such as the one shown in the NBody study. This conclusion is
further evidenced when using the HGuided algorithm, which offers the best dynamic be-
havior for Coexecutor Runtime, and the unified shared memory strategy. However, even if
USM is the most efficient strategy, the abstraction of the memory model with respect to the
scheduling system allows to exploit also SYCL Buffers with good co-execution results, pro-
moting compatibility with devices that do not support USM. It is important to note how the
benchmark is performed against the GPU, the fastest device, and yet it is worthwhile to use
the runtime and perform co-execution beyond an inflection point. This is generally located
in small problem sizes, as it is highlighted by the scalability analysis.

Considering the benchmarks studied, Coexecutor Runtime achieves an efficiency of 0.92
in Desktop and 0.89 in DevCloud, in addition to achieving 72% more energy efficiency than
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when using only the GPU. All these results are achieved due to efficient synchronization,
architecture design decisions, computation and communication overlap, and the underlying
oneAPI technology and its DPC++ compiler and runtime. Finally, co-execution has been
validated with CPUs and integrated GPUs, but Coexecutor Runtime is also able of effortlessly
exploit other types of architectures that will be incorporated into oneAPI.
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Conclusions & FutureWork

Trends in recent years are demonstrating how the ubiquity of heterogeneous sys-

tems is key to exploiting all kinds of computational problems, from the most ambi-

tious ones with large data volumes and in HPC environments, through specific accel-

erations in embedded devices, to commercial applications and cloud service servers.

However, current programming models require portability and integration efforts, pe-

nalizing usability, all while not squeezing the full efficiency of these massively parallel

systems. This dissertation proposes the development of heterogeneous runtimes with

a simplified API to facilitate programmability and improve the performance and en-

ergy efficiency of these systems. For that purpose, it draws on current trends and de

facto standards, performing abstractions and optimizations on these technologies. The

two proposals made, EngineCL and CoexecutorRuntime, take different approaches in

the resolution of the objectives. The first one offers a flexible engine with maximum

compatibility between architectures, centered on OpenCL and with an API provid-

ing a very high level of abstraction, offering a runtime decoupled from the application

domain. The second focuses on offering a solution as close as possible to the compu-

tational problem, providing an architecture close to C++ and SYCL, with co-execution

capabilities through an API compatible with oneAPI technology. Finally, two inte-

grations made with one of the designed engines are adapted and evaluated by applying

and extending it to two situations for which it was not originally designed. This chapter

highlights the most important conclusions of the work done in this PhD, synthesized

and grouped in the three previous chapters. In addition, multiple lines of future work

are outlined, both general and specific, as a result of the research and contributions

presented.
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6.1 Conclusions

The popularity of massively parallel systems, and especially heterogeneous computing, is
driven by their excellent capabilities, particularly their performance and energy efficiency.
The diversity of computationally intensive and data-intensive problems continues to grow,
so a future with even greater heterogeneity is inevitable. As a result of this constant demand,
more and more specialized and innovative architectures are emerging, including all kinds
of on-chip units and external accelerators. However, this brings a multitude of challenges
from the software perspective, as programming becomes radically more complicated. The
host-device accelerator offloading model is limited by both low architectural scalability and
usability, as it under-utilizes existing devices and wastes power, especially on the host. Ex-
ecution models focus on task-based parallelism to make it easier for programmers to use
accelerators, since they assign a coarse-grained task per accelerator. However, they require
manual adaptation efforts and do not fully exploit system resources, as it is often data paral-
lelism which facilitates the exploitation of these devices. Co-execution strategies are useful
to squeeze the potential of heterogeneous systems, but are not supported by existing frame-
works, requiring the programmer to perform a manual transformation of the applications,
incurring in high engineering efforts that may lead to errors or low optimization.

This dissertation presents several contributions focused on enabling and optimizing co-
execution in heterogeneous systems, relieving the programmer and promoting high usabil-
ity. The main approach to solving these problems is through the conception of runtimes that
abstract the underlying systems, orchestrate all operations with existing devices and facilitate
performance portability. Furthermore, scheduling strategies and load balancing algorithms
are incorporated, evaluated and optimized to efficiently execute the problems to be solved.
The approach of the proposals is always multi-objective, trying to squeeze the maximum
performance and energy efficiency not only avoiding penalizing the usability, but improv-
ing it. The programmer will be able to generate maintainable, extensible and portable code,
making implementations built independently of the heterogeneous systems used. The pur-
pose is to take advantage of all available computing devices to solve tasks in a cooperative
way. Moreover, the efforts elaborated here have contributed to any further evolution and
maintainability, with special emphasis on runtime extensibility. The incorporation of future
accelerators and even variations of their low-level APIs should be a simple task thanks to the
modular design, flexible architecture and encapsulation principles, as demonstrated by the
various integrations and other external work. The aim is to make good use of existing ar-
chitectures and programming models, but also to prepare for future technological changes.
Therefore, this dissertation addresses these objectives by making contributions grouped in
three blocks.

First, the EngineCL runtime is proposed as a flexible and portable solution for hetero-
geneous systems, focusing on improving the programmability of OpenCL technology. The
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design principles underlying the resulting architecture and API are usability and perfor-
mance, thereby also improving its energy efficiency. Thanks to the practices carried out on
top of the OpenCL technology, it is possible to comfortably exploit all the devices of a hetero-
geneous system, thanks to the compatibility not only between different manufacturers but
also between existing driver versions and architectures. Since it has a layered design based
on software architecture practices, its maintainability and extensibility excels, as it has been
verified both in the software engineering metrics and in the integrations presented in Chap-
ter 3. One of the fundamental advantages of the runtime is its abstraction, encapsulating
the execution core and decoupling the problem domain, thus allowing the isolation of the
algorithmic and hardware optimization fundamentals of the problem to be solved. More-
over, this modularity has been especially exploited by incorporating a pluggable scheduling
system that has made it possible to squeeze the performance of the heterogeneous system
with various load balancing algorithms. Validation has been exhaustive, considering two
fronts, programmability and performance. EngineCL has been compared with OpenCL in
a counterproductive situation for the former proposal, since only a single device offloading is
used for the comparison, without exploiting all the existing capabilities. Even so, regarding
the worst cases found per device for all benchmarks studied, the average overhead is around
1.3%, with the maximum found being 2.8%. The runtime scaled well as the problem size and
execution duration increased, with a decreasing tendency towards negligible overheads. As
for usability, it improves significantly in all the metrics analyzed, reaching extreme cases of
up to 21 and 8.5 times better on average, considering error control or operational complex-
ity, respectively. Maintainability improves even more as the number and type of devices in
the system increased, standing out over a pure execution based only on OpenCL. Further-
more, the validation on two heterogeneous systems, one HPC and one commodity, with 6
different architectures, obtained remarkable results with average efficiencies of 0.89 and 0.82,
respectively. Finally, considering the energy validation, EngineCL reached improvements of
up to 1.6 times better than the most energy efficient device. The co-execution achieved, on
average, 1.36 and 1.39 times better energy efficiency than the GPU for regular and irregular
problems, respectively. In short, the runtime is able to take advantage of all existing archi-
tectures without effort for the programmer, while achieving high performance, good energy
efficiencies and low overhead compared with OpenCL.

Secondly, EngineCL is extended for two different application scenarios, making integra-
tions for time-constrained executions and also in the exploitation of a molecular dynamics
simulator where the code was hand-optimized for CPUs and OpenCL cannot be competi-
tive against it. One of the clearest conclusions is the versatility of the designed runtime, and
how it can be adapted comfortably to situations for which it was not initially designed.

The integration performed in a commodity node as a service server performs optimiza-
tions to be competitive in the execution of kernels of short duration. The architectural ap-
proach focuses on optimizing the initial stages of the runtime, parallelizing the configura-
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tion stages, reusing OpenCL primitives and optimizing data management, so as to lighten
the overhead of using a management infrastructure. On the other hand, the exploration
and tuning of parameter values of the best used load balancing algorithm has been per-
formed.The optimization of the runtime together with parameter tuning results in a schedul-
ing combination that is always the most efficient, obtaining averages of 0.84 for the applica-
tions studied. This contribution reduces the inflection point from which it is advantageous
to perform co-execution, bringing heterogeneous systems closer to these initially counter-
productive computations.

On the other hand, the second integration solves a performance degradation encoun-
tered when using OpenCL technology in the computation of molecular dynamics kernels,
as part of the ls1-MarDyn simulator. The runtime architecture is extended, incorporating a
new CPU-native execution core and hybrid co-execution capabilities, allowing to efficiently
exploit the heterogeneous system. This contribution delves into the exploration of combi-
nations of heterogeneous programming models, amplifying their potential for exploitation
and preventing the programmer from being aware of the internal management complexity.
The validation and experimental results highlight several conclusions, such as the impor-
tance of having diverse scheduling algorithms to better squeeze the variety of problems, the
importance of a lightweight but flexible arquitecture with efficient mechanisms, and how
the new native execution kernel achieves comparable performance to the highly optimized
version developed and used for years. Furthermore, considering the complete heteroge-
neous system, better performance and energy efficiency are achieved than with the current
mechanism, with improvement averages of 1.38x and 1.60x, respectively.

Finally, thanks to the new Intel oneAPI technology, CoexecutorRuntime is conceived and
built to facilitate the exploitation of heterogeneous architectures from a modern program-
ming perspective based on C++ and SYCL. The proposal provides a design close to the prob-
lem domain and with an oneAPI-compatible programming interface, combining ease of use
with the extensions of this technology. The principle of a single source code and the versatil-
ity of C++ in the definition of operations and its architecture are preserved, thus facilitating
its modification and extension. The limitation of oneAPI with respect to co-execution has
been overcome thanks to the incorporation of a multi-threaded asynchronous architecture
that exploits the simultaneous execution of devices, benefiting from the potential of dynamic
strategies and implementing various load balancing algorithms. The proposal has been val-
idated in terms of performance, energy efficiency and scalability, to verify the behavior in
the face of regular and irregular problems, since the possibility of using dynamic scheduling
mechanisms were previously non-existent. Experimental results show how the runtime is es-
pecially advantageous when using a dynamic load balancing algorithm and exploiting shared
memory optimization. The validation on two heterogeneous machines, a commodity node
and an HPC node, reached average efficiencies of 0.92 and 0.89, respectively. Moreover, the
more balanced the computational powers of the devices used are, the faster they take advan-
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tage of co-execution, scaling appropriately as the problem size increases and achieving better
energy efficiencies. The exhaustive study and evaluation of the oneAPI technology and its
DPC++ compiler during the conception of the runtime has led to an efficient synchroniza-
tion, allowing computation-communication overlap and highlighting the good behavior of
CoexecutorRuntime when using dynamic algorithms.

The contributions presented herein led to the conclusion that the initial hypothesis has
been verified. The runtimes developed effectively improve initially competing objectives.
On the one hand, enhancing those related to the efficiency of heterogeneous systems, such
as performance, scalability and energy efficiency. On the other hand, alleviating the chal-
lenges regarding compatibility, programmability and maintainability of these architectures
and systems, simplifying the effort required to exploit them properly.

A fundamental factor of these proposals is the interest aroused in the community, as well
as their applicability and effective extensibility, materializing in other external works and
integrations. Both EngineCL and CoexecutorRuntime have been extended by another re-
search group, adapting the runtimes to leverage architectures such as FPGAs, further im-
proving the exploitation of such heterogeneous systems effortlessly.

6.2 FutureWork

This dissertation has managed to advance in the proposed objectives, obtaining tangible re-
sults both in terms of programmability and performance and energy efficiency, but the ex-
ploratory path continues. It is an ambitious problem on which a multitude of scientists and
professionals, from academia to industry, have been generating proposals and contributions
for years. There are many approaches to this problem, including architectural solutions, pro-
gramming models and abstraction frameworks, but ultimately, they all nourish each other,
converging and building progressively better solutions.

Three main research fronts can be distinguished on the basis of this thesis:

◼ Combination of runtime systems, technologies and models. Considering the two en-
gines designed, a combined solution between both proposals could be conceived and
exploited, with the best of each of them: the compatibility and usability provided by
EngineCL together with the flexibility and easy adaptability of CoexecutorRuntime.
This front is wide because the diversity is huge, but ambitious explorations can result
in really good approaches. It is important to explore new proposals and extensions,
both of previous runtimes and new technologies, introducing the most relevant ones
in order to build integral solutions as versatile as possible. As it has been seen in Chap-
ter 5 with the case of oneAPI, the initial limitation in architectures of a single vendor
is soon overcome, becoming a new heterogeneous computing framework applicable
to many architectures. Without sufficient hatching and combination of possibilities,
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it does not generate traction and adoption, generating new innovations. Hybrid pro-
gramming models are the prelude to new languages and the incorporation of func-
tionalities in existing runtimes.

◼ Scheduling algorithms. Just as the designed runtimes have achieved very high efficien-
cies, they still have room for improvement. Architectural and software optimization
solutions have been key to exploit the variety of architectures, systems and problems
shown, but there is still a niche for enhancement, especially as the types of devices and
their specialized capabilities continue to grow. On the one hand, contrasted with the
evaluations performed on the different proposed runtimes, load balancing algorithms
are not decoupled from the implementations. Thus, it is important to elaborate pro-
posals considering their runtimes and execution technologies from the very concep-
tion, empirically validated and not being considered as purely theoretical algorithms.
Moreover, algorithms have traditionally been focused on performance maximization,
but other objectives could be considered, such as lower energy consumption or higher
energy efficiency. It is also possible to optimize the best utilization of specialized de-
vices and their available units, avoiding hogging all their resources if they are not
going to be exploited. Additionally, some proposals can include greater efficiency in
obtaining suitable results, something of vital importance in current computations in
fields such as deep learning, visual or signal processing, where precision may not be
as important as a compromise between accuracy-error and throughput.

◼ Heterogeneous inter- and intra-node computing. A field with great impact is to lever-
age the proposals built by amplifying their scope of application, raising the potential of
exploitation by being extended to heterogeneous clusters. The integration performed
between hybrid programming models and the extension of execution cores outline the
first steps in this path, albeit limited to a single node. The runtime should be extended
to enable replication between nodes, increasing communication and load distribu-
tion capabilities, while exploiting hybrid computing patterns with well-established
distributed computing technologies, such as MPI or even PGAS. This end-to-end
execution solution could be approached by considering internally all technologies,
frameworks and languages involved, managed by itself as encapsulated parts. In such
case, it facilitates establishing high level optimizations and patterns, relieving the pro-
grammer from complex decisions. Additionally, two types of scheduling algorithms
could be considered, those that distribute the work between nodes, and those that
do it within the node, each one attending to different considerations to squeeze the
maximum out of the set of distributed nodes.

In view of the proposals presented, the details of their design and the experimental results,
more specific future works are emphasized:
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◼ Support for problems based on other execution types. Provide both EngineCL and Co-
executorRuntime with support for problems that require execution modes other than
those based on data-parallel iterations, such as multi-kernel executions, streaming
processes or iterative problems. The execution of applications with different compu-
tational functions can be found in deep learning training, bioinformatics or in the
application of filters and pattern recognition, among others. Stream-based comput-
ing, usually binary data flows, generally involves the entire spectrum of stream, signal,
video, audio and communications processing. Finally, iterative computations are typ-
ical in all types of simulators, where each epoch solves a series of stages, drawing on
information solved in previous epochs.

◼ Expand the type of devices evaluated and exploited. The diversity of existing devices
is immense, and for this reason, there is a great deal of scope for study and experi-
mentation. On the one hand, there are specific accelerators for neural, visual, signal
or even pattern processing. These devices can be integrated into the runtimes, either
by means of an appropriate driver (OpenCL), or by encapsulation and native incor-
poration, as has been done in the Chapter 4 on hybrid paradigm integrations. On
the other hand, CoexecutorRuntime has been evaluated only with Intel architectures,
due to its current support with oneAPI technology. However, there are devices from
other manufacturers that could be integrated and evaluated. For instance, evalua-
tion of neural and visual acceleration devices such as Intel Compute Stick, AMD Navi
RDNA and Intel Xe discrete GPUs, as well as A311D heterogeneous SoCs are some of
the architectures that are beginning to be explored, in addition to ongoing work with
FPGAs.

◼ Broaden heterogeneous computing platforms and nodes. Commodity and HPC nodes
have been the focus so far, but embedded platforms and SoCs have yet to be addressed.
There are low-power computers that offer processors with special neural and vector
processing units, GPUs integrated on-chip and digital and visual signal coprocessors,
as well as NVME technology and access to ports where specific accelerator sticks can
be attached. This heterogeneous amalgam enables a myriad of possibilities, where the
challenges seen in the integration Chapter for time-limited scenarios will be empha-
sized. However, low-power units that are efficiently exploited and take advantage of
all specialized resources represent a breakthrough for energy saving, distributed edge
computing and IoT, such as autonomous vehicles and drones, forced to do energy-
efficient in-situ computations. Nevertheless, EngineCL has already been integrated
and has support for exploiting both embedded mobile SoCs, running Android and
Linux, and heterogeneous commodity nodes running Microsoft Windows. It cur-
rently has multi-platform support, being adapted to work with .NET and NDK, en-
abling the use of Microsoft Visual C++ runtime and Java Native Interface (JNI). How-
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ever, it is still necessary to evaluate performance and exploit real applications used in
such systems, from 3D graphic modeling and rendering, to trading algorithms and
crypto-mining, as well as mobile IoT processing and inference acceleration tools.

◼ Support for distributed computing, both clusters and service servers. Both EngineCL
and CoexecutorRuntime can be encapsulated and used as load balancing manage-
ment runtimes within the node, once distributed by consolidated technologies. These
technologies can be either MPI, focusing on the message-passing paradigm, PGAS
languages for the distribution of data structures and objects, or virtual machine run-
times specialized in service orchestration, such as the Erlang BEAM. However, this
exploratory space not only contemplates the optimization of inter-process communi-
cations and memory sharing, but also the possibility of incorporating these technolo-
gies as an integral solution, so that EngineCL or CoexecutorRuntime are the orches-
trators of the entire heterogeneous cluster.

◼ Dynamic scheduling algorithms specifically designed for CoexecutorRuntime. The excel-
lent capabilities of this runtime and its asynchronous architecture have demonstrated
a very efficient behavior for dynamic mechanisms, discovering exceptional peculiar-
ities when faced with some kind of patterns. A dynamic algorithm expressly created
for this runtime could benefit from such behaviors, provided that these cases are an-
alyzed and generalized to be properly exploited.

◼ Dynamic scheduling algorithms that take into account the characteristics of architec-
tures. EngineCL provides a unique architecture that allows to comfortably extend
scheduling algorithms, in addition to offering a very large compatibility by supporting
hybrid computing thanks to its native execution cores and OpenCL. Load balancing
algorithms could be created to exploit all this diversity, considering different optimiza-
tion criteria and the types of architectures present. EngineCL is a runtime that has the
advantage of being able to validate itself against a multitude of architectures, and for
this reason, it is a good framework to exploit different lines of optimization. Load bal-
ancing algorithms can consider not only performance and energy efficiency, but also
the correct use of the resources present and the occupancy of their units. For example,
after a learning phase, divide workload types based on architectures with more vector
units, those with neural processors and those with more versatility in the divergence
of conditions, such as architectures exploiting branch predictors and multiple layers
in the memory hierarchy. In short, facilitating the workload to be distributed in the
best way among the existing devices.

◼ Exploitation of other accelerators in the ls1-MarDyn simulator. Modern and powerful
multi-cores and other architectures with multiple vector units can be interesting in
processing problems where CPUs have excelled with respect to other accelerators, as
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seen in the integration in the ls1-MarDyn simulator. For instance, it will be interesting
evaluating the NEC SX-Aurora TSUBASA vector engine coprocessor with up to 10
cores per processor, the next Intel Shappire Rapids with up to 56 cores, as well as the
AMD Epyc Genoa and Ryzen Threadripper CPUs, having up to 96 cores. With the
extension of the runtime and its new processing modes, it is now possible to exploit
hybrid co-execution with diverse technologies.

◼ Runtime integration strategies. The incorporation of runtimes and heterogeneous pro-
gramming models in real applications is far from trivial. For this reason, techniques
can be devised to address the study of bottlenecks, technology porting, architectural
transformation and incorporation of proposals that improve usability and perfor-
mance. Besides, as a result of these studies, innovative solutions can be developed
that exploit techniques to improve throughput or device utilization, with the conse-
quent improvement in performance. Some of these techniques could involve data
compaction and serialization to objects that exploit texture units, device code porta-
bility tools with support for pointer indirections in data structures or the adaptation of
kernels to higher level programming models (OpenCL C++) with support for features
used in real-world applications.

◼ Exploiting heterogeneity in modern languages. This dissertation has approached the
problem from an industrial perspective, where traditionally most applications that
exploit massively parallel computing are built in C++, with its advantages and disad-
vantages. However, there are multiple languages among which Rust or Julia stand out,
which are increasingly adopted and may become a significant industrial alternative in
a few years. These languages provide the software with other guarantees, both in terms
of security and determinism, as well as maintainability and performance. Some of
them even offer abstractions to use technologies such as OpenCL, but they are still far
from being complete solutions that enable effortless co-execution. For this reason, the
goal could be both to provide wrappers and interfaces to reuse the runtimes proposed
here, as well as to enable these languages with these capabilities without incurring in
foreign-function interfaces (FFI), bindings and external languages. Nevertheless, the
impact of accelerating bottleneck regions in languages that are not as computationally
efficient, but which are much more popular in all kinds of domains, should not be un-
derestimated. Service servers with millions of monthly requests worldwide can ben-
efit from the exploitation of the technologies and runtimes designed through the use
of connectors, such as Erlang Ports, PHP extensions or FFIs for Node.js and Python,
among others.

◼ Include new execution cores in EngineCL. There are other technologies with great pop-
ularity in the market, such as CUDA for Nvidia devices, and some more restricted
ones, such as ROCm for some of the latest AMD generations or HiP for several models
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of AMD and Nvidia GPUs. However, their usefulness and efficiency is demonstrated
by the number of jobs and industries using these technologies. Hence, as it has been
carried out in the extension for hybrid models, a new execution core can be included
to support them, extending the portability of existing programs and obtaining an in-
crease in efficiency by extending the hybrid co-execution.

◼ Extension of real-world applications and benchmarks. The diversity of characteristics
of the benchmarks used is substantial, but new applications comprising other patterns,
primitives or extensions of the technologies explored could continue to be incorpo-
rated. This is important to validate both runtimes, algorithmic proposals and future
integral solutions, so it is important to have a sufficient repertoire. Furthermore, the
work done on the ls1-MarDyn simulator shows the inherent complexity of using real
applications and integrative efforts, but it further consolidates the proposals gener-
ated. For this reason, it is important to expand the programs used by incorporating
real-world softwares, presenting a clear benefit to industrial or scientific applications
that are currently in use. Using this approach, HPC applications used in industry
and research centers can be addressed, from astrophysics and molecular dynamics to
fire prediction, as well as general applications used by hundreds of thousands of users
worldwide, including geographic information systems procedures, rendering engines,
or multimedia processors and converters, among others.

In conclusion, the optimization of performance and energy efficiency in massively parallel
systems is an open problem, as it is a relevant and impactful, but complex and multi-objective
issue, necessarily having to be approached from multiple perspectives.
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