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Abstract: Automated driving applications require accurate vehicle specific models to precisely
predict and control the motion dynamics. However, modern vehicles have a wide array of digital
and mechatronic components that are difficult to model, manufactures do not disclose all details
required for modelling and even existing models of subcomponents require coefficient estimation
to match the specific characteristics of each vehicle and their change over time. Hence, it is
attractive to use data-driven modelling to capture the relevant vehicle dynamics and synthesise
model-based control solutions. In this paper, we address identification of the steering system of
an autonomous car based on measured data. We show that the underlying dynamics are highly
nonlinear and challenging to be captured, necessitating the use of data-driven methods that fuse
the approximation capabilities of learning and the efficiency of dynamic system identification.
We demonstrate that such a neural network based subspace-encoder method can successfully
capture the underlying dynamics while other methods fall short to provide reliable results.
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1. INTRODUCTION

Promising benefits of using autonomous road vehicles,
such as higher level of safety, energy efficiency, reduced
emission and congestion; travel time saving (see Ander-
son et al. (2014); Trommer et al. (2016); Kolarova et al.
(2019)), motivated technological innovations and research
for decades. Transferring control and responsibility from
human driver to computers demands increased level of reli-
ability and safety in automotive control systems. Advanced
control system design is model-based. The vehicle however
is a complex, high dimensional, time-varying and hybrid
nonlinear system with coupled components and uncertain,
varying parameters, operating in a yet more and more
complex and changing environment. Thus, modelling and
control design are challenging tasks. To support model
based control design, the dominant modelling paradigm
is to build first-principles based models using physical
equations (Berntorp et al., 2014; Kiencke and Nielsen,
2000). Physical parameters of such models can often be
estimated on the fly and utilised in an adaptive control
setting (Singh and Taheri, 2015).

� The research presented in this paper was carried out as part of
the “Dynamics and Control of Autonomous Vehicles meeting the
Synergy Demands of Automated Transport Systems (EFOP-3.6.2-
16-2017-00016)” project in the framework of the New Széchenyi Plan.
The research was also supported by the Ministry of Innovation and
Technology NRDI Office within the framework of the Autonomous
Systems National Laboratory Program

Alternative model building techniques that rely more on
measured data are applied when the describing equations
are too complex for control design, the uncertainty in some
components of the system are too large, or the conditions
vary in time. The vehicles have digital and mechatronic
components that are difficult to model and often the
manufacturers do not disclose all details. Hence identifying
a part or the whole of the behaviour of interest by means
of low-order model structures is a reasonable approach.
For example, Rosolia et al. (2017) extended the known
part of a discrete-time state-space model by and additive
polynomial model whose coefficients were estimated by
least square methods. In a similar approach an unknown
model component was characterised by a Gaussian process
(GP) model, Hewing et al. (2020).

The goal of this paper is to identify a control oriented
model for the lateral dynamics of a Nissan Leaf that was
modified to become a platform for autonomous driving
research. To automatize steering of the vehicle, the built-
in servo system is utilized. In normal operation the servo
system receives a voltage signal proportional to the mea-
sured torque applied by the driver. With a minimal cost
hardware modification, this connection is augmented: the
autonomous navigation controller running on an external
computer may produce an additional voltage input to
the servo system generating torque to autonomously steer
the system. This concept worked well with a base-line
controller as demonstrated in Szűcs et al. (2020), but a
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Identification of the nonlinear steering
dynamics of an autonomous vehicle �
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system receives a voltage signal proportional to the mea-
sured torque applied by the driver. With a minimal cost
hardware modification, this connection is augmented: the
autonomous navigation controller running on an external
computer may produce an additional voltage input to
the servo system generating torque to autonomously steer
the system. This concept worked well with a base-line
controller as demonstrated in Szűcs et al. (2020), but a
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1. INTRODUCTION

Promising benefits of using autonomous road vehicles,
such as higher level of safety, energy efficiency, reduced
emission and congestion; travel time saving (see Ander-
son et al. (2014); Trommer et al. (2016); Kolarova et al.
(2019)), motivated technological innovations and research
for decades. Transferring control and responsibility from
human driver to computers demands increased level of reli-
ability and safety in automotive control systems. Advanced
control system design is model-based. The vehicle however
is a complex, high dimensional, time-varying and hybrid
nonlinear system with coupled components and uncertain,
varying parameters, operating in a yet more and more
complex and changing environment. Thus, modelling and
control design are challenging tasks. To support model
based control design, the dominant modelling paradigm
is to build first-principles based models using physical
equations (Berntorp et al., 2014; Kiencke and Nielsen,
2000). Physical parameters of such models can often be
estimated on the fly and utilised in an adaptive control
setting (Singh and Taheri, 2015).
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Synergy Demands of Automated Transport Systems (EFOP-3.6.2-
16-2017-00016)” project in the framework of the New Széchenyi Plan.
The research was also supported by the Ministry of Innovation and
Technology NRDI Office within the framework of the Autonomous
Systems National Laboratory Program

Alternative model building techniques that rely more on
measured data are applied when the describing equations
are too complex for control design, the uncertainty in some
components of the system are too large, or the conditions
vary in time. The vehicles have digital and mechatronic
components that are difficult to model and often the
manufacturers do not disclose all details. Hence identifying
a part or the whole of the behaviour of interest by means
of low-order model structures is a reasonable approach.
For example, Rosolia et al. (2017) extended the known
part of a discrete-time state-space model by and additive
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least square methods. In a similar approach an unknown
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vary in time. The vehicles have digital and mechatronic
components that are difficult to model and often the
manufacturers do not disclose all details. Hence identifying
a part or the whole of the behaviour of interest by means
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part of a discrete-time state-space model by and additive
polynomial model whose coefficients were estimated by
least square methods. In a similar approach an unknown
model component was characterised by a Gaussian process
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The goal of this paper is to identify a control oriented
model for the lateral dynamics of a Nissan Leaf that was
modified to become a platform for autonomous driving
research. To automatize steering of the vehicle, the built-
in servo system is utilized. In normal operation the servo
system receives a voltage signal proportional to the mea-
sured torque applied by the driver. With a minimal cost
hardware modification, this connection is augmented: the
autonomous navigation controller running on an external
computer may produce an additional voltage input to
the servo system generating torque to autonomously steer
the system. This concept worked well with a base-line
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more accurate model-based controller is required to in-
crease performance and reduce the strain to the servo. One
challenge in this modeling problem is that the behavior
of the servo system including its control software and
mechatronic components is unknown. The other challenge
lays in the nonlinear/time varying characteristics of the
pneumatic trail. It causes negative self-aligning torque at
large steering angles and low speed, and this makes the
steering mechanics of the vehicle sensitive to disturbances.

The contributions of the paper are the following. We
analyze the dynamic aspects of the given system, detail
the experimental scenarios and we compare identification
methods in capturing the dynamics of the system. Our
analysis shows that the system is highly nonlinear and
in fact challenging for system identification. By com-
paring nonlinear identification methods, we demonstrate
that a recently introduced neural network based subspace-
encoder method, which fuses the approximation capabil-
ities of learning methods and the efficiency of subspace
identification, can successfully capture the underlying dy-
namics while other methods fail to provide reliable results.

2. SYSTEM DESCRIPTION

2.1 Overview

The lateral dynamics of the Nissan Leaf-based autonomous
vehicle are controlled by using the built-in steering servo
assist unit which originally receives the driver’s steering
wheel torque as input and generates additional torque on
the steering system. With the least intervention in the
hardware, the wired connection from steering-wheel torque
sensor to servo system is augmented by the possibility of
superimposing an additional artificial torque signal gen-
erated by an on-board computer. In autonomous vehicle
experiments, the vehicle is running with released hand-
wheel, thus the sole input to the steering actuator is the
requested torque signal us. While this concept allows to
assist or to fully take over steering from the driver, it also
includes the sensor, the connected digital hardware and
the overall servo dynamics between the steering system
and the actuation input, which are difficult to model as
(a) there is no reliable documentation available from the
manufacturer and (b) it is significantly vehicle specific.

The main components of the overall steering system in-
cluding the actuation are depicted in Fig. 1. The lat-
eral chassis dynamics and the steering system mechanics
are generally well understood and first principles based
models of these components with various complexity are
available in the literature, see Berntorp (2013); Kiencke
and Nielsen (2000), which can characterize the response
of these components under normal driving conditions, i.e.,
with moderate lateral acceleration and speed. However,
often these models only capture the dominant part of
the overall behavior and they require the estimation of
several coefficients based on dedicated experiments. The
third component, the steering assist system (servo) to-
gether with its control algorithm; however, is completely
unknown and its exact design is not disclosed by the
manufacturer. Hence, in overall, it becomes important to
derive an accurate data-driven model of the steering sys-
tem which is (i) capable to capture the unknown dynamics
of the steering assist system, (ii) beyond the dominant

us steering 

servo steering  

mechanics

lateral 

chassis 

 dynamics
δ

Tmot

Fy, f

Fx,r r, v

Fig. 1. Main components of the system. Measured data are
available for us, δ, r and v.

Fig. 2. The Nissan Leaf based autonomous car.

Fig. 3. Component architecture of the autonomous car.

lateral chassis dynamics and the steering system mechan-
ics, describes accurately the specific mechanical behavior
of the car, (iii) avoids the need of dedicated experiments
to estimate the coefficients of first principle models and
makes possible online refinement and automated periodic
maintenance of the model. In the following subsections the
components are detailed and challenges of the modeling
are highlighted.

2.2 Nissan Leaf Autonomous Car Prototype

To support research on the field of autonomous and coop-
erative driving a prototype vehicle platform was developed
by SZTAKI and SZE-JKK. The electric drive Nissan Leaf
shown in Fig- 2 was equipped with interconnected sen-
sors and computers as illustrated in Fig. 3. Any steering
command initiated from either the NI cRIO9039 device or
dSpace MicroAutoBox II device goes through the safety
management unit (SMU) that disables this command in
case of any steering action by the driver. Measured signals
from the sensors installed on the vehicle are available on
controller area network (CAN) buses for data logging and
control. The experiments are conducted on the test track
ZalaZone (https://zalazone.hu).

2.3 Lateral Chassis Dynamics

The single-track chassis model describes the dominant
characteristics of the translational and yaw dynamics of
the vehicle at normal driving conditions Berntorp et al.
(2014). By this simplified model, the right and left wheels
are lumped together on each axle, hence roll, pitch and
heave motions, and thereby load transfer, are neglected.
Based on Newton’s second law the state equations are
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Fig. 4. Single-track model in Berntorp et al. (2014).

Fig. 5. Schematics of the steering system.

v̇x(t)=
1

m

(
Fx,r(t)−Fy,f (t) sin(δ(t))+mvy(t)r(t)

)
, (1a)

v̇y(t)=
1

m

(
Fy,r(t)+Fy,f (t) cos(δ(t))−mvx(t)r(t)

)
,(1b)

ṙ(t)=
1

Iz

(
Fy,f (t)lf cos(δ(t))− Fy,r(t)lr

)
, (1c)

where vx, vy, r denote the velocity components and yaw-
rate in the coordinate frame of the vehicle,m and Iz denote
mass and inertia, respectively, lr and lf denote geometric
parameters according to Fig. 4. In the low wheel-slip range
of moderate driving conditions, the lateral wheel forces at
the rear and front can be descried as

Fy,r(t) = crαr(t), (2a)

Fy,f (t) = cfαf (t), (2b)

which depend linearly on the wheel slip angles

αf (t) = δ(t)− tan−1

(
vy(t) + vr(t)lf

vx(t)

)
, (3a)

αr(t) =− tan−1

(
vy(t)− vr(t)lr

vx(t)

)
. (3b)

In the above equations, cf and cr correspond to the so
called cornering stiffness parameters. The inputs to this
chassis model are the steering angle δ and the driving force
Fx,r at the rear axle. The absolute velocity,

v(t) =
√

v2x(t) + v2y(t), (4)

and the yaw-rate, r, can be accurately measured by high
precision GNSS-INS system with a KVH GEO FOG 3D-
Dual sensor. For the steering angle, δ, the on-board sensor
is used. For the actual car, the physical parameters Iz, cf ,
cr and driving force input Fx,r(t) are unknown.

2.4 Steering Mechanics

The schematic architecture of the steering system is shown
in Fig. 5. The motion of the front wheels and the linkage
system are described by

δ̈(t)Θδ = −δ̇dδ + Tmot + Tl − sign(δ)FSr/il (5)

where δ is the effective steering angle and Θδ and dδ
correspond to the aggregated inertia and damping. The
inputs influencing the steering angle are the torque Tmot

provided by the electric servo motors, the friction force FSr

Fig. 6. GPS path of a typical experiment for identification

and the torque Tl = Tl,1 + Tl,2 due to tire-road contact.
The latter can be modeled as

Tl = nsaFy,f + TB (6)

where nsaFy,f is the self-aligning torque and TB is the low-
speed steering friction torque between tire and pavement.
For more details and analytic/empirical expressions for
these torques, see Cao et al. (2019); Ma et al. (2016).

Unfortunately, none of the terms and parameters in (5) are
known. The pneumatic trail nsa, the force arm of the self-
aligning torque, may vary with the steering angle and may
even be negative at sharp cornering. As the trail decreases,
the steering system goes toward the border of its stability
region. A negative trail may imply the situation where the
dominating lateral force Fy,f turns the wheels toward their
limit position (second stability region). Near the borders of
the different stability regions the system is very sensitive
to disturbing effects of the road and the flexible tires. This
phenomenon can be observed in low speed experiments
and represents a significant challenge for identification.

2.5 Modeling Approach

Looking at Fig. 1 and in terms of the above discussion,
it can be concluded that the unknown and uncertain
components in the overall system are required to be mod-
eled. Furthermore, critical components such as the servo
system and its software behavior and the pneumatic trail
dynamics are completely unknown without any reliable
first-principles based structure to estimate them. For this
reason, we consider the system as a whole, and try to iden-
tify it in terms of nonlinear black-box model structures 1

presented in Section 4. The overall system has the yaw-rate
r as the output while the control signal us and the vehicle
speed v, which represents the effect of the longitudinal
dynamics on the lateral one, are considered as inputs.

3. EXPERIMENTAL CAMPAIGN

Experiment design is based on three arguments: 1.) Physi-
cal insight and driving experience show that lateral dy-
namics vary over regions of operation. The simplified
lateral chassis dynamics (1b)-(1c) under moderate driv-
ing conditions can be well approximated by a linear
parameter-varying model scheduled by the longitudinal
speed. Experience of driving at low speed (< 3m/s) sug-
gest significant variation of the pneumatic trail nsa, de-
pending on the steering angle. 2.) The intended use of
the model is control design for autonomous driving tasks
in moderate driving conditions in urban environment. 3.)
Experimental constraints concerning speed and space lim-
its on the test field. In order to satisfy space constraints
the experiments are carried out in closed-loop, tracking a

1 Note that considered GP and ANN model structures can be
directly used in control via a wide range of model predictive (GP-
MPC and ANN-MPC) solutions, e.g., see Hewing et al. (2020).
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where nsaFy,f is the self-aligning torque and TB is the low-
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presented in Section 4. The overall system has the yaw-rate
r as the output while the control signal us and the vehicle
speed v, which represents the effect of the longitudinal
dynamics on the lateral one, are considered as inputs.

3. EXPERIMENTAL CAMPAIGN

Experiment design is based on three arguments: 1.) Physi-
cal insight and driving experience show that lateral dy-
namics vary over regions of operation. The simplified
lateral chassis dynamics (1b)-(1c) under moderate driv-
ing conditions can be well approximated by a linear
parameter-varying model scheduled by the longitudinal
speed. Experience of driving at low speed (< 3m/s) sug-
gest significant variation of the pneumatic trail nsa, de-
pending on the steering angle. 2.) The intended use of
the model is control design for autonomous driving tasks
in moderate driving conditions in urban environment. 3.)
Experimental constraints concerning speed and space lim-
its on the test field. In order to satisfy space constraints
the experiments are carried out in closed-loop, tracking a

1 Note that considered GP and ANN model structures can be
directly used in control via a wide range of model predictive (GP-
MPC and ANN-MPC) solutions, e.g., see Hewing et al. (2020).

predefined trajectory. The region of operation is defined
in terms of speed and steering angle. The designed tra-
jectories systematically cover this two dimensional space.
An example path is shown in Fig. 6. The path is followed
multiple times at different (approximately) constant speed
between 1 m/s and 8 m/s and the signals are sampled
with 50 Hz. The applied baseline path tracking control
system is described in Szűcs et al. (2020). To ensure
sufficient excitation for identification, the control signal is
superimposed by a pseudo random binary signal (PRBS)
whose bandwidth (10 rad/s) exceeds the bandwidth of the
lateral control system in normal driving conditions and
whose amplitude is still bearable for the test pilots. In this
way, 21 data sets {Di}21i=1 have been obtained.

4. IDENTIFICATION RESULTS

4.1 Model structures

Based on the overall description of the to-be-identified
steering dynamics in Section 2 and the measurement con-
ditions detailed in Section 3, the data generating system
is assumed to have the discrete-time form

xk+1 = f(xk, uk), (7a)

yk = h(xk) + ek, (7b)

where k ∈ Z is the discrete time corresponding to the
sampling t = kTs, uk ∈ R2 is the input signal composed
as u(k) = [ us(k) v(k) ]�, yk = rk ∈ R is the yaw rate,
xk ∈ Rnx is the state variable which contains sampled
versions of vx, vy and δ and states related to the unknown
components of the system, but its exact order nx and
composition is unknown, ek is the measurement noise
process that is assumed to be colored with finite variance.
The functions f : Rnx+2 → Rnx and h : Rnx → R
are potentially non-smooth. In order to capture (7), we
consider to use three model structures:

LTI-SS model: A linear-time-invariant (LTI) unstruc-
tured state-space (SS) model of the form

x̂k+1 = Aθx̂k +Bθuk +Kθ�k, (8a)

ŷk = Cθx̂k + �k, (8b)

where �k is the innovation noise and assumed to be
i.i.d. with �k ∼ N (0, σ2

e ), σe > 0, and Aθ, . . . ,Kθ are
matrices with appropriate dimensions representing the
parameters θ of the model, see Ljung (1999) for further
details. Due to the fact that the measurement data is
not applicable for nonlinear distortion analysis (Schoukens
et al., 2016), the linear model structure is used to assess
how nonlinear the underlying process is. Note that the
overall dynamics are expected to have a dominant nonlin-
ear behavior as it is shown in Corno et al. (2020), hence the
LTI model structure is only used for comparison purposes.

NL-GP model: A non-parametric nonlinear (NL) Gaus-
sian process (GP) model of the form

ŷk = ĝ(yk−1, . . . , yk−na
, uk−1, . . . , uk−nb

) + �k (9)

where ĝ is the maximum a posteriori function estimate
under a GP prior g ∼ GP (0,Kθ), see Rasmussen and
Williams (2006) for further details. Here Kθ is a kernel
function parameterized in terms of its hyper-parameters θ
which in fact represent the to-be-estimated parameters of
the model. Kθ also defines the function space in which the
unknown dynamic relation of (7), characterized by ĝ in an
input-output form, is estimated. GP estimators are well-
known for their efficiency to capture difficult nonlinear
relationships from data (Rasmussen and Williams, 2006).

Step 0 Step 1 Step 2

...

Fig. 7. Estimation structure of the state-space encoder
where the initial state x̂k→k is estimated by an en-
coder function ψ based on past IO samples.

NL-ANN model: A nonlinear artificial neural network
(ANN) based SS model:

x̂k+1 = fθ(x̂k, uk), (10a)

ŷk = hθ(x̂k) + �k, (10b)

with x̂k ∈ Rnx the internal model state, � is a colored
noise process, fθ and hθ constructed and parameterized
as a multi layered ANN with linear bypass and weight
parameters θ. The functions fθ and hθ are represented as
ANNs to capute the expected complex dynamics.

4.2 Model estimation

The LTI-SS model structure (8) is identified with state-
space prediction error minimization (PEM) (Ljung, 1999)
initialized using SS-ARX based subspace identification via
the Matlab script ssest. The effective model order was
determined to be 10. Note that the used innovation noise
model is rather general and it is adequate in the LTI case
to provide unbiased estimates under colored output noise.

Due to the fact that the GP model assumes an non-
linear auto-regressive noise structure (NARX), while the
expected noise in the system has a colored OE form, the
standard MAP estimate based on the 1-step ahead predic-
tion error results in a seriously biased estimate, which in
simulation performs worse than the estimated LTI model
on the test data. To avoid the resulting bias, the GP
estimator was trained on the n-step ahead prediction error,
which in theory converges to the simulation error when
N → ∞. The kernel function was chosen to be a squared
exponential, and the hyper-parameters together with the
selection of the orders na and nb were tuned via cross
validation using an �2 loss function.

For the estimation of the NL-ANN-SS model (10) a re-
cently developed subspace-encoder estimation approach
Beintema et al. (2021) is utilized. The main idea behind
of the method is depicted in Fig. (7), where a state-
sequence xk is estimated as x̂k→k using a nonlinear re-
constructability map ψθ from past inputs and outputs
that is parameterized as a deep neural network. Then, the
state sequence is forward propagated in time through an
ANN parametrization based fθ and hθ which results in a
nonlinear (observability) mapping of xk→k to the future
sequence of the output ŷk, . . . , ŷk+n, which are denoted
as {ŷk→k+i}ni=1 to emphasize that they are the predicted
outputs based on the estimated state at time moment k.
In fact, the estimation structure corresponds to

ŷk→k+i := hθ(x̂k→k+i), (11a)

x̂k→k+i+1 := fθ(x̂k→k+i, uk+i), (11b)

x̂k→k := φθ(yk−nx:k−1, uk−nx:k−1), (11c)

where x̂k→k+i indicates i recursive uses of fθ to calculate

x̂k→k+i = fθ(fθ(...fθ(x̂k→k, uk), ..., uk+i−2), uk+i−1).
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By simultaneously optimizing fθ, hθ, ψθ based on the �2
loss of the observability map based prediction

Venc(θ)=
1

2N(n+ 1)

N∑
k=1

n+τ0∑
i=τ0

�yk+i − ŷk→k+i�22, (12)

with τ0 ≥ 0 burn in parameter, the estimator can be
seen as a nonlinear extension linear subspace identification
Beintema et al. (2021) or as a generalization of the multi-
ple shooting method (Ribeiro et al., 2019). Furthermore,
due to the independence of the loss function on each
section, the proposed method allows for i) computational
speedup by utilizing modern parallelization methods and
ii) the utilization of batch optimization methods (e.g.
Adam (Kingma and Ba, 2014)). For the given identifica-
tion problem, ψθ, fθ and hθ are chosen as a two hidden
layer neural networks with 64 nodes per layer, tanh acti-
vation and a linear bypass. The parameters are initialized
by sampling the uniform distribution U(±1/

√
nin) based

on the number of inputs nin to the layer. For training,
the following hyper-parameters are used: nx = 40, τ0 = 0,
n = 100 with Adam batch optimization (Kingma and Ba,
2014) using learning rate of α = 10−3 and a batch size
of 512. Note that the hyper-parameters were manually
optimized including the network depth and state-order.
The most critical parameters to tweak where the batch
size and the downsample factor (see next section) whereas
the precise structure of the ANN had less prominent role.
The detailed results for various choices of these parameters
are not reported here due to space restrictions.

4.3 Results

The results of the estimation based on the three ap-
proaches are given in Table 1 and Figure 8. The data has
been subsampled with an FIR based anti-aliasing filter to
sampling time Ts = 0.1 sec which results in negligible
loss of the represented frequency content. For the NL-
ANN-SS model, a subsampling to Ts = 0.2 sec was used
to decrease the computational load across the 21 data
sets and sets {Di}i∈{1,3,4,7,8,9,10,11,12,15,16,18,20} were used
for training, {Di}i∈{2,6,19} were used as validation sets
to train the hyper-parameters and {Di}i∈{5,13,14,17} were
used as test sets for evaluating the identified model in
terms of the normalized root mean square error (NRMSE)
of the simulated model response reported in Table 1. The
cumulative NRMSE up to sample k ∈ {1, . . . , N} is

NRMSE(k) =

√∑k
j=1 �yj − ŷj�22√∑k
j=1 �yj − ȳ�22

(13)

where ȳ is the mean of the signal y and N is the length
of the data set. This allows in Figure 8 to show also the
evolution of NRMSE(k).

The estimation of the LTI-SS model has been accom-
plished on {D2} and the resulting model was tested on
{D14} as these sets represent responses for similar speed
profile. As pure LTI estimation failed to provide reasonable
results, Hammerstein-Wiener identification based analysis
has shown that us is effected by a dead-zone nonlinearity
in the region [−0.13, 0.17]. Hence the LTI estimate was
recomputed by first applying this dead-zone nonlinearity
on us and the corresponding results are reported with
LTI-SS∗. As it was noticed that ssets has experienced

Table 1. (in)Validation results of the models.

Measure/Data LTI-SS∗ LTI-OE NL-GP NL-ANN

NRMSE(N) D14 77% 50% 82% 17%
NRMSE(N) D18 21% 26% 18% 16%

numerical problems, the estimation was repeated using an
LTI-OE model structure with nb = [9, 8], nf = [6, 5] and
nk = [1, 0] (determined via residual analysis), which in
terms of NRMSE has obtained better results. However,
careful analysis of the simulation response for {D14} in
Figure 8 reveals that qualitatively neither of the models
provide good approximation of the response due to serious
oscillations of the OE model in the low yaw rate region and
complete miss of the high-yaw-rate response. LTI models
were also trained and respectively tested with higher speed
(23 km/h) experiment data {D11} and tested on {D18},
where the range of steering angle is smaller, hence the
self-aligning torque is positive and keeps the system in the
stable region. As a result, LTI models perform for such
data sets significantly better. In overall, LTI identification
shows serious inconsistency over the estimation data sets,
with even poor results on validation sets with similar speed
profile. This clearly shows the highly nonlinear and volatile
nature of the involved dynamics for large steering angles.

NL-GP-OE model with na = nb = 9 was trained on
{D2} and tested on {D14} for the low speed range (5
km/h), and trained on {D17,19} and tested on {D18}
for the higher speed range (23 km/h). Due to the large
amount of data, only selected batches were used for hyper-
parameter tuning and training. The evolution of NRMSE
in Figure 8 shows that the GP model performs similar
to NL-ANN except for the sensitive range of the system,
i.e., at low speed and sharp cornering, where it completely
misses the high-yaw-rate response. One drawback of the
GP model compared to NL-ANN that its state-space
[ŷk−1 · · · u�

k−nb
]� is fixed in advance, while the NL-ANN

have a large model order, can work with much higher
amount of data and can optimize its state vector to have a
more parsimonious representation of the past. This allows
the state-space encoder method to obtain superior results
with relatively negligible simulation error on the test data.
Note that other nonlinear black-box identification methods
such as (Schoukens and Tóth, 2020) have been also applied
on the data set, but the obtained results (75.78% on D14

and 20.51% on D18, but 149.14% on D21) have not been
competitive with the presented approaches.

5. CONCLUSIONS

In this paper, we have discussed the identification of the
steering system of a Nissan Leaf based autonomous car.
Based on the provided description of the system and the
obtained experimental data, we have shown that the un-
derlying dynamics are highly nonlinear and hence difficult
to be captured by linear models even under constant
lateral speed. To model the challenging behavior of the
system, a Gaussian process (GP) based non-parametric
estimator and a subspace encoder based neural network
approach have been compared, where based on the invali-
dation results, only the latter approach could successfully
capture the dynamics, due to the computational efficiency
of the encoder even under high model order and the more
parsimonious form of the ANN-SS model structure. Future
work involves the physical interpretation of the obtained



	 G. Rödönyi  et al. / IFAC PapersOnLine 54-7 (2021) 708–713	 713

By simultaneously optimizing fθ, hθ, ψθ based on the �2
loss of the observability map based prediction

Venc(θ)=
1

2N(n+ 1)

N∑
k=1

n+τ0∑
i=τ0
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where ȳ is the mean of the signal y and N is the length
of the data set. This allows in Figure 8 to show also the
evolution of NRMSE(k).

The estimation of the LTI-SS model has been accom-
plished on {D2} and the resulting model was tested on
{D14} as these sets represent responses for similar speed
profile. As pure LTI estimation failed to provide reasonable
results, Hammerstein-Wiener identification based analysis
has shown that us is effected by a dead-zone nonlinearity
in the region [−0.13, 0.17]. Hence the LTI estimate was
recomputed by first applying this dead-zone nonlinearity
on us and the corresponding results are reported with
LTI-SS∗. As it was noticed that ssets has experienced

Table 1. (in)Validation results of the models.

Measure/Data LTI-SS∗ LTI-OE NL-GP NL-ANN

NRMSE(N) D14 77% 50% 82% 17%
NRMSE(N) D18 21% 26% 18% 16%

numerical problems, the estimation was repeated using an
LTI-OE model structure with nb = [9, 8], nf = [6, 5] and
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Figure 8 reveals that qualitatively neither of the models
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(a) LTI-OE and LTI-SS on D14, NRMS = 50%, 77% (b) GP-OE on D14, NRMS = 82% (c) NL-ANN on D14, NRMS = 17%

(d) LTI-OE and LTI-SS on D18, NRMS = 26%, 21% (e) GP-OE on D18, NRMS = 18% (f) NL-ANN on D18, NRMS = 16%

Fig. 8. Measured yaw-rate, error of the simulated model responses and evolution of the normalized RMSE on the test
data. The models are compared at low speed ∼5 km/h (top row) and moderate speed ∼23 km/h (bottom row).

model estimates, further refinement of the involved model
structure choices in terms of kernels, order selection and
sparsification, and inclusion of parameterized noise models
with the final objective of using the estimated model in
designing a model predictive control based autopilot.
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