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Abstract

This project seeks to further and combine results and tools from the theory of growth in finite
groups with state of the art methods of arithmetic and geometric combinatorics. This is a modern
area of research at the crossroads of pure mathematics, with connections to computer science and
coding and complexity theory, unified by the general theme of pseudorandomness. A significant
progress in this area began in the 2000s after the foundational work of Helfgott, followed by
Bourgain, Gamburd, Sarnak, and others. The growth phenomenon appears to be inherently
connected with the renowned Sum-Product conjecture of Erdés and Szemerédi, towards which
there has been a lot of progress in the past 15 years.

More specifically the project has two main connected threads, first, the project considers
specific families of groups, such as those of upper-triangular matrices, to uncover and categorise
the structures therein that pose obstruction to growth and establish quantitative estimates for
growth in their absence. The nature of these obstructions much depends on the field, where the
matrix elements come from: analysing various scenarios to this effect is a specific novel feature of
this project. Partially this scope of questions furthers the earlier results by Breuillard, Green and
Tao, Gill and Helfgot, Murphy and Petridis and others.

Growth in groups, and especially the concept of energy arising in its study are immediately
related to geometric incidence theory estimates, arising in connection of these groups’ actions
on homogeneous spaces. This constitutes the other thread of the project, focusing on Mébius
hyperbolae (which have connections to the two dimensional special linear group). The project
improves on earlier results due to Bourgain, Solymosi and Tardos, Shkredov and others by using
a special set of tools both from growth in groups and geometric incidence theory.
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Notation and Conventions

Before we start the thesis proper we shall make a note of the main notation that shall be
used to allow for easy reference. To this end, we also include the fundamental results of the
Cauchy-Schwartz inequality and Hoélder’s inequality.

Notation

We will use the following notation. F is a field, F; = F,, for p a prime, is the finite field of size q
which is itself the r*P power of the prime p. Z is the ring of integers, R is the field of real numbers
and C is the complex numbers. We take F* :=F \ {0} to be the non zero elements of the field F.

Given sets A and B, we define the sumset and productset as
A+B:={a+b:a€A,beB} and AB:={ab:acA,becB}.

We also note we can define corresponding sets for any binary operation, in particular later we
will also use the product set of sets of matrices under matrix multiplication and product set of
functions under composition. We may wish to have longer, say k-fold sums and products. For
products A” is fairly unambiguously the productset of A times itself % times. For addition we
need to distinguish from dilates as such we will stick to the following notations

kRA={a1+---+ap:a; €A} and Ek-A={ka:ac€A}.

When we wish to ensure the identity and inverses are included in our set we have the following
notation for A € G, where G is a group with identity e,

Ay :=(AuAtule))”.

For the group generated by A we will write (A). We can see this as the limit as n tends to infinity
of the above A(,) illustrating the above’s use when we wish to consider objects close to a group.
Further following this idea, the diameter of a group G and a set of generators A (so G = (A)),
diam(I'(G,A)) =min{k : Ag) = G}

We write 14 as the indicator function of A, that is

1 ifxeA

Talx) = )
0 ifx¢A
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If instead of A in the subscript we instead have a formula then it returns 1 if the formula is true
and 0 otherwise. We use the following notation, r 4, 4 (x), to count the number of representations
of x in A+ A, that is

ra+a(x) = Z Te=a+a'-
a,a’'€eA

Again we may change what is in the subscript and change the definition as expected for functions

such as rAA, TA+B, OT TgA-144-1.

We shall define the number of incidences between a point set P and another set of lines or
curves, say L, by
I(P,L):= |{(p,l)€P xL:pe€ l}|

Note that for brevity and clarity of any algebra within proofs we shall often refer to the number
of incidences we wish to bound in a proof by . When we do this we will write out what o is in
full at the start of a given proof to define the objects the incidences occur between.

We define a k-rich object (for example line, curve or plane) as an object containing at least %
points. We may refer to a k-rich point as a point that is passed through by at least % objects. For a
few applications, we will instead use a different definition of k-rich where there is both an upper
and lower bound on the number of points on the object, for example in Corollary 5.9 we use the

2k+1

definition that a transform is 2*-rich if between 2% and — 1 points of P lie on the transform.

When we use a different definition of a k2-rich object such as this in the thesis we shall make it
clear. For notational ease, if L is the set of objects we shall use Lj, to refer to the subset of 2-rich
objects.

Will will refer to the set of all distances determined by a point by
AP)={lx -yl :x,y € P}.

If we need to specify the distance (predominately Euclidean or Minkowski distances in this thesis
although others such as taxi-cab distance, Hausdorff distance or other general metrics could be
used) we shall add subscripts, for instance using A1 1(P) for Minkowski distances in the plane. To
differentiate from pinned distances and the related set of distances determined by a specific point
x and the point set P we shall use A,;,(P) and A,(P). We can then define pinned distances as

Apin(P):=maxA(P).

Asymptotic Notation

We will make use of Vinogradov notation which allows us to ignore constants. That is if there
exists some constant C such that as x tends to infinity f(x) > Cg(x), we write

f(x) > g(x).

Similarly we use < if the reverse is true. If we have f(x) < g(x) and f(x) < g(x) we write
f(x) ~ g(x). We also use Big O notation which, defined through use of the above, is

fx)=0(g(x)) < f(x) < g(x).

XV1
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We may also wish to hide log terms as well as constants in our bounds, in this case, we will use

the notation < and 2.

Matrix Groups

We will use several matrix families, particularly in Chapter 4 but also Chapter 5. For ease of

reference, we will list them here

We let T, (F) denote the group of invertible n x n upper triangular matrices over a field .

Let U,(F,) denote the unipotent subgroup of T,(F,), comprising matrices with 1’s on the
diagonal, the unitriangular matrices. We could appeal to symmetry to change results for
upper triangular matrices to lower triangular matrices instead. We say that a matrix g in
Ty(Fg) is F*-potent if g = Au where A € F* and u € U, (F,).unipotent

Diagonal matrices have zeros in all entries bar the main diagonal. We will notate them as
D, (F) for the n x n matrices over the field F or as Diag(a1,...,a,) for a specific matrix when
we do not wish to write it out in full.

For the whole set of d x d matrices we shall use ma#(d) or mat(d,[F) if the field is ambiguous.

The Heisenberg group is a specific group of unitriangular (triangular matrices with ones on
the diagonal)

1 g1 83
H=H[):=<10 1 go|:g81,82,83€F
0 0 1

The special linear SL,(F) is the group of n x n matrices over the field F with determinant 1.
The general linear group GL,(F) is the group of invertible n x n matrices.

The Affine group is a specific subgroup of the 2 x 2 upper triangular matrices defined as

Aff([F):={(g ll’) : a,bE[F,a;éO}.

The Euclidean group, E,, is the group of isometries of Euclidean space, that is the group

follows

generated by reflections, rotations and translations. The Orthogonal group, O(d), is the
subgroup generated by those isometries which also fix a point (the reflections and rotations),
the Special Orthogonal group SO(d) is those with determinant one. The Poincare group,
I10(k,n—E), and Lorentz subgroup, O(1, 3), are related groups for Minkowski space described
in Appendix A.

We also note the following definitions for the commutator [g,2]= g 1A~ 1gh, noting we can

also use this notation with sets for the set of commutators as [A,B]=A"!B~1AB.
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A nilpotent group of step s has a central series (or lower central series or upper central
series) terminating in s steps. In the following, we will use the Lower Central Series defined as

G=Go>G1>--->Gs ={1}

with G; :=[G;_1,G]. Note that the series need not terminate in the identity if G is not nilpotent.

We define the span of a set X over a field F as follows

Spanp(X) := Zfixi

where f; €F and x; € X.

Simple Results

During the thesis, we will constantly make use of the following standard results. We start with
the cornerstone of combinatorics, the Cauchy-Schwartz inequality.

Theorem 0.1. [Cauchy-Schwartz inequality] Let A and B be finite sets then

o] <8

A more general result is Holder’s inequality.

Theorem 0.2. [Hélder’s inequality] Let 1/p + 1/q = 1 then

n n 1/p n 1/q
Zlakbk|<(2|aklp) (Zlbqu) :
k=1 k=1 k=1

When p=q=2 this is Theorem 0.1 again.

The other major tool of combinatorialists is pigeonholing, which is given n items and m <n
categories, at least 2 items are in the same category (named for when the objects are pigeons
being put into pigeonholes). A more refined version that is used a lot in this thesis is dyadic

pigeonholing.

Theorem 0.3. [Dyadic pigeonhole principle] Let A be a finite set of real numbers with 1<a < «a
for all a € A. then there exists A' < A such that for all o' € A’, k <a' <2k and

A |k > Lacad
loga

XViii



Chapter 1

Introduction

This is a thesis in the field of combinatorics. Whilst not one of the ubiquitous areas of mathematics
anyone could name such as algebra, geometry, or calculus, it is in some ways a fundamental
piece whilst also serving as the meeting ground of many areas (for example geometry, number
theory, probability and many others). At its most simplistic combinatorics is counting (sharing
its etymological roots with combinations and the German Kombinatorik). However, as anyone
who has more than a passing acquaintance with mathematics will tell you, just because the
problem sounds simple (which counting does, it was probably the first thing any of us did with
mathematics) does not mean its answer is. These questions of counting in combinatorics have
lead to areas including graph theory, finite geometry, sum-product results and matroid theory.

More specifically this is a thesis in arithmetic combinatorics and incidence geometry (a
sub-area of the geometric combinatorics in the title of this thesis). These are two related fields
as shall become obvious during this thesis. We shall start by describing each of these topics,
providing some of the key results and open questions in the area as well as the way they lead to
the new results in this thesis.

Starting with starting with Arithmetic combinatorics we concern ourselves with questions
regarding counting objects which come from arithmetic operations. The primary examples are
that of the sumset and productset A + A and AA defined as

A+A:= {a1 +ag:ai,as €A} and AA:= {alag ta1,a9 EA}.

In particular we tend to want to say how large these sets are with respect to the size of the
original set A.

Arithmetic combinatorics can be seen as the intersection of combinatorics, number theory,
and harmonic analysis, with the main goal of understanding the operations of addition and
multiplication and how they interact. The most famous result of arithmetic combinatorics is the
Erdés-Szemerédi sum-product theorem which states, informally, that the size of at least one
of the sumset and the productset is large with respect to the original set. This result and its
related body of research will be covered in Chapter 2. There is an associated conjecture as to the
correct exponents to formalise this “large”. This theorem and associated conjecture have lead to
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its own branch of mathematics where the exponent is improved and other related questions. The
Erdés-Szemerédi sum-product theorem is a result set in a ring as is other results in arithmetic
combinatorics (or more usually fields), similar questions can be asked instead in just abelian
groups, alternatively seen as what if we only care about addition, these questions form the branch
of additive combinatorics, much of this field is covered in Tao and Vu’s homonymous book [185].
The other major branch of these style of results is for non-commutative groups, that is asking
for bounds on the size of A * A for other operations *. Of particular interest in this thesis are
bounds for when A is a subset of certain matrix groups and * is matrix multiplication. This will
be considered in Chapter 4. As matrix multiplication consists of both addition and multiplication,
due to the Erdés-Szemerédi sum-product theorem, one should expect such objects, A * A, to be
large with respect to A unless A is in someway avoiding one of the operations. An example would
be the 2 x 2 upper unitriangular matrices where matrix multiplication is equivalent to addition
of the upper right entry. The aim is to use the properties of groups and the simplification of only
having to deal with one operation to gain further knowledge whilst still containing a sum-product
style result when, with the matrix groups as an example, you consider a particular entry.

Progress has been made on this style of questions by using incidence results which we shall
look at shortly and then in more detail in Chapter 3, and the polynomial method. Incidence
geometry has also linked in with Erdés distinct distances problem states that every set of points
in the plane has a nearly-linear number of distinct distances, this was solved by Guth and Katz
using a variation of the polynomial method. We will consider this link more in Chapter 5 along
with the connection between circles and hyperbola.

Turning next to incidence geometry this name is more self-explanatory, we are aware of
what geometry is and may even have our favourite geometries and so considering the fundamental
action in combinatorics is counting it is not a far leap to try and count the incidences between
geometric items. That is to ask questions such as

¢ Given n points and m lines (or similar objects such as curves) how many incidences can I
make?

* What arrangement of lines provides the most intersections?

¢ What is the minimum number of lines to create a certain number of incidences?

¢ What can be said about the configuration of such geometric objects given constraints on the

number of their incidences?

¢ What changes when we move to other objects besides lines such as curves or planes?

Brass, Moser, and Pach’s book, Research Problems in Discrete Geometry [16], surveys many
of these problems.

As should become obvious through this thesis these two areas of arithmetic combinatorics
and incidence geometry are intrinsically linked. As such another question is why and to what
extent are these fields linked?
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The above questions for arithmetic combinatorics and incidence geometry can be asked
over various fields. Historically the real numbers were the original area of study before being
extended to complex numbers although now such questions have been asked over finite fields.
This has come with several differences. First, there are fewer tools to use as the study of finite
fields is newer than that of Euclidean geometry and we cannot rely on the topological properties
of the real numbers (such as the fact that they are ordered). A second difference is the presence
of finite subfields which will form a major theme of awkward cases to deal with, this is part of
the reason why results for finite fields tend to first be discovered for finite fields [, before being
generalised to arbitrary finite fields F,.

Incidence results find applications in sum-product results (such as Elekes’ improvement
in the sum-product conjecture of Erdos and Szemerdi), in Kakeya problems (those dealing
with arranging lines in different directions) which in turn lead to randomness extractors, and
Slyvester-Gallei problems (bounding the dimension of the span based on local dependencies).

1.1 Structure of Thesis

Given we have a starting idea of the area of mathematics we will explore in this thesis, I will now
lay out the general journey we will take in this thesis. We will start with introductions to these
areas of mathematics, the key results and the lay of the land with regards to the current frontiers
of knowledge and questions. This will set us up to understand my own contributions in the papers
Growth in Some Finite Three-Dimensional Matrix Groups [113], On Incidence bounds with
Mobius hyperbolae in positive characteristic [140], and Incidences of Moébius transformations in
[Fp [197] the first being joint work with Brendan Murphy, the second joint with Misha Rudnev and
the last joint work with Audie Warren. We will study the first of these in detail during Chapter 4
and the second two during Chapter 5.

In particular, the structure of this thesis will be as follows:

* Chapter 1 is this chapter and has given a brief overview and introduction to the field of
combinatorics in which this thesis sits, provided some of the key questions and problems in
this field, and is currently providing the structure of the rest of the thesis.

¢ We start with introductions. Chapter 2 will focus on arithmetic combinatorics and growth.
It will look at where the current results are and what direction they are moving. It will
also introduce the tools that will be used later in the thesis to obtain the new results. In
particular, this chapter will cover sum-product results and the history of such results, the
concepts of growth, approximate groups and energy (both standard energies and higher-
order energies) and the connections between these areas. These will tie into later chapters,
particularly Chapter 4 as well as some of the corollaries arising in Chapter 5, where we have
results about growth in matrix groups as well as energy bounds for such groups. Whilst not
directly related to sum-product results, it arises when considering matrix multiplication as
this consists of both addition and multiplication of the entries. We prove further energy

3
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results in Chapter 5 as well as expander corollaries, both concepts introduced in this
Chapter 2.

¢ Chapter 3 will do a similar role but focus on incidence geometry. It will introduce the major
historic results for both the reals and finite fields (both in the small and large, with respect
to the field characteristic p, cases) and give an overview of the history behind some of
these results and where the current understanding lies. It will introduce some tools we will
use later as well as some related open questions. This chapter will, as well as surveying
many incidence results, connect these concepts back to sum-product results of Chapter 2,
introduce the concept of 2-rich objects which will be used in the proofs of the new results of
later chapters and consider some of the related questions such as Erdés distinct distances,
unit distances and other distance problems.

¢ Chapter 4 will focus on the results from the (joint with Brendan Murphy) paper Growth
in Some Finite Three-Dimensional Matrix Groups [113]. The paper and thus this chapter
studies the growth of product sets in some finite three-dimensional matrix groups. This
culminates in three main results. We prove two results about the group of 2 x 2 upper
triangular matrices over arbitrary finite fields: a product set estimate using techniques
from multiplicative combinatorics (Theorem 4.6), and an energy estimate using incidence
geometry (Theorem 4.9). We also prove an energy result for the Heisenberg group (The-
orem 4.10) using the same basic method as for the energy result over upper triangular
2 x 2 matrices. The energy method gives better quantitative results, but only applies to
small sets. The first result can also be seen as a classification of approximate subgroups of
the 2 x 2 upper triangular matrices over general finite fields. This chapter will also touch
on future work towards the n x n case, in particular, the 3 x 3 case which I worked on
with Brendan but also talk about Brendan and others further work to solving the general
question. This is contained in a paper of Murphy, Pyber, Szabé and Eberhard [36] seeking
to fully generalise the results of Gill and Helfgott [60] (Theorem 4.2) and Breuillard and
Green [20] (Theorem 4.4) to arbitrary finite fields and understand the extra difficulties
such a generalisation encounters.

¢ Chapter 5 will then focus on incidence results, we will prove incidence bounds (Theorem 5.3
and 5.4) between a Cartesian point set and an arbitrary collection of translates of the
hyperbola y = 1/x in F,, and R. The start of this Chapter will be based on the joint paper of
myself and Misha Rudnev, Incidence bounds with Mébius hyperbolae in positive charac-
teristic [140]. This paper proves new incidence bounds between a plane point set, which
is a Cartesian product, and a set of translates H of the hyperbola xy = 1 # 0, over a field
of asymptotically large positive characteristic p. These bounds improve recent bounds by
Shkredov, which are based on using explicit incidence estimates in the early terminated
procedure of repeated applications of the Cauchy-Schwarz inequality, underlying many
qualitative results related to growth and expansion in groups. The improvement — both
quantitative, plus the bounds can deal with a general H, rather than a Cartesian product —
is mostly due to a non-trivial “intermediate” bound (Theorem 5.5) on the number of Z2-rich
Mobius hyperbolae in positive characteristic. We will introduce the Minkowski distance

4



1.1. STRUCTURE OF THESIS

and show how it is linked to and used in the above incidence bound, observing that a
certain energy-type quantity in the context of H can be bounded via the L?-moment of
the Minkowski distance in H (this is done in Subsection 5.4.2) and can therefore fetch the
corresponding estimates apropos of the Erdés distinct distance problem. We will consider
some applications including some sum-product results and some on the Erdés single dis-
tance problem as well as consider the weakness in the method stopping a complete answer
to this open problem. The chapter will finish by turning to the joint work of myself and
Audie Warren contained in the paper Incidences of Mobius transformations in [, [197].
This covers a generalisation of the intermediate Theorem 5.5 to Theorem 5.8, along with
some asymmetric versions of previous results from earlier in the chapter. It concludes
with a selection of applications including, but not limited to, a Beck’s theorem style result
(Corollary 5.9) and an expander result (Corollary 5.4). We also include these results proofs.

We will finish with Appendix A which covers some of the ideas that would be needed to
convert Theorem 5.7 to a result about Minkowski distances rather than using it as is once
passing to a field extension. In particular, it covers Minkowski isometeries (as the analogue
of Euclidean isometeries used in [110] to prove Theorem 5.7) and the Blaschke-Griunwald
kinematic mapping (a map to move from the group of isometries into projective space, PF3,
thus allowing the use of geometric tools) giving further background and insight than given
or needed in Chapter 5.






Chapter 2

Arithmetic Combinatorics, Structure,
and Approximate Groups

This chapter is to serve as a primer of the arithmetic combinatorics to follow. It will predominately
focus on the structure of sets and the conditions on when the sets can exhibit growth. Of particular
note will be the sumset and the product set defined in the introduction. We will start with the
Erdoés-Szemerédi theorem [49] and its related conjecture which started this branch of research.
This result deals with rings (in applications, more often fields) requiring both addition and
multiplication, when dealing with hard problems our first instinct is often to simplify the
question. What if we only deal with one operation, say addition? This leads to results in abelian
groups rather than rings. This section of additive combinatorics will comprise our second section
with results such as Freiman’s theorem and the Pliinnecke-Ruzsa inequality which will be the
main tool we take from this. Once we are considering groups we can consider other operations,
in particular why restrict ourselves to abelian groups? This requires a change of assumption
from small doubling to small tripling and will be discussed in Section 2.3.1 before generalising
the tools we gained from additive combinatorics. This sets the basis for Chapter 4 where we
have new results for growth in certain matrix groups. This, in some sense, brings us back full
circle with both addition and multiplication playing a part in what happens between entries.
We shall also introduce the concept of approximate groups which will give us a different way of
thinking about such problems and make it easier to use the comprehensive machinery group
theory has in tackling our problems. We finish this chapter by exploring the concept of energy
which provides another measure of structure (as well as a method for exploring the structure
between two different sets) and will be a major tool in Chapters 4 and 5 where we will both prove
new energy results and use energy results as stepping stones towards other new results.

2.1 Sum-Product Phenomena

A thesis touching on arithmetic combinatorics would not be complete without the Erdés-Szemerédi
theorem [49] and its related conjecture. As said above this is where we will start with the
statement of the theorem.
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Theorem 2.1. [Erdds-Szemerédi] [49] There exist positive constants ¢ and € such that, for every
finite and non-empty set of real numbers, A,

max(|AA|,|A+A|) > c|lA|ME.

The conjecture states that € can be taken arbitrarily close to 1. The ideas behind this result
are that sets with a small sumset are additive in nature (respectively small productsets relate to
being multiplicative in structure) and a finite and non-empty set of real numbers cannot be both
additive and multiplicative. This makes sense as sets with additive and multiplicative structure
are fields (more precisely rings but as we deal with finite sets and a finite subring of a field is a
subfield we shall stick to dealing with fields) and the reals have no finite subfields. It leaves the
question are there sets a bit like fields? The conjecture says no. This result is the wellspring of
this branch of mathematics and this idea that additive structure and multiplicative structure
cannot coexist will be seen throughout this thesis. Later in Chapter 4 we prove a result for certain
matrix groups which essentially states that subsets of this group must grow unless we have
somehow killed off the addition or multiplication by being in cosets of subgroups that are abelian
and so act like additive or multiplicative sets, specifically unipotent subgroups and tori or where
interference from subfields cause an obstruction. In Chapter 5 we have several corollaries of our
main result in the form of sum-product type results.

This section thus aims to ground our understanding of this sum-product result and serve as
a basis to help our intuition of later problems to do with when we expect there to be obstructions
to growth. To this end, we will start with some examples and the trivial results for this problem
before briefly surveying the progress which has been made on this problem in the last forty or so
years. Later sections will then consider related questions for subsets of groups rather than rings
and thus with only a single operation, this is leading towards the new results in Chapter 4.

2.1.1 Examples

Starting with the intuition behind this result, we have three main examples, arithmetic progres-
sions (that is a,a + k,a + 2k,a + 3k, ...), geometric progressions (a,a*,ak?,ak3,...), and random
sets. Intuitively it is easy to see that the first two are heavily connected to addition and multipli-
cation respectively. The first example is an example of a set with additive structure, the second
multiplicative and the third neither additive nor multiplicative structure. We shall focus on the
first example as the second can be transformed to this case by use of logarithms. We shall also
consider some of the examples Erdés and Szemerédi provided in their original paper [49].

Taking our first example of an arithmetic progression, let
A={a,a+k,a+2Fk,...,a+(n—-1)k}.
We have that |A| = n. Starting with the easier of the sum and product sets
A+A=1{2a,2a+k,2a+2k,...,2a +(2n —2)k}.

8
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Hence |A+A| =2|A|-1. The product set is more complicated. If we chose the simplest of arithmetic
progressions

A1=1{1,2,...,n}.

Then it is clear A1A; € {1,2,...,n?%} but estimating |AA| precisely is known as the multipli-
cation table problem, this has been studied by among others Kevin Ford [55], Erd6s[46] [47],
Tenenbaum [187], and Koukoulopoulos [93].

Asymptotically Erdos proved that for the number of distinct products in the multiplication ta-
ble of the first N elements, M(N), then M(N)/N? tends to 0 as N tends to infinity [46] then improv-
ing this in 1960 [47] to get that M(IN) is asymptotically N2/(logN)¢ with ¢ = 1— %glzogz ~ (.86 the
Erdés—Tenenbaum—Ford constant. Ford [55] further improved this to N2/((log N)°(loglog N)?/2).

We will note the following lemma from Nathanson and Tenenbaum [115] as our simple
lower bound for the size of the productset of an Arithmetic progression

Lemma 2.1 (Lemma 5). [115] Let A, B be arithmetic progressions of length n > 2, then

2
|AB|>( ~ )
logn

This shows, together with the prior, that |[A + A| = |A| and up to log terms [AA| = |A|2 and
so arithmetic progressions have a near-maximal product set but minimal sumset.

We have similar results for the geometric progression but with |[AA|=|A| and [A+A| = |A|2.
Taking our geometric progression as

A= {a,ar,arz,...,arn_l}

then AA ={a?,a%r,a®r?,...,a?r?® 2} and so |AA| = 2|A| — 1. This can be seen slightly quicker if
one notes that by taking logarithms we are in the prior example. To look at A + A, first note that
A+Ac{2a,...,2ar"1}. We will consider the r-nary representation, this gives us that each pair
of elements have a distinct sum so |[A +A| = (l‘gl).

For an understanding of a general set, we consider a random set. Take K to be an integer,
large enough that n*/K — 0 as n — oo (this ensures we should be expecting to get most of
the set and thus be almost in the arithmetic progression case) and let A c {1,...,K} such that
P(a € A) = n/K. Then the expected size of A is n. We then calculate the expected size of the
product and sumsets as

n n
[E(|A+A|)=(2) and [E(|AA|):(2).

This should be expected as even small perturbations to any one of a,b,c,d destroy both of the
following relations; a + b = ¢+ d and ab = cd. Note these relations shall be of import when we
look at energy in Section 2.5. The probabilistic arguments for the above can be found in, among
other places, Tao and Vu’s book [185].
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This is telling us that we should not expect additive or multiplicative structure in a set. It
also tells us that the product set and sumset can both be maximal and so any hope for a set with
a small sumset and productset would require lots of structure.

We also consider the example Erdés and Szemerédi provided in their original paper [49] to
provide the upper bound of

9 — cloglA|
max{|A+A|,|A-Al} < |A|“e TogloglAl
This example shows why the o(1) is required in the conjecture and that ¢ cannot be one, just
arbitrarily close. To construct the example take

2j
A= {pri : pi prime , p; < (logx)3,¢; € {0,1}},
=1

for some large x and 2j the largest even integer not exceeding 311°gx This is the set of square-

oglogx*
free numbers spanned by the first segment of primes. Note that x is larger than any element

x23+°() which comes from calculating the

of A. By calculation Erdés and Szemerédi show |A| =
number of primes less than (logx)? (which we shall call s) choose 2j. As a <x for alla € A, we
have a +a’ < 2x < |A[327°D) and so the size of the sumset is below the desired bound. Turning
next to the productset, we start by introducing the notation aa’ = Q2L where @ is the highest
common factor of @ and @’ and L L is a product of relatively prime square-free integers (noting
that @ and L are coprime as aa’ must be cube free and @ and o’ are square-free). To continue we
split into two cases when the number of distinct prime factors of the greatest common factor of
a and o' is greater than j, that is @ has more than j distinct prime factors, this is shown to be
small. In essence, the reasoning for this is once @ has most of the prime factors, both a and a’
must have these prime factors and so have fewer degrees of freedom. Considering the extreme
example when @ has 2j distinct primes, then the only option is @ = a’, the next step down when
® has 2j — 1 distinct prime factors we have 1 degree of freedom for each of a and a’ so they can
be equal to @ or of the form @p for a choice of prime p. This leads to a bound in this case by
calculation of

9
|AI10g|A|(jJ) (j) < |A|xY3+oD) <) 432+,

All that remains is to deal with the case where @ does not have too many distinct prime factors.
Erdés and Szemerédi then noted that after counting the distinct prime factors of L and @ (also
noting that as the number of distinct prime factors of @, v(®) is less than j < m(l;%, then L has
27 —v(Q) distinct prime factors), L can be written in at least (2JJ ) ways as the product of two
elements of A. This is because both a must then be the product of @ and a section of the primes
of L and a’ the product of the other @ and the rest of L as a and a’ are square free. The number
of representations of Q2L is then the number of ways of splitting the primes in L between a and

—logx
a'. Hence this case contribute less than |A|223%elex and the bound is proven.

2.1.2 Trivial Results

To help with intuition it can be useful to look at what can be said trivially. Considering sumsets
(as product sets work similarly as do more esoteric examples) it is easy to see that

10
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214 -1<|A+A| < |A2

Soif |[A + A| = |A| then we have lots of structure, if |A +A| = |A|2 we have no structure. So
far, so simple. The above fits into what we stated in our examples, this also shows we cannot
expect to do better than these in the general case.

2.1.3 Brief History of the Progress on ¢

Progress towards proving the sum-product conjecture has been through gradual increases in €. In
the original, Erdés and Szemerédi [49] proved a qualitative result over the integers. The result
was quantified by Nathanson [114] with methods refined by Ford [54] who also noted the method
worked for subsets of the real numbers. The first major milestone was due to Elekes [42] who
managed 5/4 (so € = 1/4). This was achieved through clever use of Szemerédei-Trotter theorem
(this theorem will be discussed in Chapter 3), we shall show this proof below as an example of the
connections between arithmetic combinatorics and incidence geometry. In 2005 Solymosi [161]
used a different method which also works for complex numbers. The next major milestone was
also due to Solymosi [162] who proved a bound of %3 by use of multiplicative energy. This 4/3
has had incremental progress built upon on it by among others Konyagin and Shkredov [90] [89],
Rudnev, Shkredov, and Stevens [138], and Shakan [147] before the current record due to Rudnev
and Stevens [139], with % + 112T’

We include the proof of Elekes below which makes use of incidence geometry. This shows a
concrete connection between this chapter and the following chapter.

Theorem 2.2 (Elekes [42]). Let A <R be a finite set. Then
JA+AZIAA1Z > A5

Hence
max(|A + Al,|AA]) > |A]P4.

Proof. We chose a set of points and a set of lines with the aim of using the Szemerédi-Trotter
theorem (Theorem 3.1) as follows:

P:=(A+A)x(AA) and L:={l,:a,becA}

where [, is the line given by the equation y = a(x — b). Note each line /,; passes through at least
|A| points as for all ¢ € A the point (b + ¢,ac) € P and is on the line /,;. The number of incidences
between the points and lines is then at least

|AI> = |A|ILI < Z(P,L).
Next we appeal to Szemerédi-Trotter (Theorem 3.1) which tells us that
I(P,L) < |PPILI*® +|P|+|L,

11
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and hence
AP < (JA+AJJAADZRIA|Y3 +|A +A||AA|.

If the first term dominates then we are done, if the second dominates then we have
A2 < |A+A|AA]

and so
max(|A + Al,|AA|) > |A|P?

which is even better.

2.1.4 Standard Restrictions

As well as restrictions to growth due to the structure of the sets involved we also have the less
interesting restrictions to being almost contained within a larger group or subfield. These do not
arise in the case of addition and multiplication in the integers nor finite fields of prime order
(baring almost having everything), but in general finite fields subfields can be an issue and with
examples of matrices there are many subgroups such as upper triangular and diagonal matrices
which can occur.

This style of restrictions means that results have to either restrict the size of |A| (equiva-
lently having the characteristic of the field sufficiently large with respect to the cardinality of A)
or other similar restrictions or results can consider so-called statistical terms. Examples of such
results can be found due to Vinh.

Theorem 2.3 (Theorem 3). [194] Let P be a collection of points and L be a collection of lines in
[F(QI. Then we have

P||IL
D ePxL:pel < 2'+qWVMMLL
Which leads to the following in a similar way that Szemerédi-Trotter led to Elekes’ re-
sult [42].
Theorem 2.4 (Theorem 4). [194] Let A =, with q an odd prime power.

2|A|2

=
a2+ [q+ 141

|A2
max(|A+A|,|AA|) > c——
q

max(|A +A|,|AA|) >

For g2 « |A| < ¢%3 then

1/2°

For ¢?3 < |A| < q then
max(|A +A[,|AA|) > c(glADY2.

These results improved on similar results due to Hart, Iosevich and Solymosi [69].

12
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2.1.5 Other Fields

There is no good reason to only consider Theorem 2.1 and its related conjecture only in the real
numbers. As such the problem has been generalised in many other settings, in particular, we
have already stated that Solymosi’s [160] result holds in the complex numbers, as does an earlier
result due to Chang [24] which also applied to the quaternion algebra. Solymosi and Wong [168]
also have a result for quaternions. Results for finite-dimensional division algebras! over R and
semi-simple commutative Banach algebras? over R or C are due to Chang [23]. A continuous
version has been studied (related to the Erd6s-Volkmann ring conjecture [50]) and first proven
by [39] with a quantitative version due to Bourgain [9].

Of more concern to this thesis is instead finite fields with most of the upcoming results
dealing with these fields. These can be seen in two different cases; when the field is of prime
order, and general finite fields. In the first case, difficulties arise from the lack of order and less
developed tools compared to the real case as well as the potential to fill our entire field leading to
further restriction on the sum and product sets that they are bounded by p, as such results tend
to bound the size of A by some power of p. The later case of subfields causes additional problems.
Early results in this direction include [13] [14] [15].

The goal for an explicit € to bound |[A+A|+|AA| by |A|1*e (assuming |A| is sufficiently small
and precisely how small varies from result to result) starts with € = 1/14 due to Garaev [57] who
first quantified the sum-product estimate explicitly based on the method of Bourgain, Katz and
Tao [14]. This was refined by several papers [82] [12] [95] before the bound of |A|1*1/11700) wag
reached by Rudnev [130] at what seemed the limit of this method. This result was matched up to
a log factor in F,; by Li and Roche-Newton [96]. Garaev [58] proved that |A + A|+|AA| > |A|1+0/2
if 6 <1/3 and |A| < |F,|*70.

The next big result was due to Oliver Roche-Newton, Misha Rudnev, and Ilya D. Shkre-
dov [128] who proved, in the spirit of Elekes [42], the following

A +A|AA| :Q(|A|6/5).

It is also of note that this applies in [, as well with suitable constraints. This was again improved
incrementally by [148] [136] [27].

Most recently Mohammadi and Stevens [103] attained the exponent 5/4 in [, leaving the
state of the art result as follows

Theorem 2.5 (Theorem 2). [103] Let [ be a field of characteristic p # 2. Let AcF. If p>0
suppose in addition that |A| < pY2. Then

max{|A +A|,|A * A]} > |A]5

where * € {x,+}. Moreover, this result applies to all four choices of binary operator.

1 An algebra in which division, except by zero, is always possible.
2Algebras that are also Banach spaces and so is a normed space which is complete, that is every Cauchy sequence’s
limit is within the space itself.
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It is of note that this exponent is the same as Elekes’ result [42] for the reals, especially
when considering the next milestone result in the reals due to Solymosi [162] relies on the
ordering of the reals which does not exist for finite fields.

Another category of rings we can ask sum-product style problems over is that of matrix
rings. We will consider these in greater depth in Chapter 4. We can consider these as rings with
both a multiplication and addition operation defined (that of matrix multiplication and addition
of corresponding entries) or as a group with the operation of matrix multiplication which contains
both standard addition and multiplication and thus of interest, we consider results for groups in
the next two sections, abelian groups in Section 2.2 and non-commutative groups such as these
in Section 2.3 and Chapter 4.

Some results in the first of these two directions include Chang [25] who showed for Mat(d)
the set of d x d matrices over R the sum-product result stated below as well as another for Sym(d)
the subset of symmetric matrices.

Theorem 2.6. [25] Let A c Mat(d) and |A|=N. If det(a —a') #0, for all a # a’ € A, then
[A+A|+|A-A|>d(N)N,

where p(N) — oo as N — oo.

For Symmetric matrices they instead have for an € > 0 depending on the dimension

IA+A|+|AA|> |A|FE

Solymosi and Vu [167] showed the following for a suitably restricted set of matrices.

Theorem 2.7. [167] Let A be a finite x-well-conditioned set of size d matrices with complex
entries. Then we have
A +A| x|AA| > Q, 4(A]P).

Consequently, we have
JA+A|+|AAl > QAP

Where x-well-conditioned is to do with the matrices being far from singular. Solymosi and
Tao [163] showed an exponent of 1+ 1/(4 + €) rather than 5/4 without the requirement of 2 x &
matrices.

The reason why the matrices have to be restricted to well-conditioned ones can be seen by
considering the example of d x d matrices of the form I +xE; ; where I is the identity matrix
and E; ; is the matrix considering of zeros everywhere except the ithjth entry which is instead 1.

Taking A as a subset of all matrices of the form I + xE{ 4, then |A +A|=|AA|=2]|A|-1.
Solymosi and Wong [168] later showed that a family of well condition matrices or the

quaternions we have the sum-product estimate

|A|4/3

A+ALIAA) > —.
max(A +ALIAAD > 72
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In the case of diagonal matrices over the reals, which we note is equivalent to a sum-product
result for subsets of R?, Mudgal [105] proved for all § < 1/3 + 5/5277, we have

JA+A|+]AA| >4 A1,

We also note there has been study into the sum-product phenomenon in arbitrary rings [178].

2.2 Additive Combinatorics

As one would expect of an unproven conjecture of Erdos and Szemerédi, the sum-product con-
jecture can be considered hard. Following mathematicians instinct to ask related but simpler
questions when confronted with something they cannot solve, this section covers the sentiment of
if we cannot do two operations (addition and multiplication) together, what can we say for just
one? Alternatively, this can be seen as taking a question of rings and asking it instead for a group.
As the sum-product conjecture is asked for commutative operations this was originally asked
for abelian groups which is what we will concern ourselves in this section. More concretely we
will cover the main result here, that of Freiman’s theorem (Theorem 2.8) as an understanding of
what is known in this branch of mathematics before introducing various tools stemming from the
Ruzsa triangle inequality aiming towards the Pliinnecke-Ruzsa inequality (Theorem 2.13). In
the following section, we shall lose the abelian restriction, discuss what issues this causes, and
generalise the tools to non-commutative groups which in turn sets the foundation for the new
results in Chapter 4 where we detail new results for growth in particular matrix groups.

During this section we will focus on the operation of addition (noting that multiplication
is similar) and thus predominately concern ourselves with the two questions: If |A + A| < K|A]|
what can be said about A? If |A + A| < K|A| what can be said about |A + A + A| and other iterated
sumsets? The second we shall be answered by the Pliinnecke-Ruzsa inequality (Theorem 2.13) in
the next subsection. The first of these two is asking about additive structure, we have seen an
example in Subsection 2.1.1. To fully answer the first question we shall use Freiman’s theorem
which will require the definition of generalised arithmetic progressions which is as follows.

Definition 2.1. A generalised arithmetic progression of dimension d is
{x0+llx1+~~~+ldxd 01y <L1,...,0£ld <Ld}

where xy,x1,...,xq4,L1,...,Lg € Z.

Put simply a generalised arithmetic progression is like an arithmetic progression but we
have more than one common difference (the x; for 1 < i < d in the above definition). As an
example with common difference 4 and 7 we could have

11,15,18,19,22,23,25,....

The size of a proper generalised arithmetic progression is the product LiLy...Lg. We
could also see these generalised arithmetic progressions as the sumsets of multiple arithmetic
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progressions with zero added in. That is in the above example we could see this as (A4 U{0}) +
(A7U{0}) where A; is the arithmetic progression with difference i and suitable starting position
(11 in the above example).

This definition along with Freiman’s theorem [56] then allows us to answer what a set with
a small sumset looks like.

Theorem 2.8. [Freiman’s Theorem] [566] If A is a finite subset of Z with |A+A|<K|A|, then A
is contained in a generalised arithmetic progression of dimension at most d(K) and size at most
f(K)|A|, where d(K) and f(K) are constants depending only on K.

Theorem 2.8 is an example of a structure theorem, an easier structure theorem is the
Balog-Szemerédi-Gowers theorem which has the advantage of polynomial dependence on the
doubling constant K. The Balog-Szemerédi-Gowers Theorem due to Balog and Szemerédi [5]
was first proven using a regularity lemma before a more effective proof due to Gowers [61]. The
theorem states the following.

Theorem 2.9 (BSG). Suppose that A,B are two additive sets with E(A,B) > n|A|3/2|BI3/2. Then
there are sets A' € A,B' € B such that |A’| > en®|Al, |B'| > en|B| and |A’—B'| < Cn~C|A"|V2|B'|V2,

There is a non-commutative version, however, you have to be careful with your analogue of
differences (and energy), the correct way is via "differences" a~15.

Freiman’s theorem was generalised to any abelian group, G, by Green and Ruzsa [62] in
the following theorem.

Theorem 2.10. [62] Let A <G satisfy |A+A| < K|A|. Then A is contained in a coset progression
of dimension at most d(K) and size at most f(K)|A|. We may take d(K) = CK*log(K + 2) and
F(K) = exp(CK*1og?(K +2)) for some absolute constant C.

This result requires the definition of coset progression of dimension d as a subset of G of the
form P + H, where H < G is a subgroup, P is a proper progression of dimension d. The size of a
coset progression is its cardinality. Tao [179] further generalised the result to solvable groups.
Quantitatively, better results are known.

Note that we can do similar with multiplicative structure and geometric progressions (again
this can also be seen by taking logarithms).
2.2.1 Ruzsa Calculus

There are several tools available to us in our quest to improve on sum-product like results
in abelian groups. In this section, we make a note of the Ruzsa triangle inequality and the
Plinnecke-Ruzsa inequality. We shall revisit these tools and move them to a non-commutative
setting in Subsection 2.3.2 which in turn find use both in proving the properties of approximate
groups introduced in Section 2.4 and later proofs in Chapter 4.

We start with the Ruzsa triangle inequality which states the following
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Theorem 2.11 (Ruzsa triangle inequality). [143]If A, B, and C are finite subsets of an abelian

group, then
|AlIB-C|<|A-B|[A-C]|.

An alternative formation requires Ruzsa distance which is defined as
|A - B|
V |Al|B|

Using this we can reformulate Theorem 2.11 as follows

d(A,B) = log

Theorem 2.12 (Ruzsa triangle inequality). If A, B, and C are finite subsets of an abelian group,
then
d(B,C)<d(A,B)+d(A,Q).

I also provide a short proof.

Proof. To prove this we construct an injective function from A x (B —C) to (A —B) x (A - C). For
each x € B—C we choose some b, € B and ¢, € C such that x = b, — c,. Then we define our injective
function as

¢:Ax(B-C)—(A-B)x(A-0)

(a7x) — (a - bx’a - Cx)-
As this ¢ is an injection we have that
|AlIB-C|<|A-BI|A-Cl|.

O

Note that we can follow the same idea as the above proof for a non-commutative group so
that if A, B, and C are finite subsets of a non-abelian group, then

(2.1) |AIIB™1CI< |ABJIAC.
A proof of this can be found in Lemma 2.3.4 of Tointon’s book [190].

The Ruzsa triangle inequality is used to prove the Pliinnecke-Ruzsa inequality which
answers the question of what can be said about iterated sumsets suchas A+A+AorA+A+A+A
given a restricted sumset. In the abelian group case, it tells us that once the sumset is small, so
too is the triple sumset and so on.

Theorem 2.13 (Pliitnnecke-Ruzsa inequality [123]). If A and B are finite subsets of an abelian
group and K is a constant so that |A + B| < K|A|, then for all non-negative integers m and n,

ImB —nB| < K™t |A].

The Pliunnecke-Ruzsa inequality was first proved by Plinnecke [123] in 1970 before being
rediscovered in 1989 by Ruzsa [141]. They both used techniques from graph theory however in
2012 Petridis [119] provided an elementary approach.
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2.3 Non Commutative Groups

There is no reason to restrict ourselves to just addition and multiplication and thus we can con-
sider other binary operations. In this section, we shall consider how subsets of non-commutative
groups grow building on the previous section. This idea of considering how subsets grow arises in
several branches of mathematics; additive combinatorics considers growth in abelian groups (as
seen in the previous section), geometric group theory considers how |A*| grows as £ is taken to
infinity and Group theory itself considers the special case when [AA| =|A|. More details can be
found in a survey of Helfgott [75].

This section shall start by referencing some results about growth in non-commutative
groups although we shall go into greater detail in Chapter 4. We shall instead predominately
concern ourselves with why such results require small tripling rather than small doubling as in
the abelian case and providing the non-commutative versions of the Plinnecke-Ruzsa inequality.

This idea of studying non-commutative groups started with Helfgot [73] who looked at
the group SLa(F,). This branch has been continued by, among others, Helfgot [74] (SL3(Fp)),
Pyber and Szab6 [125], and Breuillard, Green, and Tao [21] (SL,(F,)), Helfgott and Seress [77]
(symmetric and alternating groups), Petridis, Roche-Newton, Rudnev and Warren [121], who

a b
Aff([F).—{(O 1) : a,be[F,a;éO},

as well as Murphy and the author [113] who studied upper triangular matrices, this last paper

studied the affine group,

serving as the basis for Chapter 4 where will consider upper triangular matrices over arbitrary
finite fields as well as the Heisenberg group over the same fields as a three dimensional Lie group.
Tointon’s book [190] surveys many of these ideas.

2.3.1 Small Tripling

Unlike in abelian cases where Theorem 2.13 states that knowing a set has small doubling means
we have small tripling and so on, this is not necessarily the case in non-abelian groups. This is
easiest to note by considering the following example, as we are not in the abelian case will use
multiplicative notation.

For the example, we consider A := H U {x} where H is a finite subgroup of our universal
group G and x € G such that H nxHx ! = {id}. That is x is a conjugating element of H such that
x is not a member of the normaliser of H.

If we consider A2 we see
A?=(x>YuxHUHxUH

SO
|A2| = 3|H|+1=3lA| -2 < 3|A|.

This shows that under doubling this A does not grow by much. However, note that

A3 > HxH
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and as |[HxH| = |H|? so |A3| is greater than K|A| for a constant K, and so our set of small doubling
has large tripling unlike the abelian case of Pliinnecke-Ruzsa. This explains why we required
small tripling in our non-commutative Ruzsa calculus such as Lemma 2.2 and the results leading
to its proof.

Tao [177] proved that this double coset is typical of the general case of sets A with small
doubling but not small tripling. Explicitly he proved that given such an A there must exist such
a double coset which is significantly larger than A.

2.3.2 Noncommutative Ruzsa Calculus

With our plan to prove results for non-commutative groups it would be helpful to have access
to similar tools as in the abelian case. This subsection will seek to generalise much of Subsec-
tion 2.2.1 using the non-commutative Ruzsa triangle inequality (2.1).

Our big aim is to take the Plinnecke-Ruzsa inequality and find its non-commutative
version. The case m = n =1 generalises to arbitrary (potentially non abelian) groups fairly simply,
if |A%2| < K|A| then by the non commutative Ruzsa triangle inequality (2.1) taking the A, B,
and C all as A gives use that JAA"L < K2|A| and similarly instead taking A, B, and C all as
A1 gives IA"1A| < K?%|A|. However, for longer chains of A and A1 we must instead require
|A3| < K|A| as we saw in Subsection 2.3.1.

Sometimes it is useful for the subsets we are working with to contain inverses and the
identity so they act more like a group. To this end we introduce the notation

A(k) = (A LJA_1 @] {e})k .

The following lemma links small tripling (|A3| < |A|) with the size of A(;). We note that this
includes the non commutative Pliinnecke-Ruzsa as the analogue of nA —mA is A% .. A%wm,
where §; is either 1 or —1 and we have n ones and m minus ones, and A% ... A%m S Apim)-

Lemma 2.2 (Pliinnecke-Ruzsa). Suppose that A is a finite subset of an arbitrary group such that
|A3| < K|A|. Then
A < 27K Al

forall k >3
|A sl
|A )l

E-1
Ayl < ( ) [Aml,

and hence, for all k > 3,
Proof. This proof mostly consists of repeated applications of the non-commutative Ruzsa triangle
inequality.

Starting with the first inequality we note that A(s) is the union of the twenty-seven sets
XY Z where each of X, Y, and Z are chosen from the set {A,A~1, {e}}. Some of these sets are easy
to bound, |[AAA| < K|A| by assumption, |[{e-e-e}| = |{e}| =1 and IA"1A"1A-1 = |A3| < K]A|. For
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the rest, we turn to the non-commutative Ruzsa triangle inequality. For ease, we tabulate them
with the first three columns stating our choice of A, B, and C in Inequality (2.1) and the last the
bound that this gives.

B C Bound

A2 A [A—2A| < K?|A|

A2 A7l A2A71 < K?|A|
A | AA71 | [AT1AATY < K3A)

LIAT | A71A | JAATAI<K3A|

AR

Table 2.1: Table of repeat use of Ruzsa triangle inequality in proof of Lemma 2.2.
Note also that as (A724) ' = A~1A? and (A2A71)"1 = AA~2 we also have |A"1A%| < K2|A|
and [AA72| < K?|A]. Combining these although gives

|As) < 27K3|A.

To prove the rest we again use Inequality (2.1) with A taken to be A1), B taken as A9, and
C taken as A;_g). Also note that A(;) = A(_l)1 This gives

[A)llA@)Ar-2)| <IA@A@)lIA@)AGR-2)l,

which after rearranging gives
A3
Al

Iteration of this step leads to the second bound in the lemma.

Al < Ag-1)-

The last bound comes from noting |A| < |[A(1)| < 2|A|+1 and plugging the first into the
second. O

We also make use of the following lemma due to Ruzsa which allows us to bound the number
of copies of A"1A needed to cover B given a few constraints. The essence of the proof is the greedy
algorithm.

Lemma 2.3 (Ruzsa covering lemma). Let A, B be finite subsets of G. Suppose |AB| < K|A|, then
there is a subset X c B with | X| <K and Bc A™1AX.

We note that there is a commutative version of this result. We make use of this result
specifically in Subsection 2.4.1 concerning the covering inherent in the definition of approximate
subgroup but similar covering lemmas are a fundamental tool in combinatorics.

2.4 Approximate Group Theory

This section provides an alternative way of thinking about these problems. If [AA|=]A| then A is
a group so if [AA| < K|A| then A is in some way close to being a group. This idea was formalised
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with the definition of a K-approximate group due to Tao [177]. We note that whilst we should
really talk about approximate subgroups we will normally use the term approximate group and
leave that we are working inside a larger group as an accepted fact.

Definition 2.2. Let G be a group and K > 1. A non-empty subset A c G is a K-approximate
subgroup of G if:

* It is symmetric, that is if g € A then g~ € A, and it contains the identity.

® There exists a subset X c G of cardinality | X| < K such that A-AcX-A.

When K =1, an approximate group is a subgroup. Considering one of our examples from
earlier, if we consider an arithmetic progression A = {-na,...,-a,0,a,2a,3a,...na} then A is
symmetric and contains the identity 0, we choose X = {—na,na} then AA < XA so A is a 2-
approximate group. If a set has small tripling then (A UA "1 U {e})? is a K9D-approximate group
(by Lemma 2.2). As such, the question of when finite subsets of a group grow is equivalent to
classifying approximate groups.

Research into classifying approximate groups has been undertaken by Freiman (albeit with
different terminology) who classified approximate subgroups of the integers [56]. Green and
Ruzsa [62] generalised Freiman’s result to all abelian groups. Chapter 4 includes new results
classifying approximate subgroups of 2 x 2 upper triangular matrices over general finite fields.
Much of the next few subsections providing the background for approximate groups and the tools
for their use later in this thesis can be found in the books of Tointon [190] and Tao and Vu [185].

2.4.1 Equivalence with Small Tripling

As stated above, the definition of an approximate group is linked to that of small tripling.
In this subsection, we will make this connection explicate. For ease of reference, we will do this
in the form of a proposition.

We have that small tripling implies an approximate group.

Proposition 2.1 (Proposition 2.5.5 [190]). Let A c G with |A3| < K|A|, then A= (A uA-lu {e})2
is an O(K®)-approximate group.

We note that if A = A™1 and |A®| < K|A| then A? is an approximate group by Ruzsa’s
covering lemma (Lemma 2.3). In a similar vein Corollary 3.11. of Tao [177] says

Corollary 2.1. Let A be a multiplicative set such that |A3| < K|A|. Then the set Ay = (A uAlu {e})3
is a O(K°(1))-approximate group. In particular, if A is symmetric and contains the identity, then
A3 is a O(KO(1))-approximate group.
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Proof. To start we note by Lemma 2.2 A3y < 27K3|A|. we also have that As) is symmetric so all
that remains is to find our X as in the definition. To do this we appeal to Lemma 2.3 after noting
that by Lemma 2.2

1Ay Ag)l =A@ < KOPIA| <KOD|Ag).

O

We also show that once we have an approximate group then all our iterated product sets
are bounded, that is

Lemma 2.4. If A is a finite K-approximate group then

A" < K™ LAl

Proof. Using the above definition of an approximate group we have a subset X associated with
A. We are done by noting

A =A"1AcxA™ I, X" 2A2c XA

2.4.2 Inheritance

Having now shown the connection between small tripling and approximate groups, we will next
look at how inheritable the property of being an approximate group is. We note it is obvious that a
group homomorphism still preserves approximate groups, we will also consider how approximate
subgroups interact with intersections.

Proposition 2.2. Let A be a K-approximate subgroup of G. Given H < G a subgroup of G, then
A%2NnH is a K3-approximate subgroup.

Proof. A%2nH is still a symmetric set containing the identity, so we need only concern ourselves
with finding the appropriate X, to do this we will use the Ruzsa covering lemma. For notation’s
sake, we will use X as the set from the definition of A as an approximate group and seek to define
X' for A2nH. We have A2 < XA, and every set of the form xA N H is contained in y(A2 n H) for
some y € xANH, then (A2nH)? =A*nH c X'(A?nH) with | X'| < K3. O

You can see the above proposition as a special case of the following we ask instead about
the intersection of 2 approximate groups.
Proposition 2.3. Let A be a K-approximate subgroup of G and B an K'-approximate subgroup,

then AN B? is a (KK')3-approximate group.

Proof. This time we will show A2 B? is contained in at most KK’ sets of the form xA N yB.

We can follow the above argument twice to see that (A% nB?)?2 c A*nB* is contained in at most
(KK')? cosets of A2nB2. O
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This further solidifies our expectation that approximate subgroups should act like actual
subgroups.

2.4.3 Subrings

These ideas can be extended to almost all algebraic objects, once we have approximate groups,
approximate rings or fields seem an obvious next step. In some ways, the Erdés-Szemerédi
theorem [49] (Theorem 2.1) is a statement about the lack of finite approximate subfields in the
reals. That is an approximate subfield should have both additive structure and multiplicative
structure and the theorem states that such sets do not exist. Further reading can be found
in [180]. In this way of viewing the problem Bourgain, Katz, and Tao [14] essentially prove that
[, has no approximate subfields except those that are almost all the field or almost none of the
field.

2.4.4 Moving from Group Theory to Approximate Group Theory
2.4.4.1 The Intuition

Stated in this way group theory is 1-approximate group theory. As such a valid question is which
results can be generalised to arbitrary approximate groups and what changes when this happens?
Group theory has many results for us to use and luckily the intuition is that many (this is stated
of course with a warning that not all results do, that some results that should seemingly be
simple to generalise do so with a bit of extra work which can later cause problems (for example
the intersection of approximate subgroups need not be an approximate subgroup unlike the case
of standard subgroups but the intersection of squares of subgroups are approximate subgroups),
and finally the generalisation of a result is not always obvious in the way that there may be
multiple equally valid options and the choice of which leads to non-trivial results is difficult) have
an approximate equivalent.

This intuitively makes sense as we only relaxing (and not completely removing) one of the
group axioms (that of closure) we still require our approximate groups to contain the identity and
have inverses. Whilst we will not fully formalise this intuition (such formalisations can instead
be found in the literature including [32], [17] and [190]) we will detail the results we use later
in this thesis in the next subsection.

2.4.4.2 Sample Results

Some of these will be used later, particularly in Chapter 4. We start with the orbit-stabiliser
theorem for sets, one of many results from group theory that can be adapted for approximate
groups [75, Lemma 4.1]. Recall that if group G acts on a set X, then the stabiliser of an element
x of X, is the subgroup Stab(x) of G consisting of all elements that fix x. The orbit A(x) is the set
Alx):={g-x:g€A}.
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Lemma 2.5 (Orbit-Stabiliser Theorem for sets). Suppose the group G acts on a set X, x € X, and
A S @G is finite. Then there exists ag in A such that

_ A
2.2 1A)n Stab(x)| > ——,
(2.2) l(@ag™A) N Stab(x)] )
and for all finite sets B € G,
(2.3) |AB| > | Stab(x) N B||A(x)].

We often specialise Lemma 2.5 to the action of a group G on a subgroup H by left multipli-
cation, so that the stabiliser of H € G / H is H itself and the orbit of H under a set A is AH / H,
which is the number of distinct coset representatives in A. If y: G — G /H is the quotient map,
then A(H)=AH/H = n(A). The subgroup H does not need to be normal.

We use the following lemma when we wish to move from growth in a group to growth in a
subgroup.

Lemma 2.6. Suppose that H is a subgroup of G and that A < G satisfies |A%| <K|A|. If B :=
AYANH, then
|B*| <A@ NnH| < K%73|B|.

Proof. By Lemma 2.5 Equation (2.2) where we have specialised to the action of a group G on a

subgroup H by left multiplication, we have |B| > IAlf‘_f‘I)l (where A(H) number of distinct cosets of

H determined by elements of A). On the other hand, B c(A71AY nHc ApgpynH.

So we have that
IB*| <I(A1A* nH| < |A@p nHI.

By Lemma 2.5 Equation (2.3), taking A as A, and B as A(g) we also have

[AA @) = [Agry NnHI||AH)|.

So, combining the above and using Lemma 2.2 to pass from |Agp)| to |A|, we get that

|AA@p] « KO3 |A| <K%-3B|.

B*| <A@y nH| < ——=22 <
|B*| < |A2g) I A A

2.5 Energy

Another way of considering how additively (and similar can be done for other operations) struc-
tured a set is to consider the number of solutions to

(2.4) a+b=c+d.
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We are going to have at least the trivial solutions a = ¢ and b = d. Considering our previous
examples for additive structure of arithmetic progressions we are going to have a lot of solutions
whilst in our example of a lack of such structure, geometric progressions, will only have the
trivial solutions. This will lead to our intuition of lots of energy is equivalent to having some sort
of structure.

We will define the additive energy of a set A as follows
E*(A):= |{(a,b,c,d)€A4:a+b = c+d}|.
We may also consider the energy between two sets
E*(A,B):=|{(a,b,c,d)e AxBxAxB:a+b=c+d}|.

We can define other types of energy in the same way we change from sumsets to product sets. We
also note that E*(A,B)=E*(B,A)=E*(A,-B).

There are many alternative ways of writing the above set definitions which can be more
useful in calculations. These can be found in Lemma 2.9 of Tao and Vu [185] or proven via simple
counting arguments. In particular we have

(2.5) EY(AB) =Y r2 @)=Y r% o).
X X
We also have

E*(A,B)= Y |An@-B)P= Y I|An(@+b-B)l= Y B+a)nB+ad)l.
x€A+B acA,beB a,a'€A

2.5.1 Trivial Bounds

Having now defined a quantity it is always useful to know how it behaves. We will start with

some trivial bounds of
|A|IBI < E*(A,B) < min (|A%|BI,|A|IB?).

The first bound comes from we can choose a and b arbitrarily from A and B respectively and
then choose a = ¢ and b = d. The second bound comes from noting that once a, b, and ¢ is chosen,
thed=a+b-c.

Having looked at what we can get trivially at the extremes we will next consider some

examples.

Starting with our standard examples of arithmetic and geometric progressions, let A be
the arithmetic progression {1,2,...,n}, from earlier in this section we have that |[A + A| =2|A|-1.
the energy of A is maximal however so this provides an example with small sumset and large
additive energy. We note this hold for other arithmetic professions just by scaling and possibly
translating the set.

3 ...,r"} and recall we have

Moving on to the geometric progression, now take A := {r,r?,r
|[A+A|= ("3') ~|A|2 but E*(A) = |A|? which can be seen by considering the r-nary representation.

This is thus an example of small additive energy and large sumset.
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It can also be worthwhile knowing how easy the structure represented by low or high
energy can be destroyed. As written above an arithmetic progression A has additive energy
|A|3. If we consider B := (A U {x}) where x an element which isn’t part of the progression then
IB+B|=|A+A|+|A+x|+|x+A|=|{x2} = 4|A| and so whilst not a minimal sumset, B still has
small doubling however E*(B) > E*(A) = |A|3, so we still have large additive energy.

Our next example will be a set with a large sumset and large additive energy, (the case
of small sumset and small energy being unfeasible to the upcoming Lemma 2.7), consider the
union of an arithmetic progression and a geometric progression. The sumset is then large,
|[A+A| > %IAIZ, as half the set is a geometric progression so contributes at least i|A|2. The energy
is also large as the arithmetic progression half contributes maximal energy. In particular, this
shows that the implication that small energy implies large sumset holds but that the converse
may not hold. A related but slightly more involved example due to Balog and Wooley [6] shows
there exist sets where both the additive and multiplicative energies of any sufficiently large
subset is non trivially large, unlike the prior example where we had two subsets each with one of
additive and multiplicative energy large and the other nearly trivially small. To construct this
example we start with I = {n2,n2 +1,...,2n2% — 1} and for our set we take

n-1

A=J2'L

1=0
A has n® elements as it is the union of n distinct dilates of the interval I of size n2. This
example is a much smarter way of combining both an arithmetic progression, I, and a geometric
progression (the dilates) than our previous example of a union. Starting with the multiplicative
energy, consider x € AA then the number of ways of writing x as a product of two elements of A
is 74 o(x) > n. This can be seen by seeing each element of A as the product of an element in I and
a power of two so that A 3 a = b2%, but then we have

x=aa = bb/2k+k’ — bb/2(k+1)+(k’—1) =

and the n choices should be clear from moving factors of two from a to a’. Hence
|AA|<n® =147,

and by the forthcoming Lemma 2.7 (with multiplicative notation rather than the stated additive
notation)

B a)> AL > A2,
|AA]
Note the same holds for any subset A’ € A of density r, that is E*(A") > A7, Moving now to
the additive energy, we keep out notation for the subset A’ and note that the additive energy of
A’ is at least the sum of n pieces of additive energies of A’ intersecting I,21,41,... and so (again

using Lemma 2.7 for the second inequality)

n—1 _ n-1 I~ oi T4
i=0 0 1A N2tT+ ATN 2|

We are in the minimum case when the density of A’ in each of I,21,41,... is also r so
n-1 (rn2)4

5= > rin® =rtA|7B.
izo 2n

ET(A)>
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2.5.2 Trivial Results

We have the following bound on energy, the first two terms coming from the trivial bounds above.
The third term comes from Cauchy-Schwartz which we shall show below.

E*(A,B)<min{|APB|, IBPIAL A" B2},

Without any loss of generality we may assume that one of the two sets is smaller, say for instance
that |B| < |A|, then we have that E*(A,B) < |BI?|A]. Proving the third term,

E*(A,B)= Y |ANn(z+A)IBn(z+B)
ze(A-A)N(B-B)

1/2 1/2
<( Y |Am(z+A)|2) ( Y |Bm(z+B)|2)

z2€(AA)N(Bg) z€(A4)N(Bg)

Another useful result is the connection between the cardinality of sumsets and energies
once again shown by the Cauchy—Schwarz inequality to be the following lemma.

Lemma 2.7. Let A and B be sets, then

Proof. Starting with the following definition of energy
EY(A,B)=) r? (),

which we apply Cauchy-Schwartz to get

(Earars@)® _ |APIBP?
Xy ﬂi"'B lA+B|-

Zr‘iJrB(x) 2
X

Noting we could have instead started with
EY(A,B)=) r2 o(x)
X

completes the proof.

[
The above lemma can be found in multiple places (sometimes just with A = B) in the
literature including [42, 162, 177, 185] as Remark 4.2 and Corollary 2.10 in the last two.

We may also wish to bound the energy of a union in terms of the energy of its pieces,
in particular this is used in the proof of Theorem 4.9. The following lemma does that via two
applications of Cauchy-Schwarz.
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Lemma 2.8. For A = U‘ZXZ 1A, the union of X pieces, we have that the energy of A, is bounded by

E

b X 4
UAi) < (ZE(Ai)I/“) :
i=1 ]

=1

Proof. Let X be the union of A,,’s. The energy of X is defined as the number of solutions to the
equationa+b =c+d for a,b,c,d € X. We consider

Eijrn=|{a,b,c,d:a+b=c+d,acA;,beAjceAy,deA}.

As X =U, A, then E(X) < }; i1 E ;i j k1 as for every solution to a+b = c+d each of the variables
have to be in at least one of the A,’s as they are in X however they could be double counted if the
A,’s are not disjoint.

We next use Cauchy-Schwarz to bound Ey; ; ;).

1/2 1/2
2 2
Efijrn =) TA+A, (W4, 4,(n) < (Z rAi+Aj(n)) (Z "Ak+A,(”))
n n n

Now seeking to bound
2
Z rAk +Al (n)
n

which is the number of solutions of a + b =a’ + b’ for a,a’ € Ay, b,b' € A; or equivalently the
number of solutions to a —a’ =b —b’'. Hence

Zrikﬂ%z(n) = ZrAk_Ak(n)rAl—Al(n)
n n
and by another application of Cauchy-Schwarz
<E(AR2EMAD"2.

Hence
Egjrn <EANEQAHMEANEQANY.

We sum over everything to get back to X, giving
4
Y E@A)YA . E@A) = (ZE(A,-)”“) :
i,J,k,0 i

so E(X) < (L; E(A)Y4)*. 0

2.5.3 Higher Energies

So far we have introduced energy as the number of solutions of a * b = ¢ * d for some operation *.
What is important about using four elements? Nothing particularly except it is the first non-trivial
result after you note that the number on terms on each side of the equation must be balanced
and the number of solutions to a = b is trivial.
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So-called higher energies increase the number of terms on each side. We take this definition
from [152]

Tr(A):= H(al,...,ak,all,...,a%)€A2k a1+ tap =a'1+-~~+a;e}|.

Such higher energies are introduced in depth by Schoen and Shkredov [146] and have been used
and studied in several other papers including [151]. Particular examples of using third energies
can be found in [147, 153], these are useful due to their association to collinear triples. We will
also make use of higher energies later in this thesis, particularly in Chapter 5.

We note that the ideas used to provide trivial bounds for energy in Section 2.5.1 can be used
again here. Explicitly they tell us that that T%(A) > |A|* from taking a; = a; for all i and that
these higher energies are bounded above by |A|2*~1 which is seen by noting that by fixing all but
the last term, this last term is now determined. It is also worth noting how higher energies of
different % interact,

(2.6) Tp(A) <IAP*DTy(A).
We can also gain a Lemma 2.7 equivalent that
|A|2k
RA| > .
A= T @

There is also a second form of higher energies which come from considering how to generalise
Equation (2.4). In the case of T%(A) we increased the number of variables on each side, however
a second equation to consider is

a+tb=c+d=e+f,

and the obvious continued generalisation of more equalities. This leads to the following higher
energy definition.

E;(A):= H(al,...,ak,a’l,...,a}e) €A% . q, —ai=ag—ay,=-=ap —a;H.
We note that another way of considering this is as the generalisation of Equation (2.5) as follows
Ef(A)=Y (rasa) ).

Using this definition also us to have non-integer k. We note that when % = 1 this returns to
just being a cardinality. During this thesis, we will make use of the T (A) higher energies in
Chapter 5 rather than this and so shall be brief. In [151], Remark 40 notes that a prior proof
gives the following relation between these two higher energies as some sort of dual given that %

is even
E 3/2(A))2k
|A]
More dual relations can be found in [152]. An application of this other higher energy can be found

T AERA) > (

in [158]. We also note that in [152] a further generalisation of these higher energies can be found,
based on equations of the form

ai1+-+a;=bi+--+b;=---=ki1+---+kj,

that is £ different sums of / elements all equal.

29



CHAPTER 2. ARITHMETIC COMBINATORICS, STRUCTURE, AND APPROXIMATE GROUPS

2.6 Expanders

In a similar way to moving to groups whose operation combine addition and multiplication,
another potential avenue of attack to bound sets built from both operations such as the following

two quantities
|[ACA+A)] and |AA+A|

Bounds for such sets are referred to as expander results, we prove several in Chapter 5 as
corollaries.

Such bounds are also intricately linked with incidence geometry, our forthcoming Corol-
laries 5.2, 5.4, and 5.5 are expander style results that come from the new incidence results
for hyperbola detailed in Chapter 5. Over the reals, the simple bounds come from the Sze-
merédi-Trotter theorem (Theorem 3.1 noted in Chapter 3). We make a note of the proof as it both
provides the link between this chapter and the next as well as a framework that may be adapted
for similar incidence results. To obtain this bound we consider a set of points P = B x (A + BC)
and without loss of generality assume |B| < |C|, along with the set of lines L with slope in C and
y intercept in A so |L| = |A||C|. We have the following incidence bound once we plug this example
into the Szemerédi-Trotter theorem (Theorem 3.1).

Z(P,L) < |BI¥3|A + BC|*3|1A1%3|C|¥3 + |B||A + BC| + |A|IC|.
And we note we have Z(P,L) = |A||B||C| as each line has |B| points on it. This gives us
|AIICIIBI < |BI**|A + BC[*3|A1%3|C/|?3.

Thus we get the more general |[A||B||C| <« |A +BC|? and in particular [A + AA| > |A[32,

Over finite fields we cannot just appeal to Szemerédi—Trotter, however Roche-Newton,
Rudnev and Shkredov [128] show

|A+AA|> min(A>2, p)

which matches Szemerédi—Trotter over R. The p deals with cases of subfields, for example take
A=F,cFp,then A+AA =F,. This is one of a family of results of expanders over finite fields
which are all bounded by > min(|A |3 2 p), others include:

e |[AA+AA|>min(|A|*2, p) (Rudnev [132]).
* (A-A) —(A-A)?>min(|A*2, p) (Petridis [120], also see [26]).

e |JA(A+A)| > min(JA|*2, p) (Aksoy-Yazici, Murphy, Rudnev, and Shkredov [200]).

The cutting edge result for A + AA is due to Stevens and Warren [171] who proved, for
|A| |B|, the slightly more general:

|A+AB| Z |A|3/2+3/170.
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This is an improvement on Roche-Newton and Warren [129].

Roche-Newton and Warren [129] also present a four-variable super quadratic expander

{ac—db

c—

:a,b,c,deA}.

Explicitly they prove this is > |A|2*Y14 improving on the > |A|? of Murphy, Roche-Newton and

Shkredov [112].Roche-Newton and Warren’s methods stem from proving energy results for lines
ac—db

c—d

and noting that the line through points (a,b) and (c,d) has y-intercept . Continuing on the
theme of expanders, Balog, Roche-Newton and Zhelezov [4] showed the existence of multiple
six-variable super quadratic expanders. As may be expected, super quadratic growth is harder
to manage with fewer variables, the two other known examples with four variables are due to

Rudnev [131] and Shkredov [154].
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Chapter 3

Incidence Results

This chapter seeks to ground the various incidence results which are used later in the thesis
and provide the necessary background. In particular, as well as showing the connections with
the previous chapter, we are building towards Chapter 5 where we present some new incidence
results for hyperbolae. We will start with the basics of what is an incidence and what can be said
simply. We will then explore results in this area which we will use as tools later and serve as
intuition when we wish to move from the well-studied point and line incidences to the newer
hyperbola incidences of Chapter 5. We will finish with the related distance problems, these will
return in Chapter 5 where the connection between circles and hyperbolas (that is when —1 is a
square they are equivalent) mean our results have implications for such distance problems.

3.1 Introduction to Incidence Geometry

Geometry and counting are among the oldest branches of mathematics! so it is unsurprising
someone has tried to count geometric objects. One of the simplest ideas is how often does a
collection of things touch. Taking lines as our example, it is clear that two straight lines (given
standard Euclidean geometry) intersect in at most one point. How this bound increases given
n lines is less obvious. It is a small generalisation to move to two different types of objects
interacting for example points on lines. You can remove almost all the geometric underpinnings
of this question, just keeping what it means for a point to be on a line. This remaining structure
is called an incidence structure and finds itself in many areas of mathematics. For example, a
hypergraph consists of a set of vertices (our points) and a set of hyperedges (our lines) consisting
of subsets of the vertices, that is which points are on the given line. Other examples of incidence
structures include block designs, projective and affine planes, and partial linear spaces. Due to the
varied branches of mathematics in which these items turn up, there are multiple representations
for incidence structures including; incidence matrices, Levi graphs, and pictorially (geometrically).

Incidence structures also exhibit a dual structure, that is given a structure of P points on a
set of lines L we can consider each of our lines to be a point (so ! € L corresponds to p; € P') and

1The earliest records of geometry being from 5000 years ago in ancient Babylonia and the Indus Valley civilisation.
The oldest example of tally marks for counting is between 25000 and 35000 years old.

33



CHAPTER 3. INCIDENCE RESULTS

take our lines as the sets of these p; which correspond to lines which pass through a given point.
This point-line duality can sometimes allow us to swap the role of points and lines when it is
convenient.

3.1.1 What is an Incidence?

To understand incidence geometry it should be no surprise that you must first understand exactly
what an incidence is. At first glance this may seem obvious, a point on a line is one, if a point
is not on a line then it isn’t. This view could then lead to a trivial understanding of at most the
number of points and missing out all the potential multiplicities.

Formally we should see the set of incidences between a set of points P, and lines L, denoted
Z(P,L), as the number of pairs of a point and a line so that the point is on the line. That is

3.1) Z(P,L):= {(p,)e P xL:pel}|.

For those who prefer pictures or want intuition, Figures 3.1 and 3.2 should help.

(a) Zero incidences. (b) One incidence. (c) Two incidences.

Figure 3.1: Examples of 0,1 and 2 incidences involving a single point.

Figure 3.2: Eight incidences.
From this geometric intuition, the obvious extreme examples are lots of points on a single
line and lots of lines through a single point. Note that these extremes are dual of each other.

We will consider the points distinct as the above definition (Equation (3.1)) tells us, although
it is possible to consider the questions where the points or lines have weights assigned to them
and can contribute more incidences which is the same as having multiple identical points or lines.
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3.1. INTRODUCTION TO INCIDENCE GEOMETRY

(a) A single line with all the points leading to (b) A single point at the intersection of concur-
|P| incidences. rent lines leading to |L| incidences.

Figure 3.3: Extreme examples of incidences.

Although these pictures serve us well in the Euclidean setting where our standard un-
derstanding of points and lines allows our intuition to serve us well, it is the more formal
Definition 3.1 that we will resort to in cases where our intuition generally fails such as in finite
fields.

An alternate way of writing Definition 3.1 using representation functions, which can be
more open to techniques such as Cauchy-Schwartz, is as follows:

(3.2) 7P, L=y ¥ 1.

pePleL

Another use of this way of considering incidences is that we can formulate a weighted version,
that is we may want to decide certain incidences, points, or lines are more important and should
count for more. To do this we set the functions f(p) and g(/) mapping points and lines respectively
to their weights (a two-variable function could be used if individual incidence instead need to
be assigned weights for an application) and then the weighted incidences can be calculated as
follows

Y X F(@eDlye.

pePleL

As well as seeing this as a geometric object it can be seen in a few other ways. One such as
a hyper-graph with the points being represented as the vertices and the lines as the hyper-edges.
Taking Figure 3.2 as our example, we can represent this arrangement as the hyper-graph on
the set of points {1,2,...,7} (numbered top-down although you could relabel as desired) with
hyper-edges {1,2,3}, {3,4,5} and {1, 6}.

As well as different terminologies, there are several representations available. Geometric
pictures such as Figure 3.2 may also be encoded in a |P| x |L| matrix with the element in the
it" row and j** column if the i*" point is on the j** line. Another representation is that of a
Levi graph, a bipartite graph whose vertices are split into the points and the lines with edges

connecting a point vertex and a line vertex if they are incident.

Before moving on we note the existence of a dual structure. That is given our arrangement of
points and lines we can instead consider each line as a point and drawing a line connecting these
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new points if they intersected with a point. This corresponds to the dual of the incidence matrix
representation of incidences and swapping the labelling of the two subsets of vertices in a Levi
graph. It is also important to be aware of the dimension of the problem you are working in, the
plane has the principle of plane duality which states that moving to the dual of a theorem provides
another valid theorem in the dual, however in higher dimensions the dual of a point line incidence
theorem can be an incidence result between different objects such as hyperplanes. Explicitly in
dimension n, the dual of objects of dimension r have dimension n —1 —r (so codimension r + 1).
This explains why, in higher dimensions, some bounds are not symmetric in |P| and |L|, see for
example [88].

3.1.2 Trivial Results

Before seeking to prove the better results, it is a good idea to first consider what is trivial to
say. This both gives a result to beat but can often highlight some of either the awkward cases or
common pitfalls. For the following, it may be helpful to have a preferred example in mind, such
as points and lines in the Euclidean plane which is the current example I will be taking, in part
to allow simple diagrams and intuition to provide explanations.

Starting with the most trivial of bounds, it is definitely the case that
Z(P,L) < |PIILI.

This is because every point can at the very most be on every line. However, with just a bit of
thought, it can also be seen that this bound is only obtained in degenerative cases of a single
point or a single line such as in Figures 3.3a and 3.3b. This is due to a line being defined by
two points. We will have to deal with such trivial cases in future theorems by adding +|P|+|L]|.
Also of note, in some other examples, these degenerate cases happen slightly more often, such
as between points and circles there can be up to two points as three points determine a circle
(see Figure 3.4a and note we have similar for hyperbola) or between points and planes if all the
points are on a line the bound can be met for any number of points and planes, (see Figure 3.4b).

.'-’.' ..\"\.\L
\ N , /
. - ) /
(a) Many circles can intersect in two points. (b) Many planes can intersect a line of points.

Figure 3.4: Examples of potential difficulties with other geometric objects.
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Returning to the Euclidean plane and incidences between points and lines we have a lot of
cases (indeed most) where the really trivial bound of |P||L]| is not tight. We can however come
across another slightly less trivial bound stemming from the Cauchy-Schwartz inequality.

Lemma 3.1 (Trivial Incidence Bound). Given a set of points, P, and a set of lines, L, the number
of incidences is bounded by

I(P,L) < min (|L||P|Y2+ P, |PIIL["? +|L).

Proof. For ease of notation, set Z = Z(P,L) and by applying Cauchy-Schwartz to Equation (3.2)

we have
2
I(P,L?=1%= (Z Zﬂpez)
peEPlel
2
<Y1y (zﬂpez)
peP  peP \leL
(3.3) =PI YY) Tpelper.

pePleLl’eL

We split the sum up into two cases, that when [ =’ and when [ #['. The first case is just the
number of incidences, 7 again. For the second case, we rearrange the order of summation and

consider

Z Z Z TpetTper-

leLl'eL peP

As two distinct lines meet at a single point

Z ﬂpelﬂpel’ <1,
peP

and thus

Y3 Y Thalper <ILIP
leLl'eL peP

Plugging this back into Equation (3.3) we get
(3.4) I <IPII +ILI),

so Z « |P| if the first term dominates or Z <« /|P||L|? if the second term dominates. We note that
whilst this does not keep our inequalities strict and instead falls back to asymptotic notation for
ease it illustrates the method. we shall provide the full calculation below Finally, we note that we
are done as we could have instead applied the Cauchy-Schwartz the other way around and two
points define a line or indeed appeal to duality. Having now completed the proof we provide the
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full calculation to continue from Equation (3.4), this essentially involves completing the square.

T2 - |P|IZ< |PIIL?
|P?

P2 P
(I——' ') <IPILP + —
2 4

P P2
I<_|+ |P||L|2+L

2 4
I<|PI++/IPIILI?

This completes the proof without the requirement of asymptotic notation.

O

Of note is that when |P| = |L| = n this is a bound of n®2 and it is this 3/2 which would like
to be improved. This raises the question of just how far can we improve it? An example (taken
from Tao’s blog [181], originally due to Elekes) shows that we cannot do better than 4/3 (in a field
of characteristic 0, in characteristic p we must also restrict the size of N so that N < (%)3/2 else
we manage to fill up a whole field and thus don’t grow as expected). This matches the exponent of
the Szemerédi-Trotter Theorem which is stated below as Theorem 3.1. We construct the example
below as Example 3.1 and provide a second example later.

3.1.3 Survey of Non-Trivial Results

Whereas our trivial bound of Lemma 3.1 works for any field (and indeed any dimension) being
purely combinatorial in nature, most bounds are affected by the field. Over the real numbers,
the Szemerédi-Trotter theorem [176] (proven in 1983), up to constants, is the best we can expect.
However, all of its proofs (we will touch on some of these briefly below) rely on the topology of
the reals. We do not have this in other fields and so while progress has been made in the case
of finite fields, the question remains open to reaching the expected best possible bounds. In the
complex numbers Té6th [191] and Zahl [202] have succeeded in reaching the best possible bound
(that is the exponents match Szemerédi-Trotter), generalising the Szemerédi-Trotter theorem.
As such we will consider the different cases depending on which field separately when discussing
the historical progress towards these bounds.

We also note we have been vague on what exactly we want as a line, we may in fact consider
other objects such as planes, curves or circles among others. We provide a few results of incidence
results between objects other than just points and lines in the next section, some of which will be
used later in the proofs of our own work. In Chapter 5 we shall prove results where our lines are
curves, in particular, hyperbolae.

A final comment, although most of the results are about what happens in the plane, the
same question can be asked about higher dimensions, although there then arises the problem of
ensuring you are truly in a higher dimension case and do not have, for example, a plane embedded
in three dimensions and as such are bounded by the same obstructions as the two-dimensional
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problem. Some papers that consider higher dimensions include [2, 37, 88, 163] and we will
comment further on this topic below.

3.1.3.1 Reals

Starting first with the real case as it is the most intuitive and easiest to visualise, we collect some
of the important results in incidence geometry. Starting chronologically, Gallai solved (although
Melchoir had proved an equivalent a few years earlier) a problem of Sylvester which lead to the
Sylvester-Gallai theorem which states that in the Euclidean plane, for every finite point set it is
possible to find a line that passes through exactly two points or passes through all of the points
(harking back to one of our problem cases in our trivial incidence results). Erdés noted this tells
us that a set of n points (not all on the same line) determines at least n lines. This is then a
specific case of the De Bruijn—Erdoés theorem, which provides a lower bound for the number of
lines determined by n points in a projective plane. Green and Tao [63] provide a more robust
version.

For us, perhaps the most prominent incidence result, and indeed a result that many others
are compared to in this area of research is the Szemerédi-Trotter theorem. It provides the best
possible (up to constants) answer in the reals to the initial question of this Chapter; how many
incidences are there between given sets of points and planes? Starting with the statement of the
result we have the following.

Theorem 3.1. [Szemerédi-Trotter][176] Let P c R? be a set of points and L a set of lines in the
real plane, then
I(P,L) < |IP1*®|L/*3 +|P| +|L|.

This result has been proved in various ways by multiple people. The first proof due to its
namesakes, Szemerédi and Trotter [176] used cell decomposition, a technique also used by [31]
where the plane is split up into cells with the understanding that outside of edge cases only a
fraction of lines passes through a given cell. Laszlé Székely [174] instead proved this theorem
making use of the crossing number of graphs in a simpler proof. All of these proofs rely in some
manner on the topology of the reals to work, that is if we instead try to prove the same bound as
in Theorem 3.1 for finite fields rather than the reals we find it is false.

It is worth noting that in general the Szemerédi-Trotter theorem cannot be improved upon
(bar the constant). This is clear from the following example due to Elekes.

Example 3.1. Consider a set of points
P={(a,b)eZ? : 1<a<N;1<b<2N?%,

and a set of lines

L= {(x,mx+b) cm,beZ;1<m<N;1<b <N2}.
Note that |P| = 2N3, |L| = N® and each line passes through N points (from taking x € {1,...,N}) so
NIL|=N*<Z(P,L) < N*.
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A second example due to Erdés, and rediscovered by Edelsbrunner and Welzl [38], exists.
We shall detail it as Example 3.2, once we have introduced £-rich lines and the corresponding
restatement of Theorem 3.1, in Subsection 3.1.4.

The secondary terms in Theorem 3.1 correspond to the degenerative examples from above,
where all the lines intersect at a single point and where every point is on a single line.

Although the exponents are sharp the constant is not. Improvements in the constant for the
crossing lemma lead to corresponding improvements in these constants. Pach, Radoici¢, Tardos,
and T6th [116] proved a constant of 2.5 for Szemerédi-Trotter (the original showed that the
constant 10%° worked) whilst Pach and Téth [118] showed the constant must be greater than 0.42
using a variant of Example 3.2. The best known constant in the crossing number inequality is
currently due to Ackerman [1]. The Szemerédi-Trotter theorem has been generalised to several
other cases, in particular over the complex numbers by Toth [191] and Zahl [202] who also proved
results between two-dimensional algebraic surfaces and a Szemerédi-Trotter type theorem for
complex unit circles in C2. A further generalisation of Szemerédi-Trotter to higher dimensions,
R? was found by Agarwal and Aronov [2]. They state that for n points and m hyperplanes which
are spanned by the pointset, then the number of incidences between the points and hyperplanes
is bounded by

0 (mgn% +nd_1).
Edelsbrunner [37] has a construction that lets us see that this bound is optimal asymptotically.
Solymosi and Tao [163] provide a bound for incidences between points and k-dimensional varieties
of bounded degree in RY.

A consequence of Theorem 3.1, that is a famous result in its own right, is Beck’s theorem,
although the result was released at the same time as Szemerédi and Trotters (indeed earlier in
the same journal). Beck’s theorem settled a conjecture of Erdés in the positive and can also be
seen as a variation of an older result due to Kelly and Moser [84]. Beck’s theorem [7] states given
a finite number of points in the plane you are in one of two extremes, that a large fraction of
the points are on one line, or many lines are needed to connect the points. Stating this explicitly
gives the following.

Theorem 3.2. [Beck’s Theorem][7] Given n points in the plane, there exist positive constants, c, k
such that either there exists a line with *: of the points or at least ”72 lines each containing at least
2 points.

It has been noted by Elekes and Toth [43] that it is not a simple matter to extend this result
to higher dimensions. Indeed consider the example in R? shown in Figure 3.5 of 2 skew lines
(that is non-intersecting and non-parallel) with n points on each. These 2n points only span 2n
planes and so you cannot simply replace the plane with space and lines by planes. If instead, you
remain interested in points and lines in higher dimensions then you can project to a random
plane. Higher dimensional versions have been proven for example by Thao [34].

We note that we prove a Beck’s theorem style result (Corollary 5.9) in Chapter 5 for Mobius
transforms rather than lines.
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\

Figure 3.5: Two skew lines taking n = 7.

3.1.3.2 Finite Fields

Having looked at fields of characteristic zero in the previous subsection, we will now move to
consider finite fields. These bring in a new difficulty due to similar issues that the existence
of finite subfields did in Chapter 2. Recalling from Subsection 3.1.2 that given n points and n

3/2

lines we have a trivial bound of n°“ and it is this exponent we wish to beat in the manner of

43 _ ,,3/2-1/6

the Szemerédi-Trotter theorem (Theorem 3.1) which obtains n , we will now provide

examples where we cannot expect to do any better.

For our first example, we consider the plane over [, and take our point set, P as the entire
plane, that is p? points. Similarly, we take all p? lines as our set of lines L. We note that each
line is incident to p points so Z(P,L) = p3 = P32 = |L|3/2, which is the trivial estimate and so
in this instance we cannot do better. We note as a second example we can embed the previous
example as a subplane into a larger plane over [, = [,». This reinforces the dependence is on p
rather than g = p”. As such, these and similar cases must be ruled out for progress to be made.
We note that one way to deal with these examples is to consider two separate regimes, where
|P| =|L| < p€ and when |P| or |L| are large with respect to p. Here we will focus on the first,
covering the second in more detail in Section 3.1.6.

Having identified some of the difficulties stopping us from simply generalising Theorem 3.1
to finite fields, we survey some of the historical progress made towards this goal. Bourgain, Katz
and Tao [14] made progress using their sum-product estimate to gain an epsilon on the trivial
3/2. A quantitative bound was given by Helfgot and Rudnev [76] in prime fields showing that you
can take epsilon equal to 1/10678, derived from a Beck’s theorem (Theorem 3.2) equivalent that
states that for a point set P = A x A that has n elements, n < p, taken in the plane over [, P
determines > c¢n!*1267 lines. Jones [80], at a slight worsening of the epsilon, showed that over a
general finite field F,, Z(P,L) < cnd/2-1/12838 given the required restriction of “antifield”, that is
ensuring that under projections the sets are not too close to being in a subfield. Further work
includes results from Grosu [64], who show that for sufficiently small subsets of [, you can treat
the finite fields like the reals with respect to the Szemerédi Trotter theorem and thus get the

same optimal exponent of four thirds. Kollar [88] considers dimension three analogues of the
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finite plane providing a bound on the incidences between m lines and n points of mn?® (note
that in space rather than the plane we cannot swap the role of the points and the lines). He also

1/3

proves that, over the real or complex numbers, the same holds but with a bound of mn~'° instead.

As stated work has also been done in the "large set" case (with respect to p), some such
papers include [122, 188, 194, 195]. These will be considered in more detail later.

The following incidence bound on points and planes is due to Rudnev [134] and is both used
here as well as in our later proofs.

Theorem 3.3. [134] Let P be a finite set of points in [F?, and I1 be a finite set of planes in F3, with
|P| < |IT|. Let k be the maximum number of collinear points in P. Then

P||TI
T(P,TT) < |P|Y2|T1| + k|TT| + M.
P

Over general fields the result holds without the last term given an extra constraint of |P| < p? if
the field has a positive characteristic p.

Which, whilst not truly fitting here as a point line incidence theorem is used to prove,
along with Cauchy-Schwarz, the following point line incidence theorem due to Stevens and de
Zeeuw [172]. We will also make use of these incidence theorems during Chapter 5. Theorem 3.3
has also lead to many other advances in this area of mathematics. It is worth noting that
this point plane theorem is optimal, this can be seen by several examples including the three
dimensional integer lattice where P ={1,...,n%} x{1,...,n} x{1,...,n} and I is the set of n? planes
with fixed x coordinate taken from {1,...,n%}. Each plane then contains n? points and there are
at most n? collinear points in P so Z(P,II) = n* = |P|Y2|11| = &|I1|. Another example comes from
considering a unit sphere in [F;’,. Also of interest, if we had a Beck’s theorem for IF?,, Theorem 3.3
would follow using Cauchy-Schwarz. This is detailed in the appendix of [121].

We now state Stevens and de Zeeuw’s point line incidence theorem. Note that it holds for
arbitrary fields (with a constraint on the characteristic of the field if it is positive) but we state it
for [, as this is how we use it.

Theorem 3.4. [172] Let A,B cF, with |A| <|B| and let L be a set of m lines in [F%, assume that
|A|lm < p2. Then the number of incidences between the point set P = A x B and L satisfies the
bound

IZ(P,L)| = [{(u,]) e P xL:uel} < |A**BV2m®* +1A||B| + m.

3.1.4 E-Rich Objects

In applications, we also find sometimes that we care more about special objects, in the case of
incidences between points and lines this is often the case that we care about either points which
have lots of lines or lines containing lots of points. We define a k-rich line as a line containing at
least % points and a k-rich point in a like manner.
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3.1.4.1 k-Rich lines

Again I will write about lines although if it is your preference these ‘lines’ could instead be planes
or curves.

We can swap between an incidence bound a bound on the number of £-rich lines by
kILy| <Z(P,Lp).

We will make use of this alternative way of seeing incidence bounds in later chapters, specifically,
we will use the upcoming incidences results for lines over finite fields (Lemma 3.2 and Corollar-
ies 3.1 and 3.2 in particular) in Chapter 5 as tools to prove our new hyperbola incidences. As an
example, we can rephrase Szemerédi-Trotter as the number of k-rich lines is at least

(3.5) o

n_2+z)
k3 R)

This is done in Szemerédi and Trotters original paper [176].

Having now defined what we mean by £-rich lines and stated the Szemerédi-Trotter theorem
in this regime we are in the right position to detail the second example (due to Erdés) as to the
optimally of this theorem which we referred to in Subsection 3.1.3.1.

Example 3.2. Consider a \/n' x \/n lattice of points, P :={(a,b):0 < a,b < /n}. We will consider
all possible k-rich lines, and denote the number of these lines by m(k). Note that we can simplify
this to considering k-rich lines which pass through the origin (or indeed any point), denoting the
number of such lines mop(k), as m(k) = IP'"Z—O(M. We bound

Vi 2

%)

mo(k) >

by noting that a k-rich line (in the \/n x \/n lattice) passes through a point in the £ X ‘£ lattice

and we are double counting though points whose coordinates aren’t coprime (the lzne through (2,2)
has already been counted when it passed through (1,1)), this leaves us to count the number of pairs
(a,b) such that a is coprime to b and both 0 < a,b < ‘/TE. This is the sum of the Euler function,

Z :in +O(n(logn)3(loglogn) )

where the bound comes from [196]. This gives mj, > 3 * which when compared to Bound (3.5)
shows Theorem 3.1 is optimal up to constant.

We note we could also provide a bound for the number of k-rich points if desired. Similarly
Agarwal and Aronov’s result [2] for incidences between points and hyperplanes can be rephrased
as a bound on k-rich hyperplanes (those containing % or more points) of

nd  pd-1
O(k3+ 7 )
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CHAPTER 3. INCIDENCE RESULTS

We can do similar with other incidence results, when we consider Stevens and de Zeeuw’s
incidence result, Theorem 3.4 (restricting to P = A x A for ease with |A| =n) we get a bound for
the number of k-rich lines (in the finite fields setting) of

n5 n
O(k—ﬂz

When specialised to [, the Stevens - de Zeeuw theorem’s corollary from [111] provides the
slightly refined Lemma.

Lemma 3.2. Let A [, and let 2|1A|%/ p <k <|A| be an integer that is greater than 1. The number,

Ly, of k-rich lines satisfies
A2 AP
I < min(p|k—2|, |k_‘|1) .
This Lemma will be used later in Chapter 5. We will also use the following different corollary
of Theorem 3.4 due to Stevens and de Zeeuw [172] in a different part of Chapter 5.

Corollary 3.1. Let P be a set of points in [Ff, such that |P| < p'®13, and let L}, be the set of lines
which pass through at least k = 2 points of P. Then we have

11
|P|'s |P|
|Lk| <<_1j+?'
4

Another result due to Stevens and de Zeeuw we will use later in Chapter 5 is the fol-
lowing asymmetric incidence result. This statement (and the proof of the result) is in Stevens
thesis [170][Theorem 4.8], the chapter it is from based on [172].

Lemma 3.3. Let AxBcF2 bea finite set of points with |A| < |B| and let IAY2 <k <|A1Y2|B1V2 +

A123|B|1Y3 be an integer. Let Ly, be the set of k-rich lines with respect to A x B. In positive
3 2

characteristic p, assume that Wk# < p2. Then

|A3|B?

ILel < i

In our application, we will take our field as [, and so we trivially meet the IA'Z—LBP < p?

criterion. Outside of the acceptable range for £ we will use Cauchy Schwarz, precisely we will use
the form found in Bound (3.5):

AI”IB® | |AIIB]

k3 E )
In particular when % > |A|Y2|B|Y2 the second term of the Cauchy-Schwartz bound dominates
as IA';—LBIZ < 'A,‘eﬁ so we will use this in this case. In the small % case note that the number of
k-rich lines must be less than the number of lines defined by the point set which is itself smaller
than (JA[|B|)? <« 'Alz—LBlz for small £ and so this is subsumed into the first term. More thoroughly,

starting with Theorem 3.4 we have

0]

kILy| <T(A x B,Lp) < |AI¥|BIY2|L, 7% + Ly + |AlIBI.
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3.1. INTRODUCTION TO INCIDENCE GEOMETRY

So as long the k& is greater than the implied constant we may rearrange to get the bound we want,
and when £k is smaller we apply the argument from above for the small £ case. Combining these
extra cases into the above Theorem 3.3 provides the corollary we will use later in Chapter 5.

Corollary 3.2. Let A xBc [F?, be a finite set of points with |A| < |B| and k > 2, then the number
of k-rich lines is bounded by

|AI3|BI? |A||B|
< + .

L
Lzl 7 2

3.1.5 Non-Point-Line Incidence Results

As well as considering different fields, we can consider incidences between different objects. One
direction is to consider curves rather than lines, another is to consider higher-dimensional objects
such as planes. Chapter 5 will consider hyperbolae in more depth. The motivation for moving to
quadratic curves, and particularly the two-dimensional families like translates of a given curve
(taking the curve as the hyperbola xy = 1 provides the setting for much of Chapter 5), is that they
naturally come next. That is they still intersect another curve by a finite number of points (two
rather than one) and three points define a curve. The case of quadratic curves splits into circles,
hyperbolae and parabolae and these subcases are distinct and different from each other. Starting
with the translates of parabola, (x —a)? = y — b, these are in some sense the same as point-line
incidences as after a change of variables (a,b) — (a,b +a?) = (a',b') and (x, y) — (x,y —x2) = (', '),
the equation becomes y' = —2ax’ + b’. As such Example 3.1 also gives the optimal lower bound
for the number of incidences between points in the rectangle and the translates of the parabola
y = x2. For translates of the unit circle and hyperbola however we suspect much stronger bounds
should exist, these bounds are connected to the Erdés unit distance conjecture which we shall
discuss in Section 3.3.1.

As to be expected there are differences and new difficulties compared to the point-line
examples else we would just port over the results. Perhaps one of the most obvious is that our
line equivalents may no longer be limited in meeting in just one point, for example, two different
circles can meet in two places and planes meet in a line. Another way to consider this is that lines
are defined by two points, whereas over objects require more (circles and hyperbola need three
points on them, a plane needs three not all on a line and so on). As well as difficulties though,
we also get new applications and the tools associated with the new applications. Many of these
objects can be associated with matrix groups and the growth of these groups. Circles (and thus
hyperbolae in the case where i = V-1 € F as then x2 + y2 = x2 — (iy)?) have links to the Erdés
distance problem (see Subsection 3.3).

Conducting a short survey of results of this nature include Pach and Sharir’s [117] work on
incidences between points and curves. They show that both the number of incidences between m
points and n anchored unit circles in R3, and the number of tangencies between m directed points

35,35 + m +n). A similar bound is also derived for

and n arbitrary circles in the plane, is O(m
curves of almost two degrees of freedom. That is a set of curves C such that any pair of curves in C
has O(1) intersections with each other, similarly any pair of points only has O(1) curves passing

through them and finally if a curve passed through a pair of points p, g there is a polynomial of
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constant degree, F(x,y), associated with the problem such that the points p and ¢ have a curve
passing through them if and only if F(p,q) = 0. This links into what we were saying above that
lines meet in on point and so only 1 line for a given set of two lines. Another example is the
family of unit circles in R? that pass through a given fixed point. Pach and Sharir bound for the
incidences between m points and n of these more general curves is again O(m*°r%% + m +n) with
some added extra terms depending on how many curves or dual curves lie on an infinitely-ruled
surface.

Cilleruelo, Iosevich, Lund, Roche-Newton, and Rudnev [30] prove an incidence result for
points and spheres in general finite fields. For the point set P and a set of spheres, S in [Fg, the

bound is

P||S P||S
PIST _ pjvzjg 1242 C 7 g) <! (|]| P s 2 e,

An explicit application is a Beck’s theorem (Theorem 3.2) equivalent which says given a point set
Pc [F?I with |P| > 5¢q, then the set P determines a positive proportion of all circles. This is optimal
up to multiplicative constants.

Continuing the theme of incidence results about circles, this time over €2, Zahl [202] shows
that for the number of point-circle incidences between a pointset P and a set of unit circles S is
bounded by O(m?3n?3 + m +n) in the flavour of Theorem 3.1. This is a special case of an incidence
result that bounds the incidences of m points and n two-dimensional algebraic surfaces in R?* by
at most O(mﬁn% +m +n), given that the algebraic surfaces behave like pseudoflats with %
degrees of freedom, and that m < n’5° . Other special cases Zahl proves include the number of
incidences between a pointset P c R of size m and n planes in R, with the restrictions that any

two of the planes meet in at most one point and m < n, is O(m?3n?3

+ m +n), and another proof
of the Szemerédi-Trotter theorem over complex numbers originally due to Toth [191]. Clarkson,
Edelsbrunner, Guibas, Sharir, and Welzl [31] proved several bounds for curves, circles and
spheres. We also note the point plane theorem due to Rudnev [134] (Theorem 3.3) already stated

above fits into this section.

Finally, we draw attention to point hyperbola incidences, stating the following results
of Shkredov and Bourgain which serves as some of the inspiration for Chapter 5 and will be
considered in more detail there as well as compared to each other. Bourgain [10] proved the
following qualitative theorem.

Theorem 3.5. For all € >0, there is > 0, as follows. Let A < Fp, H c SLy(p) satisfy the conditions:
1< |Al < pl7¢, |H| > |AIY*, and |HngS| < |H|'"¢ for any proper subgroup S c SLy(Fp) and
b
g €SLa(Fp). For g = @ d € SLy(Fp), let h € H be identified with the curve cxy—ax+dy—b=0.
c

Then the number of incidences

o(A,H)<|AI'°|H|.
Shkredov [157] proved a quantitative theorem.
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Theorem 3.6. [Theorem 1][157] Let A,B,C,D <, be sets. Then for any A #0, one has

|AlIBIICIIDI _

~

Ha+b)c+d)=A:acA,beB,ceC,deD} -

<I1AI1Y4BlICIIDIY2 + 1A P*(BlICD* Y48 D V2,

These theorems serve as inspirations to the author and Rudnev’s [140] Theorem 5.3, another
hyperbola incidence which will be covered in greater detail in Chapter 5.

3.1.6 Statistical Terms

So far we have been considering these incidence results asymptotically, the case of “p large
enough”. This has allowed us to ignore annoying cases where we have too many things, similar to
in Chapter 2 where growth falls apart when we are too close to a subfield. When we have almost
every line and point we are going to get close to the maximum number of incidences.

In this subsection, we will comment on what can be done in these cases. This style of result
has been an ongoing theme of research for Vinh and collaborators in papers including [188, 194,
195]. Thang and Vinh [188] obtained a Szemerédi—Trotter type theorem and thus also a sum-
product estimate via graph-theoretic methods (explicitly by studying a variant of the Erdés—Rényi
graph). The main result we will concern ourselves with here is Vinh’s Szemerédi-Trotter type
theorem [194]. We will make use of this result later in this thesis specifically Chapter 5.

Theorem 3.7 (Theorem 3). [194] Let P be a collection of points and L be a collection of lines in
[Fg. Then we have

P||L
H(p,)ePxL:pel}| < %wm\npnm.

We note the short proof of this statement from [107] which combines the triangle inequality,
Cauchy-Schwartz and the following identity on the second moment of the incidence function
which is part of their Lemma 1, which states

|P[)?
(3.6) Z(|lmP|—7) <qlP|.

l

Where the sum is over all lines in [Fg. We will then proceed to prove this bound which comes from
calculating the variance.
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Proof.
P|IL P
‘I(P 1y IPIEI| Z(|mp|_U)'
leL q
P
<) |lmP|—u
leL q

P
iy (10pi-2)f
leL

< VQILIIP|

O

We shall now prove Bound (3.6), the proof again coming from [107]. To do this we start by
expanding out the bracket and then considering and consolidating the second two terms noting
that every point is passed through by g + 1 points and there are q(q + 1) lines (used to pass from
the first to the second line).

)

l

|P|2

Z(llmP|2— 2P pr+
7 q

2
Y InP?- 'q'(q+1)|P|+q(q+1)u
[

|P|?

P
lemPF—(gﬂ)T
l

pp2_PF

YlinPP?-

l
<Y lnPP?-
l

To finish we just need a formula for } ; |/ N P2 so we calculate it.

;mpﬂ—z(mpezf{ 5 talya

peP [l p,p'eP
= Z Zﬂp'il + Z Zﬂpelﬂp’el
peP | p#p'eP 1

Here we need to use that ¢ + 1 lines are incident to a point and that a line is defined by two
distinct points thus

Y Y e = I1Pl(g +1)

peEP 1

and

Y Y lalya= Y 1=IPI(IP|-1).

pP#p'eEP 1 p#p'eP

Combining these gives

Y linPP?=|P?+qIP|,
!
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and so 5
1P| 2 2 _
Z lNnP|-—| <IP|"+q|P|-|P|”"=q|P]
1 q
as desired.

We start by noting that the result of Theorem 3.7 is the optimal exponents under certain
conditions before comparing this to our earlier established intuition due to the trivial results of
Subsection 3.1.2 as well as the expected value of such incidences. To this end consider |P| = |L| =

n = ¢%2, Theorem 3.7 then gives

H(p,)eP xL:pel}|<q®+q?=2n"3.

Recalling Example 3.1, which we note has no restrictions on the size of n allowed, we see that
this 4/3 exponent is the best we can hope for. It is also worth noting that the first term dominates
for |P||L| > q3, and it is in this range that Vinh’s result is stronger than other incidence results
considered in Section 3.1.3.2.

Turning to why we have named this section statistical terms we consider the expected value
of the number of incidences. On each line, there are g points which may be in our point set P,
as the chance of a point being in P is |P|/q2. So the expected number of incidences is |L||P|/q
which we note is our first term, this means that another way of viewing Theorem 3.7 is that
for sufficiently large sets (such as |P||L| > q3) the number of incidences is about the expected
number of incidences.

Finally, we will compare Theorem 3.7 to the trivial observations in Subsection 3.1.2 to
complete our intuition. If we presume we are in the case where |P||L| > q3 and thus it is the first
term that dominates, it is a definite improvement on |P||L| the most trivial bound, if we do not
have |P||L| > q3 then the second term is still an improvement on the trivial bound as long as
g < |P||L|. Comparing instead to Lemma 3.1 where we have IL|P|Y2 or |L|Y2|P| (we can throw
away the second term as it is at most ¢2) the improvement on the first term is when |P| < g2 or
IL| < ¢? respectively which is always the case. The second term is an improvement when ¢ < |L|
or g < |P respectively.

As Theorem 3.7 does better in the large set case, in applications later in this thesis we will
split into cases, using Vinh’s result for the case |P||L| > q3 and Stevens and de Zeeuw’s result
otherwise allowing us to use the best bound for the circumstances.

We also note the character sum estimate by Iosevich et al. [69] which fits a similar theme.
This is best possible for |AI2|1H| > p3 and trivial when |H| < p.

AP2|H
a(A,H)<I - |+2|A|\/p|H|.
D

3.2 Relation to Sum Products

Incidence geometry is related to sum-product style results with Elekes’ proof of Theorem 2.2
as shown in the previous chapter being the obvious example where the Szemedéri-Trotter
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theorem (Theorem 3.1) is used to prove his result. This comes from considering the pointset
P=(A+A)x(AA) and a corresponding set of lines of the form y = a(x — b) with a,b € A. An
incidence bound on these sets them becomes a bound on the size of |P| = |A + A||AA| given
these sets have |A|® incidences as each of the |A|? lines passes through |A| points of the form
(b +c,ac). Similarly, Section 2.6 shows another application of incidence results to sum-product
style questions, an application that will be revisited in Chapter 5.

Another connection is between the number of incidences and sum-product style questions
is that of lines and the affine group. The affine group (which will be looked at in more detail
in Chapter 4) has been studied by Elekes in [40-42]. Rudnev and Shkredov [137] look at the
connections between growth in the affine group and incidence results of the corresponding affine
lines. They provide an incidence result between points and lines which depends explicitly on
the energy of the affine transformations of the lines. We provide a nonlinear analogue of their
Theorem 8 in Subsection 5.5.2. This work also provides bounds for sets such as A(A +A) and
AA + A. Roche-Newton and Warren [129] further built on these results. Murphy [106] proved
upper and lower bounds for the number of lines in general position that are rich in a Cartesian
product point set. This allows a geometric proof of Bourgain’s asymmetric sum-product estimate.
Petridis, Roche-Newton, Rudnev, and Warren [121] use incidence results to prove a nontrivial
energy bound for a finite set of affine transformations over a general field. This leads to bounds
for the growth of subsets of the affine group. In Chapter 4 we prove some generalisations
(Theorems 4.9 and 4.10) of some of their result, Theorem 4.7 in this thesis.

Other matrix groups also have a geometric interpretation. Of particular interest is SLy and
its relation to hyperbolae. Rudnev and Shkredov [137] study the relation of geometric incidence
results and growth in SLg. As an example from later in this thesis, Chapter 5 has several results
relating to incidence results hyperbola which leads to sum-product style results as corollaries
(see as example Corollary 5.2). The reason why SLo is of such interest, apart from being the
group related to hyperbola and Mobius transformations which we can say something about (see
Chapter 5), is SLg is what other matrix groups are “locally” like. Alternatively, the special linear
lie algebra, the lie algebra for the special linear group is often used as the basis of study of other
lie algebras. Further details can be found in Tao’s blog posts [183][182].

3.3 Distance Problems

Also of note in discrete geometry and of use later in this thesis is distance problems. These
concern questions about either the number of distances that can be found for a given number of
points, possibly with restriction on their arrangement, or given a certain type of distances how
can the points be arranged.

This section with primarily be to set up some background understanding of some of the
results and methods used in Chapter 5 where we use concepts including pinned distances and
convert some ideas from the standard Euclidean distances to Minkowski distances as well as
prove Corollary 5.1, a result on unit distances. We note that this corollary is not as strong as we
would have liked due to the structure required in our Theorem 5.3. We will comment on these
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restrictions and provide a “bad” example.

Further reading for open questions involving distances can be found in Chapter five of
Research Problems in Discrete Geometry [16].

3.3.1 Unit Distances

In 1946 Erdos conjectured in [45] that given n points in the plane, the maximum number of
pairs at distance say 1 is n' loen | He proved this as a lower bound and proved an upper bound of
n®2. Spencer, Szemerédi and Trotter improved this upper bound to %2 [169] which remains the
current best known bound. Both of these results were over the reals. Schade [145] determined
the extremal sets up to isomorphism for n < 14. In particular:

7 8 9 10 11 12 13 14

n 5 6
7 9 12 14 18 20 23 27 30 30

1 2 3 4
Unit distances | 0 1 3 5
Table 3.1: The number of unit distances for small n due to Schade [145].

Given some further constraints (that is the set in question is well distributed and the unit
distance is much smaller than the diameter of the set), Iosevich [78] improves the bound of 4/3.

The question of bounding unit distances has also been asked in three dimensions with
Erdés [48] showing lower and upper bounds (up to constants) of n%3 and n®? respectively. Clark-
son, Edelsbrunner, Guibas, Sharir and Welzl [31] Kaplan, Matousek, Safernova, and Sharir [81]
and Zahl [201] made improvements lowering the upper bound to n%2. The current best result

is due to Zahl [203] (by using techniques of Sharir and Zahl [150] applied to spheres) to get
n3/2-1/392+¢

For d > 4 an example due to Lenz and reported in [48] shows the number of unit distances
can be about n2, without additional constraints.

This question is related to the number of intersections of points and circles (spheres in
dimension three and so on for higher dimensions). This can be seen by considering the number
of intersections of all circles of radius one with centres in P and the points P themselves. You
could then easily adapt this question for other variants of distance (in particular we will consider
this with Minkowski distances in Corollary 5.1, and detail Minkowski distances themselves in
Section 5.2) by instead considering their sets of equal distance, that is the analogue of circles.

Another common statement of this question is to ask how dense a unit distance graph is (a
graph where the points are connected by an edge if they are at distance one apart). The hypercube
graph then is an example providing a trivial lower bound of nlogn which is beaten by the lower
bound of Erdés stated above.

This question can be similarly asked over other fields although I am not aware of a nontrivial,
that is better than the O(IPI3/ 2), bound (with |P| < p) on the number of realisations of a nonzero
distance between pairs of a point set P c [Fg in positive characteristic. This bound comes from
Cauchy-Schwarz being applied to the set of all unit circles, C, with centres in P (so |C| = |P]).
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Note we can use other conic sections, spheres and the like to allow us to deal with Minkowski
distances or higher dimensions and so on. Explicitly

Y pee < J Py (Z ﬂpec)2<< |P|32,

ceC peP ceC \peP

3/2

Zahl [204] proved the following theorem which provides a lower bound of n*'“ for P being a set in

three, rather than two dimensions (when —1 is not a square in F and |P| < p2).

Theorem 3.8. Let F be a field in which —1 is not a square. Let r € F\ {0} and let P c F? be a set of
n points in [F3, with n < (char(F))? ( if F has characteristic zero then we impose no constraints on
n). Then there are O(n3/2)pairs (x1,%1,21),(x9,y2,22) € P satisfying

(x1—x2)2 +(y1 — y2)® + (21 —22)* = 2.

3.3.2 Distinct Distances

As a sort of opposite to the previous problem, another problem regarding distances due to Erdés
is his distinct distances problem which asks about the number of distinct distances that can be
made by arranging n points in the real plane? Equivalently can we find bounds in terms of |P| of
the following set

AP)={lx—yl:x,y € P}.

Trivially we have at most ('g') distances along with a zero distance. We can also expect this
in the random case as if any pair of points happens to share a distance with another pair a small
perturbation will disrupt this. As such the more interesting question is what is the minimum
number of distinct distances possible given n points. Erdés [45] proved that for |P|=n and c a

[ 3 1 cn
n—- ——<minAP) < .
4 2 Viogn
Erdés conjectured the upper bound (the example being the square grid) to be the true value and
almost reached by Guth and Katz [67].

constant

Progress was made in incremental steps as in Table 3.2.

As well as the plane this question can be considered in higher dimensions. Taking D(n) to
be the number of such distances and the dimension to be d Erdés proved the following

ntd « Dn)x n2/d,

conjecturing the upper bound to be the true value (the example being the nY/? x --- x n1/? integer

lattice). In the specific case of three dimensions, Clarkson, Edelsbrunner, Gubias, Sharir and

12 which was improved to n77141-¢ by Aronov, Pach, Sharir

1/(d-90/77)

Welzl [31] proved a lower bound of n
and Tardos [3] who also showed for the general case n —& Solymosi and Vu [166] improved
the lower bound to n%?-2d(@+1D) More details can be found in [59].
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Lower Bound Year Author

n?3 < min A(P) 52 Moser [104]

n®7 < min A(P) 84 Chung [28]

12:2 < minA(P) 92  Chung, Szemerédi & Trotter [29]

n?® < min A(P) 93 Székely [175]

n%7 < min A(P) 01 Solymosi & Té6th [165]
n5i ¢ <minA(P) 03 Tardos [186]
n st € « minA(P) 04 Katz & Tardos [83]

@ < minA(P) 15 Guth & Katz [67]

Table 3.2: Improvements for the Erdés Distinct Distances problem.

A continuous analogue of the Erdés distinct distances problem is the Falconer conjecture [52]
which states a set of points that has a large Hausdorff dimension must determine a set of distances
that is also large in measure. Partial results include [44][66][99]. Under non-Euclidean distance
functions, this conjecture may be false [53][91].

We also note that when considering a specific different distance function, the Minkowski
distance, which we will introduce and define in Section 5.2 and make use of ourselves in Chapter 5,
Rudnev and Roche-Newton [127] proved the following result.

Theorem 3.9. Let P be a point set in the real plane and so that the Minkowski distances between
pairs of points, A1 1(P), are not all zero then

1P|

A1 1(P .
1,1(P)> Tog 1P|

3.3.2.1 Finite Fields

This question, like many others, can be considered also over the finite fields. However, issues
arise from the lack of order and thus the more limited tools available than in the reals. Erdés’
arguments from [45] works regardless of the field to show that a subset A of F? determines at
least |A|2 non-zero distances. One of the early results to improve in this direction over Fp is due
to Bourgain, Katz, and Tao in 2003 [14] who provide a result when ¢ =3 mod 4 is a prime, which
says the set of distances determined by 1Al has a non-quantitative non-trivial bound ass follows

IACA)] > |A|V2+E,

Tosevich and Rudnev [79] showed that the above cannot be true in general without q =3
mod 4, this is related to the issue of isotropic distances which will arise in Chapter 5. They
instead reformulated the question to ask how large a set in a general finite field [, should be to
have > g distinct distances. This variation is often called the Erdés-Falconer distance problem.
TIosevich and Rudnev showed that as long as |A| > 4¢‘®*1’2, then A had all possible distances.
Hart, Iosevich, Koh, and Rudnev [68] constructed the natural obstructions, providing examples
to show that in some cases you cannot improve the exponent.
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Restricting ourselves to the case d = 2, Chapman, Erdogan, Hart, Iosevich and Koh [26]
proved that the exponent 3/2 can be decreased to 4/3 and still get a positive proportion of all
distances which is in line with Wolff’s result [199] on the Falconer distance problem over the
reals.

Murphy and Petridis [109] show the existence of an infinite family of subsets of [Fg with g3

elements that do not contain every distance. For other recent developments see [87].

This question is also connected to the finite field Kakeya Conjecture proposed by Wolff [198]
and proved by Dvir [35].
3.3.3 Pinned Distances

Pinned distances were once again introduced by Erdés and are a related concept to the distinct
distances problem. The idea behind pinned distances is how many distances are there from a
specific special (pinned) point, that is for an x € P we define

Ae(P):={lx-yl:y€eP}.
This allows us to define pinned distances as
|Apin(P)]:= mftXle(P)l-

Erdés conjectured (in same paper [45]) that
|P|
VIoglP[’

That is, asymptotically, pinned distances act the same as the standard distance problem.

|Apin(P)] >

The number of pinned distances should be less than or equal to the number of distinct distances.

The best bound over the reals is due to Katz and Tardos [83] who prove
|Apin(P)] > |A|08641,
In the continuous falconer setting the best bound is due to Guth, Iosevich, Ou and Wang [66].

Over the finite fields, the best bound is due to Murphy, Petridis, Pham, Rudnev and Stevens
[110], who proves that in F,, if |A| > p®* then the pinned distances of A contain a positive
proportion of all the possible pinned distances. They also provide a bound for 4p < |A| < p®4.

They also prove the following theorem for general finite fields

Theorem 3.10. Let A c F2 be a set of points. If F has positive characteristic p > 0, assume in
addition that |A| < p¥3. Then either A is contained in a single isotropic line, so all pair-wise

distances are zero, or

1Apin(A)] > |A1Z2,

We will use ideas from this paper later in Chapter 5, in particular the concept of Bisector
energy and Hinges.
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Chapter 4

Growth 1in Three Dimensional Lie
Groups

This chapter is based on my paper [113] which is joint work with Brendan Murphy. Section 4.5.1
continues from where the paper left off towards the general case, predominately looking at
the 3 x 3 case which is joint work before commenting on Murphy, Pyber, Szabo and Eberhard’s
work [36] towards the generalisation and completion of mine and Murphy’s two-dimensional
results.

4.1 Background

Whilst Chapter 2 touched upon some of the results to do with growth in groups we will reconsider
them here and go into more detail. We will also focus on a couple that serves in some way as
the inspiration and starting point for the new theorems of myself and Murphy which will be
introduced, detailed and proved later in this chapter.

Growth in groups started with (ignoring the case where you consider subsets that do not
grow at all, that is the subsets which are subgroups and you are in the domain of group theory in
general) Freiman [56] and his eponymous Theorem 2.8. Development continued with Ruzsa who
supplied a new proof of Theorem 2.8 in [142]. Another early result is due Bourgain, Katz and Tao
who in [14] provide a sum-product type result over [, which can be seen as saying that a subset
of [, cannot have both small sumset and product set unless it is very small or almost everything,
that is close to one of the two subfields of [, (the trivial subfield and the whole field).

A result that is more obviously about general groups rather than just variations on the
sum-product phenomena is Helfgot’s [73] result concerning growth in G = SLy(F,). This lead to
a string of results for similar groups which we will consider below. We state a rephrased form
of Helfgott’s theorem (noting that Helfgott proved this for fields of prime order and Dinai [33]
generalised this to arbitrary finite fields) from Tao’s book [184][Theorem 1.5.20].

Theorem 4.1. Let A be a K-approximate group in G := SLo(F,) that generates G for some K > 2.
Then one of the following holds:
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e (Close to trivial) One has |A| < K9

* (Close to G) One has |A| > K %D|q.

I also note that the way of seeing this as a question of approximate groups and this notation
is due to Tao’s foundational work [177]. We describe approximate groups in Section 2.4.

Many of the later results can be considered in one of two frameworks - the first following
that of Freiman Theorem 2.8 (that is sets which do not grow are like a generalised progression of
some sort) and the second following instead Helfgott’s result, Theorem 4.1. Providing a brief list
of these results below.

* Helfgott [74] generalises his result to SL3(F,), saying that with the same setup and notation
as in Theorem 4.1 bar G now being SL3(F ), if |A| < G17¢ then |A3| > |A|1*° with § > 0 and
the implied constant depend only on .

* Growth in SL,(F,) was proved independently by Pyber and Szabé [125], and Breuillard,
Green, and Tao [21] showing that any approximate subgroup of SL,(F,) which generates
the group must be small or nearly the entirety of SL,(F,). I note the argument in Breuillard,
Green, and Tao also works for all Chevalley groups.

® Tao [179] proves a Freiman theorem-esque result for soluble groups which uses coset
nilprogressions rather than coset progressions which were used by Green and Ruzsa [62]
in their own generalisation to arbitrary abelian groups of the arithmetic progressions
of Freiman’s theorem. Explicitly Tao shows that any subset, with small doubling, of a
solvable group is controlled by a set whose iterated products grow polynomially which are
themselves contained in a virtually nilpotent group.

* Free groups were considered by both Razborov [126] and Safin [144]. Respectively, Razborov
showed that given a finite subset of a free group (with at least two non-commuting elements)
you have the following bound

A3 > |A|?
(log|A YO’
whilst Safin proves the similar (still a subset A with at least two non commuting elements)
bound for
A" > AT

¢ For torsion-free nilpotent groups (say I'), Breuillard and Green [19] show that if A is a
k-approximate subgroup of I' then A is controlled by a given nilpotent progression.
This result is generalised to arbitrary nilpotent groups in Tointons book [190][Chapter 6].
¢ A series of results for various linear groups were proven including Breuillard and Green’s
papers [18, 20]] and Gill and Helfgott’s paper [60]) which will be looked at in greater

detail below as they are similar in flavour to my new results presented in this chapter, in
particular Theorems 4.2 and 4.4.
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For the rest of this chapter, the following results form the foundations of and provide (by
means of wishing to generalise them) inspiration for mine and Murphy’s Theorem 4.6.

The first is the following result of Gill and Helfgott, in many ways the inspiration of the
upcoming Theorem 4.6 of mine and Murphy’s was to try to generalise this result from [, to [F,.

Theorem 4.2 (Gill and Helfgott, Theorem 1 [60]). Let A be a subset of GL,(Fp) such that (A) is
solvable. Then, for every K > 1, either

e |A3| > KJA|, orelse

® there is a unipotent subgroup Ug, a solvable group S, and an integer k depending only on n
such that
— Ug and S are both normal in (A), and S / Ug is nilpotent,
- A* contains Ug, and
- |A* NS> K 0-D|A),

We use the notation T',(F) to denote the group of invertible n x n upper triangular matrices
over a field F. Theorem 4.2 is proved by reducing to the case where A = T',(F,). Theorem 4.2 was
strengthened in the joint work of Gill, Helfgott, Pyber, and Szabé to the following, removing the
requirement that (A) is solvable.

Theorem 4.3 (Gill, Helfgott, Pyber, and Szab6 Theorem 2 [60]). Let A be a subset of GL,(Fp).
Then, for every C > 1, either

* |A@)l = ClA| orelse
* there are two subgroups Hy < Hy < GL,(Fp) and an integer k <, 1 such that

— Hj and Hy are both normal in (A), and Hl/Hg is nilpotent,
- A contains Hy, and
- [AwnHz|>C DA

When combined with work of Tointon [189] this result can be stated in the manner of a
K-approximate group of GL,(F,) being controlled by a coset nilprogression of given rank and
step.

Commenting briefly on the proof, this result is achieved by reducing to the case of a
connected solvable linear algebraic group, splitting this into a unipotent and a maximal torus
before applying Corollary 3.2 from [74] to the action of conjugation of the torus on the unipotent.
We also note that one of the major obstructions to the proof working over arbitrary finite fields is
that it relies on the fact that a subgroup chain of unipotent subgroups

U1>U2>...
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is of length at most n2 when 7 is the dimension of the matrices we are considering. Gill and
Helfgott conjectured that this should not be a major problem and as such their result should hold
for any finite field [y, where g = p” is any prime power. You can get such a result as a corollary of
Theorem 4.2 by embedding GL,(F,-) into GL,,(F), but in this case, the constants would tend
rapidly to infinity with » which we would like to avoid.

Breuillard and Green [20] proved a similar result over the complex numbers.

Theorem 4.4 (Breuillard and Green, Theorem 1.4’ [20]). Let K > 1. Suppose that A < T,(C)is a
set with |A3| < K|A|. Then there is some set A' € A with |A’| > K C|A| that is contained in a left
coset of a nilpotent subgroup of T,,(C) of step at most n — 1.

To grasp what this result tells us we need to understand what being in a coset of a nilpotent
subgroup of step at most n — 1 means. Starting with the definition

Definition 4.1. G is a nilpotent subgroup if it has a lower central series terminating in the trivial
subgroup after a finite number of steps. That is there exist a series

G=Go>G1>-->G,={1}

with G; .=1G;-1,G] = Gi__llG_lGi_lG. It is of step s if it terminates in s steps. We note we can
replace the lower central series with the upper central series or Central series.

A nilpotent subgroup of step at most 1 is an abelian subgroup which will provide the
comparison to Theorem 4.6 which only deals with 2 x 2 matrices. It helps to keep in mind that a
nilpotent subgroup is almost abelian with the step saying how close.

The proof follows an induction argument, making use of the maps
a7 Tp(C)— Tp_1(C)

where 7 maps to the n — 1 x n — 1 submatrix consisting of the top left corner, that is removing the
bottom row and rightmost column and 7’ maps instead to the bottom right n — 1 x n — 1 submatrix.
Once this is done they show that an iterated commutator lives in the intersection of the kernels
of w and #’ (that is the matrices with ones on the main diagonal, zeros everywhere else except the
upper right entry) and make use of a lemma that states that a group generated by s + 1 nested
commutators is s step nilpotent to find the required coset of a nilpotent subgroup. This provides
a method for generalising Theorem 4.6 to higher dimensions but complications arise from the
presence of nontrivial finite subfields of [, which neither [, or C have to deal with.

In Section 4.3 I present mine and Murphy’s continuation in this direction, generalising
Theorem 4.2 from [, to [, in the very specific case that n = 2. I will discuss work towards the
general dimensional result in Sections 4.5.1 and 4.5.2.

As a final note, I present the following theorem of Murphy.
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Theorem 4.5 (Theorem 35 (Product theorem for Aff(1,F,))). [106] If A is a subset of Aff(1,F))
such that |A3| < K|A|, then either > 'A?l elements of A are contained in a torus, or, defining U as
the subgroup of unipotent matrices,

K1%A|>14/U1Y2)A,

or
K'°A|>|A/U|p.

This can be seen as the affine version of the upcoming Theorem 4.6 and note the same paper
has a similar result for replacing the finite field with the complex numbers. Theorem 4.5 states
that if a subset of the group of affine matrices does not grow (it has small tripling) then we are in
a case where the subset is either in a torus or covered by a few cosets of the unipotent matrices.
A stronger version appears in [137] as their Theorem 5 which also splits up the cases similarly
with the subset with small tripling being in the stabiliser of an element x which is a torus or
covered by a few cosets of the unipotent matrices. It is however of interest as a comparison and
sort of ancestor of the Theorem 4.6, in that Theorem 4.6 also splits subsets of a matrix group
(now the upper triangular 2 x 2 matrices rather than affine matrices) into cases of being nearly
contained in a coset of an abelian subgroup such as a torus.

4.2 Preliminary Results

This section will note a couple of results that we will use in the proof of Theorem 4.6 in the next
section, we will also use some results from Chapter 2.

We provide the definition of a right inverse of a function to allow us to state the following
lemma which is part (iv) of Lemma 2.12 (Tao’s splitting lemma) in Tointon’s paper [189], which
itself follows Tao [177]. The definition is as follows, for a function f: A — B, we say that ¢: B— A
is a right inverse if f o ¢p(x) = x for all x € B. So moving on to the lemma that we will use later.

Lemma 4.1. Let N be a normal subgroup of G, let n: G — G / N be the quotient map, and let A be
a finite subset of G. Let k be a positive integer and let ¢: n(A*) — A* be a right inverse. Then for
all a in A*, we have

acp@)NAFA* N).

Hence

AR cp(n(AF)ATFARAN).

Whilst we do not state the proof here, its essence is seeing that the identity is contained in
A*A* AN and a € ¢((a)).

Another result used in the proof of Theorem 4.6 is the following sum-product result [108,
Theorem D]. This result requires us to define Spang(X):=}; f;x; where f; € F' and x; € X.
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Proposition 4.1. Let X be a finite subset of an Fg4-vector space, let D ST, be a set of scalars,
and let F = (D) be the subfield generated by D. If | X + DX| < K|X| for some K > 1, then either
K >|D|V10 or

1
X > @|SpanF(X)|,

and
Spany(X)<c4DX -4DX.

4.3 Product Theorem in 7'

We will start this section by stating the first of mine and Murphy’s theorems we will prove in this
chapter. We will continue by discussing the theorem before moving on to prove the result.

Theorem 4.6. If A c Ty (F,) satisfiese€ A,A = A1 and |A3| < K|A|, then either

1. There is an F*-potent group H such that |A2nH| > K°D|A|, or

2. There is a subgroup U < Uz(F,) such that U A%D qnd (AY/U is abelian.

This result can be seen as a classification of approximate subgroups of the 2 x 2 upper
triangular matrices, that is given a subset A of T',(F;) which does not grow, then we are in one
of two cases, either A is nearly contained in a coset of an abelian subgroup (that is either the
first case in the theorem, or a subcase of the second where we are contained in the coset of a
torus), or the upper right-hand entries of the elements of A essentially form a vector space over
the subfield generated by ratios of the diagonal of elements of A. In particular, in this case, the

A 5o

where W is a vector space over a subfield ' <[, and is thus a subgroup of the full unipotent

unipotent subgroup U has the form

subgroup. It is this case that does not appear in the previous literature as in the case of [, and C,
the only trivial finite subfields we have are the trivial subfield or in the finite field case the whole
group.

As I stated earlier Theorem 4.6 is related to Gill and Helfgott’s Theorem 4.2. As such for ease
of comparison it is worth considering what our conclusions look like in the style of Theorem 4.2.
Taking our cases separately, in the first Ugr = {id} is the trivial subgroup and S = <A2 NH),is the
subgroup generated by A%2n H. In the second case, Ur becomes our U and S = (A). Considering
Theorem 4.6 and its proof over the complex numbers leads to U being trivial as we have no other
finite subfields to choose from and Theorem 4.6 shares the same conclusion as the 2 x 2 case of
Breuillard and Green’s Theorem 4.4.

Having discussed the result and its connection to prior results we turn to the proof which is
based on the proof from mine and Murphy’s paper [113].
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Proof of Theorem 4.6. First, note that as the diagonal elements of products of matrices in T'5(F)
are just the product of the elements, that is for A,B € T3(F,) the top left entry of AB is equal to
the top right entry of A times that of B. In particular, commutators, being of the form A"'B~1AB,
are unitriangular matrices and so we have the following

[A,Al={[a,a]: a,a’ € A} < A* N Uy(F).

Let u: F; — Ua(F,) be the isomorphism defined by

1 «x
u:x—
0 1

and let X :=u"1(A%Nn Us(Fy)), that is X is the set of top right entries of unitriangular matrices
which are also the product of four matrices in A and thus contains the top right entries of all
commutators of matrices in A.

Let y: T9(Fy) — F; denote the homomorphism defined by

C|a1r aie ail
X: )
0 a2 agg

and let D = y(A), the set of diagonal ratios. Conjugation of Uz(F,) by an element g of T'2(F,)
corresponds to multiplication by y(g), that is we have tu(v)t~! = u(y(t)v) for any t € To(F4) and
v € F;. Using this fact we have u(X + DX) < A1° N Us(F,).

By Lemma 2.6,
IX +DX| = [u(X +DX)| < |A nUa(F )l < K3°|A2 nUa(F)l < KX,

hence by Proposition 4.1, either |D| < K€ or there is a vector space W over the field F generated
by D such that X cW<c4DX —-4DX.

In the first case, there is a F*-potent subset S of A2 such that |S|> K C|A]|.

In the second case, set U = w(W). Then U is contained in A® nU(F,) and A% nUx(F,) < U,
so for any set A € A of left coset representatives of A modulo Us(F,), we have

AcAU

by Lemma 4.1. Since the ratios of the diagonal terms of elements of A are contained in D and
W is a vector space over the field F' generated by D, the subgroup U is normalised by A, hence
(A =(MU.

It remains to show that (A) / U is abelian. Let ¢p: (A) — (A) / U denote the quotient map.
Since A< A, we have [A,A]c U, so

[H(AN), p(M)] = P([A, A]) = {e},
s0 ¢(A) generates an abelian subgroup of (A) /U. But
(4.1) (p(N)) =(MU /U =(A) /U,

so (A) /U is abelian, as claimed. O
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4.4 Energy Results in Matrices

Having proven Theorem 4.6, we now consider a couple of related energy bounds for matrices,
Theorem 4.9 will consider the same case of 2 x 2 upper triangular matrices as Theorem 4.6.
Theorem 4.10 deals instead with the Heisenberg group. After some shared setup we will deal with
each in their own subsections. We note that we make use of further energy results in Chapter 5,
specifically, we prove Lemmas 5.1 and 5.2 which are energy bounds (one a higher energy bound)

—-a ab+1
-1 b

rather than the upper triangular and Heisenberg matrices here.

again for matrices, but of the form

The ideas behind the proof of these theorems come from the following result for the affine

group,
AFE(F) := {(‘; i) .a,beF,a ;éo},

of Petridis, Roche-Newton, Rudnev and Warren [121] which states:

Theorem 4.7 (Corollary 6 [121]). Let A be a subset of the affine matrices over [, have no more
than M elements in a coset of a torus and no more than m elements in a coset of the unipotent
subgroup. Suppose m|A| < p2. Then

min{|AA|,|ATTA} > m 21A1P2 + M HA 2

In particular, if |AA| =K|A| and m|A| < p?‘, then A has > ll?—z)l elements in a coset of the unipotent
subgroup or > lé—l elements in a coset of a torus.

This result deals with two-dimensional groups rather than the three-dimensional groups
of Theorems 4.9 and 4.10. It is also of note that the affine group is a subgroup of the upper
triangular matrices, in fact, we could see an element of T'3(F) as some constant times an element
of the affine group in some manner, we will look at this in more detail in Section 4.4.1.

The most general idea of the proof is to split the energy up in similarly rich pieces before
identifying the set of three equations from considering the three non zero entries in the matrices
with a point plane incidence and making use of Rudnev’s point-plane incidence bound [133]. This
is a variation (that is we restrict to the case where we have almost all points and thus do not
need the last term) in the statement of Theorem 3.3.

Theorem 4.8. Let [, be a field, and let P and 11 be finite sets of points and planes respectively in
P3. Suppose that |P| < |1, and that |P| < p2. Let k be the maximum number of collinear points
in P. Then the number of incidences satisfies

Z(P,T) < || |P|Y2 + BT

Although this is a result over [, note we are still restricted in terms of p and need small
sets (about at most p). As we will explain later, this is what leads to some differences between
Theorem 4.6 and Theorem 4.9.
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44.1 Energy in 2 x 2 Triangular Matrices

As stated above we will deal with the two theorems separately; we start with the energy result
for 2 x 2 upper triangular matrices. Before we get to the statement and then proof of the result
we will consider some background on the group which will be of use.

We start with some comments on the structure of To(F,), first, it is the direct product
of its centre A < D2(F,), a subgroup of diagonal matrices with equal elements on the main
diagonal equivalently seen as a constant multiplied by the identity matrix, and a subgroup I
that is isomorphic to the affine subgroup. This formalises what was said earlier about T'5(F,)
being a constant times the affine group in a way. we define the projection p: T3(F,) — I as the

~ab alc ble
P lo ¢ o 1]

Continuing the theme of identifying subgroups, note that I' contains the normal unipotent

homomorphism

subgroup Uz(F,) (wWhen a/c = 1). We also note the following definition, for g € A, we call a multiple
of g by an element of A a dilate of g.

For the trivial bounds for this energy term, recall Section 2.5. However, we also cannot
expect to have a non-trivial upper bound on E(A) unconditionally, since A can lie in a coset of an
abelian subgroup. To this end, it is worthwhile considering what the maximal abelian groups
of To(F,) are. They arise as A (itself an abelian group) times a maximal abelian subgroup of I'.
Explicitly writing out the form of elements of such groups we have two cases

a b
0 a

where T is a maximal torus in I', that is isomorphic to the diagonal subgroup Da([F,).

a (c—a)x
0 c

e AT

b

€ AU, and (

Recall we have seen these groups before, in particular, the first is the F*-potent subgroup
called out in case one of Theorem 4.6 whereas the second, the tori, is noted as a subcase of the
second case of Theorem 4.6. We also note as both are abelian groups they are 1-step nilpotent and
thus are the subgroups that would satisfy Breuillard and Green’s Theorem 4.4 in the 2 x 2 case.

Given this background, we now state the result before moving straight into the proof?.

Theorem 4.9. Let A c Ty(F,) and M1 be the maximum number of elements of A in a coset of

AT, My be the maximum number of elements of A in a coset of AUs, M3 in a coset of Us, suppose
|AIM3 < p.

Then we have the following energy estimate
E(A) SIAPPM? +|AP My,

and hence
A2

Mi++\/AIMy

1Which again from mine and Murphy’s paper [113] with minor additions.

|IAT1A| |AA| >
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Proof. We begin by splitting A into dyadic pieces, then we estimate the energy of each dyadic
piece by partitioning them further and controlling these with the point-plane theorem.

To this end, define the subset A,, € A by
Ap:={gcA: m=|AngAl<2m}.

Note that A is the union y
A = U A2j,
Jj=0
where M < log|A].

Thus by two applications of Cauchy-Schwarz, we have

M
4.2) E(A):E(UAzj) < sup(E(Ag))).

j=0 J
This is where we lose our log factors. This can be seen by Lemma 2.8, where we have the first line
of the following, we then proceeded by bounding each E(A,;) by the supremum of these energies.

E (fﬁ Az,-) < ( f (E (Agj))“)l/4

Jj=0 j=0

J

< log"*|Alsup (E (Ay))
J
Ssup(E (Ay))
J

< (M sup (E (Azj))4)1/4

We will show that for any m = 1, we have
(4.3) E(Ap) < |An"?M3? + M1|A, P,

provided that M3|A,,| < p?. Since M3|A| < p? by assumption, we have E(Ay) < |A[¥2MY? +
M1|A|? for all j, so we may bound the right-hand side of Equation (4.2) by taking a supremum:

EA) SIAPPMY? + My AP

Thus the proof is complete, pending the proof of Equation (4.3).

We write
(4.4) Q(An):={(g,h,u,v)e AL : g7 h=u"t0},
so that E(A,,) = |Q(A,)|. We will write elements of T'2(F,) as
g= (81 gz) ’
0 g3
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adopting the convention that if & € To(F,), then h1,hs,h3 bear the same relationship to 4 as
g1,82,83 doto g.

To proceed, we partition the set @(A,,) into pieces, which we will then be able to control via
the point-plane incidence bound (Theorem 4.8).

We can split the energy of A up as follows

EA =) |{ghuv)eQAn): g1v1=C1=hiu1,83v3 =Cs =hsus}|.
C1,C3
To see that this is correct, suppose that g 1A = u~1v. Then, by comparing the three entries in the

matrices, we have a set of three equations:
82 ug
(4.5) g1w1=hiui,  gsvg=hgus, urthe—urhg=—=g1v2—-g1v3—.
83 us
We write Q¢, c, for the set of solutions corresponding to the fixed pair of values C =(C1,C3) in
the decomposition above:

Qc =Qc,c;:=|{(g,h,u,v)€Q(A): g1v1 =C1 =hiu1, gsvs =Cs=hsus}|.

We define additional sets, also indexed by pairs of values C =(C1,C3) from the above decomposi-
tion:
Pc=Pc,,c;:={(g,v) €A x Ap, 1 g1v1 =C1, g3v3=Cs}.

Next, we seek to bound the quantity @¢ using Theorem 4.8. The last of the conditions in
Equation (4.5) is the condition that represents point-plane incidences. The planes are given by
projective co-vectors

(—u1h22u1h3212—ﬂ),
us

and points by projective vectors
82 82 81
(1: — :810V2 :glvg) = (1: — :810U2 103—) .
83 83 83
The points and planes as above are multisets, since the ratios §T§ and i—; are defined module A.

By the definition of A,,, each point and plane occurs with multiplicity (or “weight”) ~ m.

Thus, to account for the weights, we consider the worst possible case. This is when the
number of points/planes is equal to |P¢|/m and each incidence is counted m? times

(4.6) Qc < |Pcl®?vm +(km)|Pel,

where % is the maximum number of collinear points and the latter estimate is valid provided that
we have the following which is due to the p-constraint on the application of the point-plane.

4.7 IPel < mp?

We remark that if points in P¢ are collinear, then their projection on the coordinates (1: g—z : g—;)

are collinear, so we get a line in I', recalling that I' that is a subgroup of T2(F,) isomorphic to the
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affine subgroup. A line in I' is a coset of a torus T or the unipotent group Us(F,). If the line (coset
in I') has k elements and each element has ~ m dilates in T2(F,), the quantity £m is bounded by
the maximum number of elements of A in a coset of AT or AUz, which we bound by M; + Ms.

To continue, we will sum Estimate (4.6) over all values of (C1,C3) using the fact that

2
Y 1Py el = 1ARl%,
(C1,C3)

and a supremum estimate for |P¢|. Namely, for a fixed C = (C1,C3), if we consider the set Pg, if
we know g € A, then we know v1 and v3. The maximum number of ve, knowing v; and vs is the

maximum number n of elements of A,, in a coset of Us. Since each element has ~ m dilates in
A, then n < Mo/m.

Hence by summing Estimate (4.6) over all values of (C1,C3) and using the above facts we
have that

(4.8) E(An) <|APPM}? +|APPM;,
and this is valid, by Estimate (4.7) as long as
[Pel <1AmIn < mp?,

this constraint appears with m =1 and M3 replacing n in the statement of the theorem and thus
we are done. O

Having now proved both this Theorem 4.9 and Theorem 4.6, both results about growth in
T(Fg) it would be remiss not to compare them. Both results show that a possible obstruction to
growth is being close to a coset of

@ 0 AU or [¢ CTY%| car,
0 a 0

c

Theorem 4.6 also had another obstruction where the upper right entries form a subfield, however,
this does not arise in Theorem 4.9. This is because of the restriction that |A|M3 < p2 (which
itself stems from the use of Rudnev’s point plane incidence Theorem 4.8) meaning we do not
have enough elements to fill a unipotent subgroup and so case two of Theorem 4.6 only occurs in
Theorem 4.9 when U is not trivial which is the torus, AT, case above. This shows a weakness of
this second approach although, on the other hand, it is a stronger result quantitatively.

4.4.2 Energy in the Heisenberg Group

This subsection will follow the general layout as the previous one, exchanging T(F,) for the
Heisenberg group and Theorem 4.9 for 4.10 which generalises results of Shkredov [156, Theorem
2].
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Starting with the definition and basic information behind the Heisenberg group we have

1 g1 g3
H=H[y):=4]|0 1 g2]|:81,82,83€F; ¢,
0 O 1
where we write
1 g1 &3
g=(g1,82,83) or g=|0 1 gaf,
0O 0 1

for a specific element of H. Having stated that this is a group I should be able to give you the
group operation, inverses and the identiy. To this end we have

gh=(g1+h1,82+ho,g3+h3+g1hg)

g l=(-g1,-82,-83+8182),
gl -h=(h1—g1,ha—g2,(h3—g3)+g1(g2—h2)),
and (0,0,0) is the identity element.

We will use LZ for the two-dimensional abelian subgroups of the Heisenberg group. Explic-
itly we take L as the subgroup defined by g3 =0 and ag1 + fg2 = 0 depending on some «, 8. Z
is the centre of H, that is the subgroup formed of elements of the form (0,0, g3). These play a
similar role to the centre, A of T2(F;) and the abelian subgroups: the unipotent subgroup and the
tori.

We now state Theorem 4.10 before proving following similar ideas to the proof of Theorem 4.9
with the required adjustments.

Theorem 4.10. Let A c H(F,), let m be the maximum number of elements of A in a coset of Z,
and let M be the maximum number of elements in a coset of LZ. If |Alm < p2 and m < \/W, then
we have the energy estimate

EA) SIA?m +|APM,

and hence,
|A2

M+myA[

We note that unlike Theorem 4.9 we do not lose any log factors in the bound for the

IATA| |AA| >

Heisenberg group.
Proof. We will reuse, from the proof of Theorem 4.9, the notation

(4.9) Q(A):={(g,h,u,v)eA*: g h=u"1 0},

As in the proof of Theorem 4.9 we start by comparing the three equations. We will then
extract a weighted point-plane equation and turn to Theorem 4.8 to provide bounds.
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-1

Equating g71-A =u"! v, and fixing

hi+u1=C1=g1+vy, ho+ug=Co=gg+v2,
then the third equation (in the manner from Theorem 4.9’s set of Equations (4.5)) is
(4.10) [—(g3 + v3)+g1g2 — ngl] +g81ug—8oui+ [h3 +ug—ujug+ Czul] =0.

As before this is a weighted point-plane equation. Following the same general method, let
Qc,,c, denote the set of solutions corresponding to the fixed pair of values C = (C1,C2) in the
decomposition above, that is,

g1+vi=Ci=h1+uy
= = h A): .
Qc =Qc,c, H(g’ U,0) €Q(A) go+va=Co=hg+usg H

Still following the previous subsections notation, only now C =(C1,C2), we define the set
PC =PCl,C2 = {(g,v) eAxA (g1t = Cl, g9 +Ug = Cz}.

As in the previous proof, we will bound the quantity @¢ using Theorem 4.8. Equation (4.10)
represents point-plane incidences, where points are given by projective vectors and planes by
projective co-vector

(4.11) (-(g3+v3)+g182—C281:81:82:1), (1:ug:—ur:hg+ug—uiuz+Cauy).

The points and planes come with multiplicity as they did in the last case. This multiplicity,
in the case of points, is the number of realisations of the sum g3 + vs. Observe that given C1,C
and knowing g1,g2 we then known v1,ve. Thus the maximum number of realisations of the sum
g3+vs (since g1,g9, as well v1,v9 are fixed for a given point) is bounded by the maximum number
of elements of A in a coset of U, which we denote as m.

We continue by applying the point-plane bound, as in the previous section, only now

C =(C1,C9). Again, to account for weights, we consider the worst possible case; when the number
|Pcl
N
once again, the Estimate (4.6),

of points/planes is equal to , each incidence is counted m? times. Summing over C we obtain,

Qc < [Pcl¥2y/m’ + (km)|Pcl.

For the p-constraint on the application of the point-plane theorem we take the most ample
|Pcl < p2, i.e. the case m = 1.

Observe that geometrically, for a given value of (g3 +v3), Equations (4.11) are a quadric
over the (g1, g2) plane, and hence % is bounded by the number of collinear points in the (g1,g2)
plane, and the £m term can be interpreted as the maximum number of elements of A in a coset
of a subgroup H =LZ.

Summing over C, since |P| < |A|m, we get the analogue of (4.8) as follows:
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(4.12) EA)<|AP2m + 1AM,

where M is the maximum number of elements in a coset of LZ. Hence, we have established the
theorem. O

Having concluded the proof we will mention a few comments. First, the Heisenberg group
consists of 3 x 3 matrices and so, whilst still being in some sense three dimensional (when defining
a specific Heisenberg matrix we need to specify three entries, the g1, g2, and g3), it is a step
towards generalising Theorem 4.6 to T'3(F;). Secondly, it is interesting due to containing an
example of a set that does not grow and is not in a coset of an abelian subgroup but rather a
2-step nilpotent group and as such serving as an illustration as to why Theorem 4.4 concludes
that sets in 7', (C) with small tripling must have a large overlap with a coset of a nilpotent group
of step n — 1 (with n being from n x n matrices). This example also shows that Theorem 4.10 is
sharp in some sense. Explicitly we may have that m > \/W and so we can have E(A) > |A|°.
For example, consider

1 g1 83
(4.13) A:=30 1 gol|:g1,82¢€l1,...,nl,g5€l1,...n%
0 0 1

Hence A ={(g1,82,83)} =[1,...n1x[1,...n]x[1,...n%], soif g-h = s then
s1=g1+hy, sg=g2+hao, s3=g3+hs+gihs.

Thus a typical s € AA will have ~n x n x n2=|A| representations as a product of two elements,
and [AA| ~ |A|. Moreover, further multiplication by elements of A will not cause growth either.

Remarking now on similar results from the literature, Hegyvari and Hennecart [72]
obtain lower bounds for size of (A,B,C)? (over R or Fp) where (A,B,C) is the special Carte-
sian product subset of the Heisenberg where g = (g1,g2,83) € (A,B,C)if g1 € A, go € B, and
g3 € C. Hegyvari and Hennecart also show that the fourfold product of a subset, A=U xZ =

4
{(x,y,2):(x,y) €U,z € Z}, of the Heisenberg group over [, contains at least |U]| (1 - \/;TP) cosets

of the type (x,y,F,) in [71] and higher dimensional results of a similar flavour are found in [70].

We also remark on a stronger (for smaller values of m) bound for E(A) due to Shkredov
[156, Theorem 13] who estimated E(A) in the special Cartesian product case, namely when each
component of g =(g1,g2,g3) lies, independently, in some scalar set. This result would lead to the
bound |[AA|> |A|"* if m = 1. Its proof follows similar methods but benefits from the Cartesian
product setting enabling the application of n incidence bound twice, rather than once. Specifically
note that in the case m =1, then A is a graph over a set B in the (g1,g2)-variables, and ) ¢ |Pcl?
is equal to the additive energy of B.
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4.5 Higher dimension matrices

Having covered the contents of Murphy and my paper [113] we turn to the obvious question;
what about higher dimension? Whilst I started to answer this question, predominately focusing
upon the 3 x 3 case and the obstructions brought with it, whilst trying to follow similar methods
as to the proof of Theorem 4.4, I did not fully answer this question. This section will seek to cover
what I did do as well as consider the work of Eberhard, Murphy, Pyber, and Szabé [36].

4.5.1 3 x3 Matrices

As stated above we will first consider the 3 x 3 matrices case, that is when does a subset A = T'3(F,)
(satisfyinge€ A, and A = A1 for ease ), have small tripling |A3| < K|A|? To this end we recall
the maps

w7 : T3(Fy) — Ta(Fy)

defined in Section 4.1 where 7 maps to the 2 x 2 submatrix consisting of the top left corner, that
is removing the bottom row and rightmost column and 7’ maps instead to the bottom right 2 x 2
submatrix. That is given the following matrix in T'3(F,) then 7 corresponds to red submatrix and
7’ the blue one.

a blc
Old|e
ofo f

The general idea is then to use Theorem 4.6 to restrict growth in the blue and red subma-
trices leaving only the elements in the ¢ location to be dealt with. The aim then is to categorise
when these can grow.

In Breuillard and Green’s Theorem 4.4 this is done by induction on the dimension of the
matrices (base case being trivial as 1 x 1 matrices as a group is abelian), here we will discuss the
required steps for the 3 x 3 matrices. If A is our subset, then by the inductive hypothesis both
7(A) and 7'(A) have large subsets that are contained in cosets of an abelian (nilpotent of step 1)
group and we can apply say 7’ to the large subset of 7(A) which also has a large subset, say A’,
contained in a coset of an abelian (nilpotent of step 1) group. They then proceed (after defining
suitably symmetric sets) to use a lemma that this set is either generates a (n — 1)-nilpotent group
or resort to a sum-product bound to limit the number of ratios on the diagonal and find the
required nilpotent group this way. The use of nilpotent groups is not enough in our case because
one of our cases in Theorem 4.6 (the second) includes the case where we are filling a subfield that
may not be abelian.

Having outlined our intent we now turn to some thought-provoking examples, most of the
examples have a dual gained by reflecting in the line from the bottom left to the top right of the
matrix, effectively swapping the roles of 7 and n’. For the examples, I just give a typical element

70
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rather than the group for simplicity. First, note the group consisting of elements of the form

S O =
S = O

c
0
1

is an abelian group, so if we can deal with 71(A) and n'(A) without them affecting the top right
entry we are done, however, this is not a common case as will be seen in our future examples.

As a second example, the following has both the image of 7 and 7’ as a subset of the diagonal
group, isomorphic to a subset of the multiplicative group of [, (that is matrix multiplication
corresponds to multiplication of entries in the “a” entry for 7 and the “f” term respectively for n').

a 0 ¢
010
0 o0 f

However, we may embed the whole T’y example by just considering the corner entries. Whilst we
know how to deal with the T using Theorem 4.6, note that just using the homomorphisms 7 and
7’ would not catch this example.

Similarly to the above, we can have two copies of the T embedded in our three-dimensional
matrices by considering

a 0 ¢
0 d e
0 0 f

In particular, we have one of our homomorphisms leading to the abelian torus case (from the a
and d), the other (the d, e, and f) could be any of the cases from Theorem 4.6 but so too could the
a, ¢, and f submatrix be considered as the 2 x 2 case in its own right. This manages to have the
two 2 x 2 cases mostly independent (just sharing f rather than having major interaction under
multiplication) unlike the more obvious example with the two 2 x 2 cases are 71(A) and 7/(A) who
both interact with the ¢ entry.

A rough idea of an approach would require you to consider three general cases. The simplest
of our three cases is when we have few ratios of diagonal elements (we shall call these roots so
the set of roots is {% 1<i<j< n}, this can be visualised as being close to the case

* *
*

a
0 a

)

S O Q

and the step up from an F*-potent case from earlier. The second case is those matrices where

(P

we have a non-trivial action on the “c” entry, this is further split into when we have no small
roots so the diagonal elements are all different and when we have some small roots (so diagonals
consisting of (a,a,b) or (a,b,b)). The final third case is where our diagonal looks something like

(a,b,a), so we have small roots but conjugation acts trivially on the upper right entry. The general
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approach would then be to deal with the first case on its own using the pigeonhole principle to
find a large subset with equal entries on the diagonal which is contained in a nilpotent subgroup
and thus we are done. We may need some pigeonholing to get a suitable large set where the small
roots are as desired (for example trimming away some of the small root cases). Having dealt with
the first case, next you would identify the unipotent group before showing it has a generating set
contained in a power of A. These apply to both case two and case three, they differ in that case
two can then be finished by pivoting whilst the third case requires different methods.

Having identified the rough outline next we will break some of these steps down into more
detail. In particular, we will consider what the unipotent subgroup is. The subgroup we want
will be the last in the lower central series, in this three dimensional setting this is the subgroup
[G,IG,G]] where G is the group generated by our subset A. It is clear to see this can be the
identity, (if G is for example F*-potent, going further the lower central series will not terminate
at the identity only if there is an element whose diagonal entries are not all the same) which
is reminiscent of the first case of Theorem 4.6. Sean Eberhard points out that this unipotent
subgroup we are looking for can also be seen as [T',U] where U is the unipotent subgroup of G, so
GnNUs(Fy), and T is the image of G modulo U, or if we define a homomorphism ¢ : T3(F;) — D3(F,)
then T = ¢(G). For the next steps, we shall name this unipotent subgroup we have found H. We
shall consider some examples of what this H can be, starting simply it could be trivial as stated
above, as in torus example in Theorem 4.6. At the other extreme, if H is the entirety of Us(F,),
we are in the case where A is almost everything. Indeed we can see U, the unipotent bit of G as
U = Cy(T)+« H where Cy(T) is similar to the centraliser in that it is the elements of U fixed by T'.

For the next point, that of showing H has a generating set contained in a power of A, the
approach would be to use a pivoting argument to cover H /[H, H] by some powers of A, case two
can be finished by more pivoting whilst the third case is more involved. The last case deals with
[H,H] which can be seen as the set of unitriangular matrices(so ones on the main diagonal) with
zeros on the first off-diagonal and something, possibly non-zero in the upper right. Note that
H /[H,H] can be seen as an abelian group whilst modulo [H,H] as we are dealing with matrices
of the form

S O =
S = Q

*
bl,
1

which can be associated with just the entries (a,b). Then multiplying two of these elements
together gives us
(a,b)*(c,d)=(a+c,b+d).

From this, we see that H/[H,H] acts like a subgroup of F2 under vector addition and is thus
abelian. Note that we really need to be working in the quotient group as most subsets B which
project to some subset of H/[H,H] are not of this form, that is the coset representatives are not
necessarily (indeed usually are not) an abelian group although the quotient is. The subgroup
[H,H] is generated by commutators [x, y] with x,y € H. These commutators are determined by
the cosets of x and y modulo [H,H], that is in some way we can ignore the upper right entries,
for now, so taking x and y as elements of H /[H,H] which you would aim to show is an abelian
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group covered by some power of A, say A*, as above and thus A% contains a generating set of
[H,H] and the intersection of these two sets has small tripling. This means you would have a
subset of an abelian group whose sumset is small and generated by elements of the form ab —dc
which should have some multiplicative structure and so the goal could be reached by leveraging
this structure through expander graphs or Fourier analysis depending on preference.

4.5.2 n xn Matrices

Similar steps should work for even higher dimensions, however at each step, any extra difficulties
and conditions will need to be propagated up, this, of course, being the obvious obstacle with the
non-abelian option in dimension two. Whilst we do not provide further details here we make note
of the work of Eberhard, Murphy, Pyber, and Szabé [36] which answer this question.

The obvious part will be the continuation of one case being mostly in a coset of a nilpotent
subgroup of suitable step. How the second part generalises is a bit harder, although if we instead
seek a result of the form of Theorem 4.2 the way ahead may be clearer.

Considering some of the steps from the previous subsection in this higher dimension case,
the corresponding unipotent which is the last term of the lower central series is now more
complicated to calculate than the prior [G,[G,G]], however, the other version of considering [T,U]
where U is now G NU,(F,), and T is the image of G modulo U for our now higher dimension G
and U, still works, as does considering it as the last term in the lower central series, the series is
now longer so we are instead dealing with some similar longer term [G,I...,[G,G]...]].

We finish by quoting the new result of Eberhard, Murphy, Pyber, and Szabé [36].

Theorem 4.11. Let [, be an arbitrary field. Let A < GL,(F,) be a finite symmetric subset such
that |A3| < K|A|. Then there are subgroups H T < (A) such that

o A is covered by KO cosets of T,
. F/H is nilpotent of step at most n — 1,

e H is contained in A%,

As a final note, H may be taken as the last term of the lower central series of I'.
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Chapter 5

Incidence Bounds with Mobius
Hyperbolae in Positive
Characteristic

This chapter is based on the paper Incidence bounds with Mébius hyperbolae in positive char-
acteristic [140] which is joint work with Misha Rudnev. We will start by setting up the chapter
by providing the background of research the new results build upon as well as introducing the
required terminology and ideas before turning to the proofs from the paper. We will also consider
some applications (which we shall group at the end with the other applications) and directions
further research could go. After considering [140], we will conclude the chapter by considering the
joint work of myself and Audie Warren [197] which builds upon the earlier parts of the chapter,
specifically generalising Theorem 5.5 to Theorem 5.8 and considering more consequences and
corollaries from this now general incidence bound for Mébius transforms and points.

5.1 Background

Building on the prior general statements on incidences from Chapter 3, we will now look at
incidences between points and hyperbola. Whilst a selection of results were covered earlier we
will now focus specifically on hyperbola incidence results and the lay of the land leading to the
paper which is this chapter’s namesake.

Most incidence results concern themselves with lines and perhaps planes or circles. For
hyperbola or other curves much less work has been done. First considering what is known over
the real (and complex) numbers, Spencer, Szemerédi, and Trotter [169] note that in the proof
of the Szemerédi-Trotter theorem (Theorem 3.1), affine lines can be replaced by pseudo lines
which include circles (which allowed them to further work on the unit distance problem) and
hyperbola. This thus gives a bound on the number of incidences between a point set A x A and a

set of hyperbola H of

2/3
)

T(AxAH)< (JAPH|)"" +|H| +]A2.
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Over the reals, the best known bound, for incidences between points and Mébius hyperbolae, is
due to Solomon and Sharir [149].

Theorem 5.1. [149] Let A R be a set of n real numbers, and consider the set of Méobius transfor-
mations on R, the number of k-rich transformations is bounded by

AI*1AL°

Me << 75 TR

logk.

We remark that over C the best known to my knowledge bound is

|A|6
mp, << _k5 ,

due to Solymosi and Tardos [164].

Turning to the finite fields case, as stated in Chapter 2, our best Szemerédi-Trotter equiva-
lent is due to Stevens and de Zeeuw [172] (Theorem 5.5) however its proof is not as amenable
to have lines replaced by psuedolines and in particular translates of the hyperbola y = % The
previous generation of incidences theorems in positive characteristic came from combining con-
cepts from line geometry in the projective three-space (for example see [132, 135, 204]) with
Guth and Katz’s algebraic theorem [67]. These incidence results are also not particularly able
to have the lines changed for hyperbola, with the difficultly heuristically being that they can
only be as non-linear as the Guth-Katz theorem allows. As we cannot easily change the current
line incidence results in finite fields to hyperbola results as in the reals, they have instead been
studied as their own thing.

The first non-trivial incidence result for hyperbolas in finite fields is due to Bourgain [10]
and is a qualitatively nontrivial bound which we stated as Theorem 3.5. This theorem is for a
three-parameter set of hyperbola H rather than the two parameter Cartesian product of the
forthcoming Theorem 5.2 or the two parameter general set of hyperbola in mine and Rudnev’s
results (Theorems 5.3 and 5.4) stemming from translates of y = _71 What Theorem 3.5 tells us is
that there is a nontrivial incidence estimate for o(A, H) in our finite field F, case if; A is not all of
Fp (thatis |A| < p'79), and the number of Mobius hyperbolae |H| is essentially greater than |A|.
There is also the additional assumption that much of H cannot lie in a coset of a proper subgroup
of SLo(p) (|H ngS| < |[H|'¢) can be weakened to the subgroup being abelian, owing to the recent
energy bounds in the affine group by Petridis et al [121].

A quantitative result followed! due to Shkedrov [157] which can be regarded as a special
case of the above Theorem 3.5.

Theorem 5.2. [157, Shkredov, Theorem 16] Let A<F, and H=BxBc [F?J be a set of translates

Iwe quote a symmetric variant rather than the original formulation of Shkredov’s which has two Cartesian
products involving four scalar sets. The original can be found in Chapter 3 as Theorem 3.6.
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of the hyperbola xy = —1. Then

o(A,H) -

2
|Al lHl'S

. min(lAIl/leI i |A|3/2|H|3/4,

(5.1)

|A|3/4|H| " |A|5/4|H|41/48) ‘

The right-hand side of (5.1) is split into two lines, the first line is nontrivial when |H| > |A |2
and it is the second term which should be seen as the main one. The second line provides a
non-trivial estimate for |H| 2, |A1'?7 and it is this second line from which the logarithmic factor
is hidden (there are no logarithms hidden in the first line) by the < symbol.

These are the only two preceding results for hyperbola incidences before our results (Theo-
rem 5.3 and 5.4) although we also note Helfgott’s [73] result for growth in subsets of SLo(Z/pZ)
which has obvious connections once we associate hyperbola with elements of SLo(Z/pZ) and is
used by Bourgain’s Theorem 3.5.

We will briefly outline the proofs here so when we consider the proofs of Theorem 5.3 and
5.4 later in this section we can compare them. Bourgain’s Theorem 3.5’s proof is based upon
repeated applications of the Cauchy-Schwarz inequality where after each application the input
H, viewed as a set of SLa-transformations, is replaced by H' = Ho H™! (we just write HH ! and
do not make a distinction between SLo and PSLs). After each application of the Cauchy-Schwarz
inequality, you can split (again by Cauchy-Schwarz) the count into an estimate for the energy of
the set of Mobius transformations

(5.2) E(H):=|{(h1,ho,hl, hy) e HY shahy = Rihy |,

and the quantity o(H',A). For this later quantity both Bourgain and Shkredov use a trivial
bound. It is estimating the quantity E(H) and its further iterates,

To(H) = |{(h,. B Rl ) € H chahgthy = iRy Ry

that provide nontrivial savings. Bourgain makes this saving from repeated applications of the
L2%-smoothing lemma of Bourgain and Gamburd [11], each application gaining a very small
saving. Note another proof can be found in the appendix of [155]. The small saving comes
from a combination of Helfgott’s theorem on growth and expansion in SLy(p) [73] and the
(non-commutative) Balog-Szemerédi-Gowers theorem in SLo(p). After taking a sufficient (large)
number of iterations the claim is proven however extracting a quantitative lower bound on 4 in
Theorem 3.5 seems prohibitively difficult.

The proof of Shkredov’s Theorem 5.2 instead uses two applications of Cauchy-Schwarz
(making use of bounds on T9 and T3 energies rather than much larger energies as Bourgain
did) to gain the quantitative bound for (A, H) of the theorem. This seems to rely on H being a
two-parameter family. Similar non-commutative energy estimates can be found in [121] and [113],
the latter of which is covered in-depth in Chapter 4. Shkredov still uses a trivial estimate for
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o(H',A) however has a much stronger explicit sum-product type L?-estimate (Lemma 5.3) for
H' =HH 'HH™!. It is this second part that is currently reliant on the set of translates H being
two-dimensional as we do not know a quantitative estimate for E(H), where H is a (sufficiently
small relative to p) general set of SLa(p) transformations. Should such an estimate be found it
would imply directly a variant of Helfgott’s theorem on growth and expansion in SLgy(p) [73] and
consequently make much of that proofs machinery redundant.

5.2 Minkowski Distances

During this chapter, we will make use of and find connections to Minkowski or pseudo-Euclidean
distances. This section aims to introduce this distance, provide background and build the founda-
tion of the intuition as to why these distances are cropping up and why they are of use to us. We
will begin with the following definition.

Definition 5.1. A space with a quadratic form is called a pseudo-Euclidean space.

This is not the most enlightening. A quadratic form q:F* — F where x — q(x) := x7 Qx for a
symmetric map @. q is the analogue of the square of the norm, so for our standard intuition in
Euclidean space, x2 + y2. Luckily for us, these can be classified by pairs (k,n — k) so in some basis
of F* we can define

q(x):= (x% +...x2)—(x%+1 +...x2).

Note that (n,0) would be standard Euclidean space, and if —1 is a square in the field, [, then
working over the pseudo-Euclidean space is the same as the Euclidean space. Due to its origins
in physics, the first £ coordinates are referred to as space-like and the rest as time-like.

For our results in this chapter, we will work in the specific pseudo-Euclidean space (1,1)
over finite fields. As such, for us, the Minkowski distances will be defined as follows:

Definition 5.2. The Minkowski distance between points q = (x,y),q’ = (x',y") € F? is

Duy(q,q"):=(x- %)% - (y _y/)z.

We will also introduce the notion of the isotopic cone, that is all those points that are
distance zero from the origin, q~1(0) and similarly isotropic distances as those distances between
distinct points which are zero.

We will next take a short detour into the history and origins of this quantity before returning
to consider its properties. Named for Hermann Minkowski, who introduced the distance in the
four-dimensional case (technically that is (3,1) in the above definitions) as a way to understand
his student’s? theory of special relativity. Minkowski [102] built on Poincare’s [124] work who
considered rotations of the four dimensional Euclidean sphere x2 + y? + 22 + (ict)? = C. Minkowski
used real coordinates for time rather than imaginary in [101] leading to the concept of spacetime.

2Albert Einstein
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Einstein took a further step when he moved to using Riemannian geometry to include gravitation.
Minkowski space is one of the most studied pseudo-Euclidean spaces. The geometry associated
was studied by Poincaré [124], this involved looking at its rotations, the Lorentz group, and
the Poincaré group when translations are also included. The Poincaré group is the analogue of
Euclidean groups in ordinary Euclidean spaces.

Although for physicists it is the four dimensional space that is of use, mathematicians have
long baulked at fixing dimensions when they can instead generalise to an arbitrary dimension.
Our other main example and the one we will be interested in for the proofs of our results later
in this chapter is the Artinian plane, pseudo-Euclidean plane, or hyperbolic plane, explicitly it
is pseudo-Euclidean space corresponding to (1,1). In this example, our quadratic form is x2 — y2.
This can also be considered as the plane of split-complex numbers. This is also the only example
where the isotopic cone (the cross formed by the asymptotes of 22 + y2 = ¢) splits the space into

four open sets.

We now turn to some properties. To start with we note that this is not a metric and nor
are our examples above metric spaces. This is obvious as there exist points that are distance
zero apart (the isotropic distances) but distinct points, for example, the origin and a point (x,x).
Instead, it is a pseudo-metric. This leads to some major differences in comparison with standard
Euclidean space.

The equidistant sets of the pseudo-Euclidean and standard Euclidean space are enlightening,
Figure 5.1 has five equidistant sets for standard Euclidean space which are circles and the same
five equidistant sets but in our (1,1)-pseudo-Euclidean example. That they are hyperbola should
give a good clue as to why they may be of interest later in this chapter. We note that as we work
over finite fields —1 may be a square and thus the two images are identical.

(a) Sets of equidistant in the Euclidean plane.  (b) Sets of equidistant in the pseudo-Euclidean plane.

Figure 5.1: The differences in equidistant sets.

We also note that with a transformation of x = x' + y', y = x’ — ' we rotate Figure 5.1b so
that the equidistant sets are in the same orientation as y = %, that is they share their asymptotes.
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This changes the Minkowski distance to being the area of the rectangles formed with the points,
(x,y), (x',y") as two opposite corners, (x —x')(y — ). Roche-Newton and Rudnev consider both
Minkowski distances and these rectangular areas in [127], in particular Theorem 3.9 stated
earlier.

5.3 Incidence Result for Mobius Hyperbola

In this section we will talk about trivial observations for bounds on incidences between points and
hyperbola before stating our theorems and comparing the methods of their proofs with previous
research, we will then turn to the proofs themselves.

Before we get started we will first define our notation for the rest of the chapter. We define
our point set P = A x A cF2 and H a set of translates of the hyperbola xy = —1 in the form

1
y=a+——:(a,b)=heH.
b—x

We identify H with the set of Mobius transformations

(5.3) hix)=a+ 1 .
b—x
—-a ab+1)

We will also represent the hyperbola y =a + ﬁ by the SLo matrix h = ( 1 b

We define

o(AH):= ) Y 1a(hx))
heH xcA

as the number of incidences between points in A x A c F2 and hyperbolae in H. The analysis
below extends trivially to the case xy = A where the —1 has been replaced by any other nonzero
A €F. Indeed, if —A is a square, this is seen by scaling the whole problem, that is xy = A becomes

X

N \/%7 =x'y’ = —1. Besides, the forthcoming analysis applies to the translates of the hyperbola

xy =1 as well, simply by replacing the a +...in (5.3) by a —.... Also note that these results apply
to the case of two sets A, A’ of the same cardinality, in which case the value A = —1 is set by
scaling one of the sets.

Turning now to the simple observations, each hyperbola can contain at most |A| points in
A x A cF leading to a trivial bound of 6(A,H) ~ |A||H|. We now provide a trivial example which
exhibits 0(A,H) < |A||H|. Consider A1 an arithmetic progression, Ag = A% and A =A{UAjy. For
H we take the horizontal translates of xy = —1 by elements of A;. None of these hyperbolae
intersect (this is the trivial aspect) and all support ~ |A| points so the trivial estimate is reached.
This tells us that when |H| < |A| we cannot do better than the trivial estimate as we can in some
sense fit all the hyperbola in without intersections so each can act in the trivial example similar
to when all the points are on a line from Chapter 3. As such we will predominately deal with the
case |H| > |A|.

Finally, before turning to the results we shall quickly consider what incidences between the
translates of y = }C look like. We note that we can have up to two incidences such as between the
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red and green or blue and green hyperbolas in Figure 5.2 or just a single incidence as between
blue and red. We could also have no incidences such as two hyperbolae which are horizontal
(equivalently vertical) translates or like a slightly perturbed blue and red example.

Figure 5.2: Some example incidence between translates of the hyperbola y = %

5.3.1 Owur Results

Our main result (Theorem 5.3) strengthens Shkredov’s Theorem 5.2. We will state it here,
comment briefly on the key comparisons of the proof with those of Theorem 5.2 before proving an
intermediate theorem in the next subsection and the full proof in the following. We will assume
our energy estimates and cover them separately in Section 5.4.

Theorem 5.3. Let A cF, with |A|<,/p if F has positive characteristic p. For a set of translates

H of the hyperbola y = _—1, with |H| > |A|, suppose at most M translates (a,b) € H have the same

X
abscissa or ordinate. Then with

R if |H| <I1AP2,
1= |H|1Z A1 otherwise

one has the estimate

1
(5.4) o(A,H) < |A[V2|H|+|AI5 | HIS M .
Furthermore, with
vl M if |H| <|AIY?,
2" |H1322|A1P1Y otherwise ’
one has the estimate
(55) U(A,H) « |A|3/4|H| + |A|11/10|H|17/20(M21/10 + |H|1/15)

where (M%/10 +|H|Y15) can be replaced by |H|Y® if H=B x B.

Estimate (5.4) is using T3 energy bounds, whilst Estimate (5.5) uses T's energy bounds and
they are generalisations of the first and second line of Shkredov’s Estimate (5.1) respectively.
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Considering when they are non-trivial, Estimate 5.4 is nontrivial for H > |A|32 and if we assume
M < |H|Y2 (as it is in Theorem 5.2) it is non-trivial for |[H| > |A|¥3. Estimate (5.5) is always
nontrivial for |H| > |A|4/3, and assuming M < |H |2/3, is non-trivial for |H| > |A|%5. Estimate (5.5)
yields a better bound for rich hyperbolae, and we note if we continue the method (assuming we
could get the corresponding energy bounds) each step of Cauchy-Swartz we would do would give
better results only for more and more rich hyperbolae. For most applications it is Estimate (5.4)
we will use as it is superior in the regime when |H| ~ |A|? which is of most interest. However,
the proof behind Estimate (5.5) reveals interesting connections with the Erdés distinct distance
problem via Minkowski distances, further building on their obvious natural connections to
hyperbolae (recall Figure 5.1).

Our second theorem (Theorem 5.4) is an adaptation of Theorem 5.3 to the case [ = [, where
we provide additional estimates which cover the case |A| > /p. As we will be considering the
case where |A| and |H| are large we note the character sum estimate by Iosevich et al. [69], which
is best possible for |AI2|1H| > p3, and trivial when |H| < p:

Al2|H
oA,y < 2T oo
P

We note the similarities to such results considered in Section 3.1.6.

Theorem 5.4 also briefly deals with the real case, F = R. this is done via a recalculation,
using instead the state of the art incidence theorem (Theorem 5.1) for modular hyperbolae due
to Sharir and Solomon [149]. This is done as when we have the assumption that the number of
translates (a,b) € H with the same abscissa or ordinate is O(|H|1/2), then for |[A| < |H| < |A|19/13,
Estimate (5.6) is stronger than the Szemerédi-Trotter estimate 0(A,H) <« |A|Y31H %3, If |H| <
|A|1913_ this is true even without any assumptions on H. This does not help with the preferred
range |H| ~ |A|2 which is where we would truly like to be able to beat the Szemerédi-Trotter
estimate.

Theorem 5.4. Assume the notations of Theorem 5.3.

Let F=F,. If IAIIHI2 < p3, one can remove the constraint |A| < \/p as to (5.4) and have it
A 5/4 H
with the extra term % in the right-hand side.
p
Furthermore,® if |A||H |4 < p5, one can remove the constraint |A| < /p as to Estimate (5.5)
|A|”8|H|

and have it with the extra term
pl/8

in the right-hand side.
If A cR, then

1
(5.6) o(A,H) S |AIY2H| + A8\ H?PMYS + |A|2 |\ H|T M

Having now stated both of these results we now give a brief overview of the proof (which will
be presented in Subsection 5.3.3) and compare it to the prior literature. Our proof of Theorem 5.3

30ne can add more intermediate range estimates by fetching more cases from the forthcoming Lemma 5.4 but
they do not appear to be sufficiently enlightening.
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follows Shkredov’s proof of Theorem 5.2 with two main points of deviation. These being a new
“intermediate” incidence bound in Theorem 5.5 and noting and leveraging the connection of the
quantity T's(H) with the L2-moment of the Minkowski distance in the set H, this is contained in
Lemma 5.2 and will be further discussed in Section 5.4. The new “intermediate” incidence bound
of Theorem 5.5 is a corollary of the Stevens - de Zeeuw incidence bound (Theorem 3.4) for lines
and points. After one application of Cauchy-Schwarz, this allows us to make the improvements
on Theorem 5.2 (in particular the first term in the right-hand side of Estimate (5.1)) resulting in
Estimate (5.4). Lemma 5.2 generalises Shkredov’s sum-product type bound, Lemma 5.3 which
is the particular case of H being a Cartesian product (and in this case slightly stronger being
able to leverage more out of this fact). Whilst we use the connections to the Minkowski distance,
Shkredov made use of a sharp Euclidean bound by Guth-Katz [67] of the Erdés distinct distance
problem [45]; it was adapted to the Minkowski or pseudo-Euclidean distance in [127].

Contrasting with Bourgain’s proof of Theorem 3.5, further iterating Cauchy-Schwarz does
not create new savings for us, this is due to the fact that for n > 3 we do not have a way of getting
strong quantitative estimates for T, (H) except using the L2-smoothing lemma. On top of this,
the iteration allows us to get non-trivial bounds for richer hyperbola, explicitly on the 2th step of
the iteration one can only get a nontrivial bound on the number of hyperbolae in H, which are
|A|1‘2_k -rich. This can be seen by the very first terms on the right-hand side of Estimates (5.4)
and (5.5). Also, the efficiency of using a nontrivial incidence bound for o(A,H’) (our intermediate
theorem) decreases with each step of the iteration.

We will further generalise these results as joint work with Audie Warren later in this
chapter, specifically Section 5.5.

5.3.2 Intermediate Incidence Bounds for Mobius Hyperbolae

In this section, we will state and prove our intermediate Theorem 5.5. A Mébius Hyperbola
is identified with a SLo (or PSL9) transformation, this is the same as in the statement of
Theorem 3.5. We will also use the definition that a hyperbola (transformation) A is k-rich if it
supports > k points of A x A, namely |A NA(A)| > k. Further details can be found in Section 3.1.4.

Our intermediate theorem is a bound for incidences between points and Mobius hyperbolae.
Over the reals, we previously stated the best known such bound due to Solomon and Sharir [149]
(Theorem 5.1) and similarly Solymosi and Tardos [164] for complex numbers. Theorem 5.5 is a
weaker analogue in positive characteristic.

Theorem 5.5. Let A cF =[F, and H be a set of m > |A| Mébius hyperbolae in F2. Then the number
of incidences between P = A x A and H satisfies

|H||A|? .
5.7) o(A H) < — 1A|Y2|H| +mm(|A|7/5|H|4/5, p1/3|A|4/3|H|2/3) .

Moreover, if k > \/|A| and |A| < \/p, then for any [F of positive characteristic p, the maximum

number of k-rich Mobius hyperbolae is O (|‘2—5|7).
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The proof of this result will require the following two incidence statements: the Stevens - de
Zeeuw theorem [172] (this is stated slightly more generally in Chapter 3 as Theorem 3.4) and its
corollary, Lemma 3.2 from [111] in the specific case of F =,

Theorem 5.6. The number of incidences between the point set P = A x A and a set L of affine
lines in F2, with |A||L| < p? is

I(P,L) < |APYIL1P4 + |L| + 1A,

Lemma 3.2. Let A c [, and let 21A|%/ p <k <|A| be an integer that is greater than 1. The number,

1, of k-rich lines satisfies
AlZ AP
I < min(p—|k2I ’_|k‘|1 )
Before we begin the proof we note the following key fact which underlies the proof that
(non-horizontal and non-vertical) lines in A x A can be viewed as affine (a particular case of
Mobius) transformations.

The proof is the same as in mine and Rudnev’s paper [140], a more detailed proof of a
generalised version can be found later in this thesis (in particular this is the proof of Theorem 5.8
in Section 5.5.1) after that proof details will be made clear about where this varies from the
following proof.

Proof of Theorem 5.5. Let q =(a,a’) € A x A =P be a point in our point set. Let H, < H be the
subset of hyperbolae incident to the point ¢. Similarly to above, for 2 > 1, refer to a hyperbola of
H, as k-rich if it supports at least k points of A x A different from ¢ = (a,a’). Next, we identify H,

az+b
cz+d

with ad — be # 0) mapping a to a’. Also for a g € M, we have that ﬁ ogol(a— %) maps infinity to

with the set of (projective) Mébius transformations, M, (that is liner-fractional maps f(2) =

infinity. The use of projective mappings allows us to deal with the points at infinity and deal with
the issues which arise from division by zero.

This shows that the number of incidences between H, and points in P other than g is equal
to the number of incidences between m = |H | affine lines and the point set BxC := ﬁ x(a'—=A~D).
Note |B| = |C| =|A|. This is because after applying the required transformations to get our curves
to be lines we apply the same transformations to our pointset. Examples of the explicit calculations

proving this statement can be seen in the proof of Theorem 5.8.

Next, we use Lemma 3.2 to bound the number of k-rich lines when

|A|2

max( ,2)<k<|A|.

Note that in the more general case of [ # [, (where we are dealing with the second part of

Theorem 5.5 and providing a bound for the number of £-rich Mébius hyperbolae) we have taken
2 2

Al < /D, so0 % <2.0ver[F,,when2<k< % one cannot have any nontrivial incidence bound,

which accounts for the first term in Estimate (5.7). We also add the trivial Cauchy-Schwarz bound

Ip < |AY/E2.
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Combining this with Lemma 3.2 yields the following bound on the number, my, of k-rich
transformations in H, by
JA° plA”® |A1*
k4 B2 7 R2

mp < min

The third term (the one coming from simple Cauchy-Schwarz) in the latter estimate is smaller
than the first one if 2 < /|A|. We proceed, assuming that £ > \/|A|, accounting for the case to
the contrary by including the second term in the estimate of the theorem.

To continue, we sum over g € A x A = P observing that we count each k-rich hyperbola in H
at least k& times. This bounds mj, the number of k-rich hyperbolae in H as follows:

Al plA®
(5.8) mi <<min(|k_5|,plk3l )

The proof is concluded by the standard conversion of the latter estimate into an incidence
bound. Assuming mj; < |A|7/k® and we take some k = %, and optimise between the estimate

< ‘2%7
the hyperbolae. Choosing %, = |A|7/ 5\ H I_l/ 5 accounts for the first term under the minimum in the
plA

k2

for the number of incidences, supported on % .-rich hyperbolae and <« mk, for the rest of

2
theorem’s claim. Doing the same thing assuming m; <« " accounts for the remaining term

and completes the proof in the case [ =[F.

In the case of a general field F,, we note that once we are only interested in 2 > \/W , the
constraint |A| < p and the trivial estimate |A[*/E2 on the number of k-rich lines guarantee that
the condition |A||L| < p? of Theorem 5.6 is satisfied as to the set L of k-rich lines, and hence one
has |L| < |A|°/k* as was used above.

5.3.3 Proof of Theorems 5.3 and 5.4

We will now provide the proofs of Theorems 5.3 and 5.4. To do this we will assume some energy
lemma (Lemma 5.1 and Lemma 5.2) which we will prove and discuss in Section 5.4. The general
outline of the proof is we will use Cauchy-Schwarz to split our bound into an energy part dealt
with by our energy Lemmata and a part dealing with incidences and Mébius hyperbolae which
we deal with using our intermediate Theorem 5.5. We prove Theorem 5.3 and Theorem 5.4
together, presenting the proof of Theorem 5.3 and add additional remarks in the special case
[ =F, pertaining to Theorem 5.4 when we allow % >> 1. The proof is the same as in mine and
Rudnev’s paper [140] with added detail.

Proof. To prove the Bound (5.4) we start with pruning away the set of translates of the hyperbola
that lie on the union of a small number of very rich vertical or horizontal lines. This is done
only if M > |A|, otherwise at this stage we do nothing. Let H; denote the translates, lying on at
most %, say vertical lines with at least x|A| translates per line, for some x > 1. They contribute,
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trivially, at most lAlxﬂ to the quantity 0(A,H). Assuming M = x|A| we determine x by setting

AllH
|Al|H] _ |A|6/5|H|4/5(x|A|)1/10,

x
the right-hand side being the bound we will prove in the immediate sequel. This means x =
[H|?11/|A 311, This is exceeds 1 only if |H| > [A[3 2, in which case we have a saving that determines
the choice of M apropos of Estimate (5.4), hence x|A| = |H |2111 A|811 This determines the choice
of M 1.

We do the same thing concerning the Bound (5.5), where we interpolate

Al|llH
\AllH] _ LA [LV10| 17720 Ay V10

| |3/22

then x = IZIW > 1if |H| > |A|*3, this determines the choice of M.

We now move on to the of proving (5.4). Retaining the notation H for the remaining set of
translates, apply Cauchy-Schwarz to the summation over A, with a shortcut o = 0(A,H) we get
the following:

2
(5.9) 0% = ( > ﬂA(ha)) <IAl Y rgpa@) ) Ta(ua)
heH,acA ueHH! acA

We will use this argument several times later in this thesis (for example in the proofs of The-
orems 5.9 and 5.10 and has been used in other work including [137] and [157]), as this is an
important argument and step we will go into depth as to exactly what is happening here whilst
later we will just claim that by Cauchy-Schwartz we arrive at Inequality (5.9) analogue for that
specific argument. To this end of fully explaining the steps behind Inequality (5.9) we start with
the following lines of inequalities before explaining each line below.

2
02:( Z IlA(ha))

heH,acA
2
<cs. ) 1) | D La(r(@)
(5.10) acA a€A |heH

<IALY. Y lawa)yrgg-(w)

acAyecHH1
<Al Z rag-1(w) Z Ta(ua)

ueHH! acA

Starting at the top, the first line is just the definition of the incidences, that is the number
of incidences is equal to the sum of the number over all hyperbola of the number of points
each hyperbola intersects, we have squared both sides in anticipation of the upcoming Cauchy-
Schwartz step. The second line is this Cauchy-Schwartz step, specifically, we are using Cauchy-
Schwartz in the summation over a € A with our a;s as one. It is the next step that has been
hidden, we have stated this is just by Cauchy-Schwartz and the moving from line two to line
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three is done by reevaluating what the sum squared looks like. We will now consider the object

2

Y 1a(h(a)
heH

in greater detail. Our first, trivial observation is that the terms 14(k(a)) are either one or
zero and if they are zero they obviously cannot contribute to the sum. The second is that
once we have expanded out the square each term is the product of two such 14(h(a)), say
14 (R(a))14(Rh'(a)), noting as we sum over the a € A later, a is currently acting as a constant. Note
that 14(h(a))14(h'(a)) can only be non-zero if both 1 4(A(a)) and 1 4(h'(a)) are non-zero, otherwise
the term can be thrown away. We are thus wishing to count the number of pairs oh hyperbola 4,
h' such that both transform a to another point in A. That is if ~(a)=b € A and h'(a) = b’ € A then
hh'~! maps an element in A (specifically b’) to another (to b) and so both 1 4(k(a)) and 14(k'(a))
being non-zero is the same as 14(Ak'~1(b’)) being non zero, this looks fine bar that our a is now
b’ but as we are summing over all a € A which includes b’ all this means is we are counting
them in a different order but importantly are still counting them. Another way to consider this
is the number of maps consisting of a composition of a hyperbola taking a to A and an inverse
hyperbola mapping back into A, that is a © € HH ™! which maps a into A, however, we must then
be careful as some of these u’s will be more popular and need to be counted multiple times as
there are multiple ways to make them, that is we can replace

2

Z 14 (h(a))
heH

with
Z 1a(wa)rgg-1(w).
ueHH™!
The final line comes from reordering summation to make future Cauchy-Schwartz more clear
with the rgz-1(1) going to become our energy part and the 14(ua) going to be bounded via our
intermediate Theorem 5.5. Note that in the higher energy case we effectively add another step of
Cauchy-Schwartz so we are dealing with HH 'HH ! rather than HH 1.

Having now established the reasoning behind Inequality (5.9) we aim to move to a specific
rich case of hyperbola, to do this w set

02

5.11 A= ——
61D 3lA|IH|?

By the pigeonhole principle, since ¥, cgz-1 7gg-1(w) = |H|?, a positive proportion of the set
of incidences is supported on the set Q of Mobius hyperbola, such that for u € 2 we have

YueQ, ) la(ua)=A.
a€A

Henceforth we assume A > 1, for otherwise

o< |AYH|,
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which accounts for the first term in Estimate (5.4).
Applying Cauchy-Schwarz to the summation in u, restricted to Q in (5.9), yields

2
(5.12) o' <|APEH) Y (Z JlA(ua)) ,

ueQ \acA
where E(H) is the energy, defined by (5.2).

Using Formula (5.8), we conclude that if A > %, that is unless

|AI?2|H]|
oL ———

(5.13) ,
pl2

one has (after dyadic summation in £ > A in Formula (5.8))

2
A" plA*
Y (Z ]lA(ua)) <<min(%, pi4| ) .
ueQ \acA A A

It is not immediately obvious where this bound comes from so we shall go into detail here.
We will reuse this argument later (for example in the proof of Theorem 5.10). As stated we will
seek to bound the quantity on the left using dyadic summation and the bound on the number
of k-rich hyperbola from (5.8) which states that the number of k-rich hyperbolae in H, mp, is
bounded as follows:

Al" plAl*

- i (A0, P4
Starting with the dyadic summation, we introduce some more notation in the fashion of A and Q
with Ay, := 2% A and Q;, the corresponding set of Ag-rich hyperbola. Precisely Q}, is the subset of
H such that for every u € Q;, we have that, upto a factor of two, u supports A points, that is, for
u€Qyp, Y qea lalula)) ~ Ap. Having split up our popular set (2 into dyadic pieces we can sum over
each of these separately so we have

2 2
Z (Z IlA(ua)) :Z Z (Z ]lA(ua)) .
ueQ \acA k ueQ; \acA

Next we use the fact from the definition of Qj, that for u € Qp, Y 4ea 1a(u(a)) ~ A so

2
(5.15) > (Z IlA(ua)) ~YN ALY Tawa)=) Ar Y, ) 1a(ua).
ueQ \acA k ueQy a€A k ueQpacA
We now consider what the sum },cq, > 4ca 14(za) means, we add a one every time that the
point a lies on u € Qp, so this counts the number of intersections of points in A with the popular
hyperbola in Q. We also note that as every hyperbola in Q; supports (upto a factor of two) Ay
points so we have that

QA ~ D Y Laua).

ueQpacA
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We now apply Bound (5.8) to |Q2;| giving us

Y ) 1a(ua)~1Qk|Ar < Apmin

uEQk acA

(ﬂ plAI*

57’ 3
Ak Ak

Plugging this into (5.15) gives

A" plA* Al plA*
Z (Z ILA(ua)) <<ZAk i (l " Pl 2' ) me I_;’pl |
ueQ \acd Ak Ak k Ay Ap

We finish this section of the proof by summing over 2 and as A <A, we arrive at our goal of

2 7 4
(5.16) u;ﬂ (U;A IlA(ua)) « min(%’ plil )

Observe that from the definition of A the minimum being achieved on the second term

means that A% < 'Al and plugging in our Definition (5.11) for A we in fact have
H||A]P
(5.17) 7
pl/a

which accounts for the corresponding additional term in the statement of Theorem 5.4.

Assuming that the minimum is instead achieved on the first term and applying the bound
E(H) < |H|>?M; from the forthcoming Lemma 5.1 (with the quantity M1 having been defined in
the pruning procedure at the outset) gives

|AJ°
A3’

and so after once again plugging in our Definition (5.11) we have

o* < |H>M;

o' < |AI®H M,y
and completes the proof of Estimate (5.4).
To address the real case in Estimate (5.6) in Theorem 5.4 we merely recalculate the quantity

> (Z ]lA(ua))z

ueQ) \acA

using Theorem 5.1, and Estimate (5.6) follows. The details of this change are as follows, Theo-
rem 5.1 tells us that

SN TR

At A8
Y ( Y l1a(ua )) <ar, Al
ueQ \acA
Note we now have thrown away log terms (although only in the second term) unlike in the finite
field case and these are hidden in the < symbol. Plugging this into Inequality (5.12), along with

the same E(H) <« |H|?2M; from later in the thesis, we get

A5 |1APB
4<|H|M(II ||)

A +A7/2 >
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which after replacing the A’s by their definition in (5.11) provides, if the first term dominates
(note that the log term appears only in the second term)

o8 < |A"H|*M,
and if the second term dominates
oL <A HPM,.
Combining these two inequalities completes the proof of Estimate (5.6)

We now proceed towards proving Estimate (5.5), we do this by another application of
Cauchy-Schwarz to the summation in A in (5.9): This yields

0_4 < |A|3 Z rHH_lHH_l(u) Z I[A(ua)-
ueHH 'HH-! acA

As above, a positive proportion of the set of incidences must be supported on the set Q of
Mbo6bius hyperbolae u, supporting at least

ot

A= —————
3IAIBIHA
points of A x A, thus redefining A. We proceed under assumption A > 1, or else o < |A|34|H]|.
Hence, again by Cauchy-Schwarz,

2
(5.18) 0% < |AISTy(H) ). (Z ]lA(ua)) .
ueQ \acA

Applying (5.8) to estimate the incidence term we assume that the minimum is achieved on
its first term, or else by definition of A one has

A 1/8
a<<(|A||H|)(%) ,

which enters the statement of Theorem 5.4 in F =, case.
Hence,

ol2

> (Z La(ua)

A" H |
L —.
ueQ) \acA

Furthermore, by Lemma 5.4, we have
T4(H) <|HP*T3(H) < |H**"°

in fields of characteristic p, with |H| < p, and in the specific case F =,

L if |H| > p%/4
Ty(H) < |HP*Ts(H) < |HI° M3 +1{ p23|H[>*23 | if p <|H| < p**.
|H|6+1/3, if [H| < p
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Note that the quantity Ms, corresponding to the maximum number of translates in H, lying on a
horizontal/vertical line has been redefined according to the pruning procedure at the outset of
the proof.

Combining the last two estimates finishes the proof of Theorems 5.3 and 5.4.

5.4 Energy Bounds

In this section, we will state and prove our two energy bounds used in the previous section in
the proof of Theorems 5.3 and 5.4. We will start by stating Lemma 5.1 and Lemma 5.2 before
comparing them to Shkredov’s Lemma 5.3, the analogue of Lemmas 5.1 and 5.2 in the proof of
Theorem 5.2. Afterwards, we will provide the proofs which are taken from mine and Rudnev’s
paper [140]. We will then combine Lemma 5.2 with Theorem 5.7 to prove Lemma 5.4.

Our first lemma is a bound on the standard energy of the hyperbola we are interested in. As
we will also deal in higher energies for our second lemma we may use both the standard notation
E(H) as well as the more general T'9(H) from the notation of Section 2.5.3.

Lemma 5.1. The energy of a set H of translates of the hyperbola y = _71 is bounded by
EH) < |H>M,

where M is the maximum number of translates (a,b) € H having the same abscissa or ordinate.

Lemma 5.1 can be tight as we will show in an example after the proof although fits in our
intuition for energies from Section 2.5.1 as our upper bound can vary from |H|? to |H|? depending
on the arrangement of the hyperbola.

Our next lemma deals with the higher T's energy. Although as a bound this is better than
Lemma 5.1 when dealing with very rich hyperbola (recalling that after the kth iteration we only
get a nontrivial bound on the number of hyperbolae in H, which are |A|1_27k -rich) it does show
links to the Minkowski distances detailed in Section 5.2. Whilst we could use even higher energies,
calculating them proves increasingly difficult as the number of variables growths quickly and
such result would only improve in the case of increasingly rich hyperbolae.

Lemma 5.2. Let H be a set of translates of the hyperbola y = _71 Then

T3(H):=Y ro 00 < 2HIQUH) +2|H|*,

where
Q(H) = [{(h1,h2,h,hy) € H*: D(h1,h}) = D(ha, Ay},
with
D(h,h')=D((a,b),(@,b")):=(a—-a)b-b).
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The quantity D(h,h’), with h,A’ € H becomes the Minkowski distance D,,, defined in
Section 5.2 (in particular Definition 5.2) after rotating H by 45°; in [127] quadruples in Q(H)
were referred to as rectangular quadruples, we also use this term.

These lemmas are the analogue of the following lemma due to Shkredov and can be seen as a
generalisation from H being a Cartesian product to the general H. We have split the lemmas into
two with Lemma 5.1 being the counterpart to Bound (5.19) and Lemma 5.2 being the counterpart
to Bound (5.20). We will use Lemma 5.2 to prove the forthcoming Lemma 5.4 which is what we
use in the above proof of Theorem 5.3.

Lemma 5.3. [157, Lemma 14] For H = B x B, a set of translates of the hyperbola y = _71, the
following estimates hold.

(5.19) E(H)<|B*E*(B),
and
(5.20) T5(H) < IB*Y 1% pyp_p) @) +BI.

In positive characteristic, for |B| < pY'2, then

(5.21) Z’"(ZB—B)(B—B)(X) S |B|5(E+(B))1/2 s

if F =F, the constraint |B| < pY2, can be removed by adding the extra term |B|®/p to the right-hand

side of the latter estimate.

In comparison Lemma 5.3 are a specific case of our two Lemmas 5.1 and 5.2. In the
Cartesian product case |H I2M = |B|® > |BI2E*(B) and Relation (5.20) is the specific case of
Lemma 5.2 as a Cartesian product. We note that Shkredov’s sum-product Bound (5.21) is stronger
than the general result we prove below. The proofs are again from [140].

5.4.1 Ty Hyperbola Energy Bound

Proof of Lemma 5.1. The proof is merely mimicking the corresponding part of the proof of Shkre-
dov’s Lemma 5.3.

—-a ab+1

. Without loss
-1 b

We represent the hyperbola y =a + ﬁ by the SLg matrix h = (
of generality, we may assume that none of the a or b are ever zero.
We have, with w1 = b1 — b9,

Bihol = l+ajw; al—ag—alagwl)
1itg — .

w1 1-aow;

Hence, E(H) can be seen to equal the number of solutions to the following set of equations
(the second part by instead considering hIlhz as hlhgl = h’lh’2_1 is equivalent to h;lh’2 = hIlh’l)
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gained from comparing the four entries in the matrix, we lose one such as is is dependant on
the other three. Briefly, this can be done by noting that by the bottom left w1 = w} and thus the
second line in (5.22), which when plugged into the top left and bottom right gives the remaining
equations and the top right is just a combination of these.

a1=aj, b1 =05,
(5.22) b1—-bg=b|-b,, or aij—agz=a}—asy,
as=a, bo = bj.
This completes the proof. O

You can interpret the system of Equations (5.22) as the number of parallelograms (with
one pair of edges parallel to an axis) in the set H as seen in Figure 5.3 where we take the top
line as y = b1 = b and the bottom y = bg = b;,. This makes it easy to see the following example
is tight to the bound in Lemma 5.1. Consider first the case covered by Shkredov where the
set of translates is a Cartesian product, H = B x B. If B is an arithmetic progression then the
number of parallelograms is exactly |B|® which is equal to both the |[H|?M of Lemma 5.1 and the
IBI?E*(B) of Lemma 5.3. When B is not an arithmetic progression Lemma 5.1 does not capture
the behaviour as well. On the other hand, we can consider the above example but where each row
is translated so we no longer have a Cartesian product, but still equal spacing, then Lemma 5.1
is again tight and we cannot apply Lemma 5.3.

Figure 5.3: Illustrating where the bound in Lemma 5.1 arises from.

5.4.2 T3 Hyperbola Energy Bound

Proof of Lemma 5.2. We will reuse the matrix notation from the previous proof. Note that there
is always a trivial bound (recall Equation (2.6)) of T5(H) < |H |2E(H), thus from Lemma 5.1
T3(H) < |H|*M.

The following argument is somewhat more involved than Shkredov’s proof of (5.20), where
the Cartesian product scenario enables one to easily switch between various A’s appearing in the
Ts quantity.
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However, the claim one ends up with is in the same spirit: in both estimates for T's(H)
the first term pertains to the rectangular quadruple count, while the second term estimates
separately the contribution coming from the Borel subgroup of SLo.

To start we prove the following bound to estimate

(5.23) Xpi=max Y ry () <IHP?,

89B ycgB
where B is the Borel subgroup of upper-triangular matrices. This, along with another awkward
case considered below, will contribute the |H|* term.

We start to prove Estimate (5.23) by noting a left coset of B, which is not B itself, is defined
10
by a matrix g = ( 1) , with ¢ #0.
c

S t

B =
& (cs ct+s~

1), (s,t)E[F?,,s;éO.

Suppose hi1h, 1= h’lh’z_1 € gB. returning to our notation from earlier that of w1 =561 — b9,

h h_l_(1+a1w1 a1—a2—a1a2w1)
1lg = .

w1 1-aow;

This means, since ¢ # 0 that w1 = w #0, and therefore, by equating the diagonal entries in
8185, that a1 =a/; and ag = a},.

Furthermore, since ¢(1+aiw1) = w1, we can see we cannot have ca; = 1 else we reach a
contradiction as we have that wq = cajwi+c¢ =wi+c and c is both non zero and zero. So returning
to the case ca1 #1, given h1 =(a1,b1) and hj, = (ay,by), we know w1 = w) and we can determine
w1 and thus also w’1 using c(1+aiw1) =wi. Once we know these we can also calculate b’1 and bg,
as well as a 2,a’1. This accounts for the claim in Estimate (5.23) as everything is determined after
two independent choices from H.

We are now ready to finish the proof of the claim of Lemma 5.2. We start by splitting into
the two cases where x is either in the Borel subgroup where we can use the above and the case
where it is not. That is we partition (and give names to the two parts) the following so

Ts=Y r2 @+ Y r2 o (0):=Yp+Ypg,
x€B x¢B

where Y3 is the part of T3, corresponding to x € B, and Y g the complement.

It follows from (5.23) that
Yp<|H*.

This is because we can write

2
YB = Z ( Z rHH1h3(x)) < |H| Z r?iH,lm(x).
xeB \hgeH x€B,hseH
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Observe that for each value of k3, one has
e, @ = [{(B1,ho, B, Ry € HY - hahy' = hihG ' € 3 'BY|.
Now apply Estimate (5.23), for each A3, also observe that h3 ¢ B. That is

Yp<IHI Y ripa,,@<IH Y [HP=IH*
x€B,hseH hseH
The Borel case considered above has contributed |H|?* to the bound of the lemma. It remains to
estimate the quantity Y g which will contribute the first term in the lemma.

By Cauchy-Schwarz,

2
2 2

2 @) = Z( 2 thle(x)) <Hl ) Tan -

x¢B x¢B \hoeH x¢B,hocH

The product appearing in T3 equals

—al(wlwz +1)— we l+ajwi+ b3(w2 + a1(1 + w1w2))

b

5.24 hihy'hg =
( ) g 13 ( —(1+wiw9) w1 +b3(1+wiws)

with an extra notation wg = a3 —ag. This is the generalisation of (5.22) in the previous lemma,
although our Cauchy-Schwarz has allowed us to deal with five rather than six matrices as we
have moved to the case where h’2 = ho rather than treat them separately. In addition, we have
1+wiwsg # 0. And we have h1h§1h3 = h’lhglhg, with the corresponding notations w) = b —ba,
wy = ay —asz.

It follows that
(5.25) c=w1w2=w'1w'2, (a'l—al)c=w2—w'2=(a3—aé), (b3—b'3)c=b’1—b1.

Since ¢ # 0, this implies
(a1 —a’)(b1—b}) =(az—ajy)(bs—bj).

This is a rectangular quadruple, with (ag,b2) having been eliminated.

It remains to show that given a nontrivial rectangular quadruple, there is only at most two
(ag,b2), corresponding to it. Of course, if the quadruple is trivial, that is A1 = h’l, hg= hé, then
there are |H| choices for As.

Suppose, we have a fixed nontrivial quadruple (hl,hg,h’l,hé), which means from Equa-

tions (5.25) we know c. Thus (a9, b2) is on the intersection of H with the hyperbola (as—x)(b1—y) =
¢, as well as the hyperbola (a} — x)(b] — y) = c. The intersection is at most two points, unless this
is the same hyperbola, namely a3 =aj, by = b’.

Furthermore, from equalising the top right entries of h1h§1h3 = h’lhglhé, we have bswg —
biwg = s, where the right-hand side s is known from the quadruple. Therefore, we can determine
ag, and hence have at most two g, unless in addition to already having ag = a’3, b= b’1 we have
bg = b’3.

But then we have A3 = h;, and therefore 21 = A/, so are in the trivial quadruple case. This
adds another |H|* to the bound of the lemma and completes the proof. O
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5.4.2.1 Minkowski Distance L2 Bound

Next, we wish to deal with the Q(H) quantity from Lemma 5.2, to do this we will make use of a
result due to Murphy et al. in [110]. Explicitly we wish to prove the following lemma which is 11
that remained to complete the proof of Estimate (5.5) as well as the [, claims of Theorem 5.4.

Lemma 5.4. For a set H of translates of the hyperbola y = _Tl in [F?,, such that at most M translates
(a,b) € H have the same abscissa or ordinate, one has

= if \H| > p™*
p >

Ts(H) < |HI*M*+{ p*8|HI**®3, if p <|H| < p™*.
H|**Y,if |HI <p

The bound
Ts(H) < |HPM? + | H|**13,

holds over a general [ of characteristic p, provided that |H| < p.

To this end, recall that by Lemma 5.2 we have the following bound
(5.26) T3(H) S IHIQUH) + HI*,
where Q(H) is the number of rectangular quadruples in H, that is
QUH) = [{h1=(a1,b1),h2 = (ag,b2),h’; = (@, b}),h} = (ay,by),: (a1 —a (b1 — b)) = (a2 —ay)(ba —by)}] .

To continue we will use a change of variables so we can express each rectangular quadruple
as an energy type of quantity where 2 pairs of points are the same Minkowski distance apart.
Geometrically this is moving from equating the area of the rectangle formed by two points being
opposite corners with edges parallel to the axis to equating the Minkowski distance between
them instead. We use the change of variables (a,b) — (%, %), with H,, replacing H in the new
variables. Now, with h1 =(a1,b1),...,h} = (a},b;) in H,,, Q(H) equals the number of solutions of
(a1 - a’1)2 —(b1 - b’l)2 =(ag— (1’2)2 —(bg - b’2)2, these are the Minkowski distances between A7 and
h';, and hy and A, respectively. That is we can instead consider Q(H) as

QUH) = |{h1,h2, k', h where h; =(a;,b;) € Hy, : Dyr(h1,h}) = Dyr(ha, hYy)}| .

Clearly, if —1 is a square in [, one is free to change — to + in the quadratic form, becoming the
analogue of the Euclidean distance | -] in F2. We will now state the theorem of Murphy et al. [110]
that we will use to bound this quantity.

Theorem 5.7 (Theorem 4 [110]). Let H,, < [F?,. Set
Q*(Hp) = {(h1,ha, B, hy) € Hy, : k=Rl = g — Rl # O}

Then
|H;|4’ if |Hpp >p5/4
Q" (Hp) << p?3|Hp |83,  if p <|Hpl <p4.
\H 103, if [Hm|<p

Moreover, Q*(H,,,) < |H 103 for |H,,| < p in any field of characteristic p.
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Theorem 5.7 allows for —1 being a square in F and so we can apply it in the Minkowski
distance setting. Also, note that if we are in the case |H,,| < p we can always pass to an extension
of F. We will not consider this Theorems proof, however, we will consider some of the tools required
to adapt it to the Minkowski distance in greater depth in Appendix A, in particular, we consider
the group of Minkowski isometries (comparing these to the Euclidean group of corresponding
isometries) and the Blaschke-Griinwald Kinematic Mapping which allows us to move from sets of
these isometries to projective space and apply various incidence theorems.

To bound the quantity T's we will just need to add to the above bound on @ *(H,,) the count
of rectangular quadruples in H, contributed by the case D(h1,h’) = D(hg,h;) = 0, the isotropic
distances. If M is the maximum number of points in H on a horizontal or vertical line, their
number is trivially at most M?|H|?. After multiplying by |H| according to (5.26), this term will
dominate the |H|* term.

We have therefore established Lemma 5.4 and consequently the last part in the proof of
Theorem 5.3.

5.5 Generalisations

This penultimate section will cover recent joint work with Audie Warren from [197]. At its heart,
this work generalises Theorem 5.5 to an incidence theorem between arbitrary sets of Mébius
transformations and point sets in [F?, (rather than for just M6bius hyperbola and a Cartesian
product for the point set). We also note some asymmetric incidence results of similar flavour
before using these generalisations to gain applications including a Beck’s theorem (Theorem 3.2)
style result for these Mobius transformations, an expander result, and a bound on the number
of representations of a (non zero) number A € F;, as the product of two members of a set A ),
which we shall deal with in the last section. We also cover a few other Corollaries. This Section
will be split into two main parts, first stating and proving Theorem 5.8 (the generalisation of
Theorem 5.5), the second dealing with the asymmetric results.

The Mobius transformations are of the form

ax+b
f(x)_cx+d’ ad—bc #£0,
with a,b,c,d € F,. We equate each such f with a matrix
a b
M= .

We see these transformations as projective transforms, that is f : P(F,) — P(F). As we are dealing
with projective points we also need to know that f([%; 1) =[1,0] and £([1;0]) =[%;1]. Also note
scalar multiples of these matrices correspond to the same transform which is to be expected and
part of why we are treating these matrices projectively.

As one would hope the matrix corresponding to the composition of two functions is the
product of the matrices of the individual functions. That is

Mg =MM,.
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A fair question to ask is why are we interested in these Moébius transforms? As a sort of dual
question as to what is special about these transforms is can these methods be applied to other
curves such as circles and other conics or even general curves? A tongue in cheek answer to the
first question is because our method works for Mobius transforms. A more nuanced answer also
includes that this is hopefully also a step towards further generalisations, that incidence results
over finite fields for any curves are rare ([10], [157] as well as both [140] and [197] (detailed here)
are some of the only such incidence results) and thus any are interesting for that reason alone.
Another reason of interest, connecting back to the sum-product phenomenon and in particular
growth in matrix groups (covered in detail in Section 4), is that we wish to further understand
SLgy, Mobius transforms are a special case of these as the projective linear group. Assuming
our field isn’t too small (that is for F, we have that g # 2 or 3) the special linear group is a
perfect central extension of this simple group of transforms. We also note that these Mobius
transforms include the affine transforms and so affine group which is studied in [121] and are a
three dimensional family like the 2 x 2 upper triangular matrices of Theorems 4.6 and 4.9.

Moving instead to the related question of can we generalise or adapt these methods to other
curves we first consider the key properties of M6bius transforms we use.

* First we use that they are composable, this is used both if you wish to deal with energies
(such as the more restricted Theorem 5.11) and in particular whenever you would wish
to apply bounds such as Lemma 5.1 or 5.2. We also use this in our intermediate theorem
(Theorem 5.5 and the upcoming 5.8) when mapping our transforms to lines (as will be
defined in Equation (5.27)) as this is a composition of two Mobius transforms along with
the one being transformed. This also makes use of the fact that lines (or translations) are a
subgroup of the group of Mobius transforms.

* A second useful property is the existence of a map to matrices for the transforms, this
allows compositions to be reduced to calculations.

* We also make use of the fact that three (or possibly a finite number of points) define such a
curve. This allows us to relate the transforms which go through a specially chosen point
to lines. We would also have such a property with some other conics and as an example,
circles are defined by three points however it is currently unclear to me how to (if indeed it
is even possible) how to find such a map taking those circles which pass through a point to
lines. As discussed in the next point, such a map would also be further hindered by the lack
of injectivity.

* We use injectivity when removing our special point as we are actually removing the
horizontal and vertical lines through the point. For an injective function removing the point
and the bad lines are equivalent as the point is the only point on either of the lines.

Some of these may not be completely required and other methods exist for generalisations. Two
potential routes include considering large collections of conics in [F?, with two points in common
and make use of projective transforms to map these to Mobius transforms. A second is circles,
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correspondence with Thang and Mohammadi suggests that this should work as after translation
(which preserves incidences) we can consider the set of circles which all pass through the origin
and identify them with their centres. they then have equation (x —a)? + (y — b)? = r which can be
rewritten as —2xa — 2yb +x2 + y2 = 0 once you note we pass through the origin and this can be
viewed as a line.

5.5.1 A Generalisation of Theorem 5.5

As stated above this subsection will cover the statement and proof of the following Theorem 5.8.
This result is a generalisation of Theorem 5.5, which at a slight cost to the exponents, is no longer
restricted to a pointset which is a Cartesian product and also now deals with general Mébius
transformations rather than just the hyperbola needed for the proofs of Theorems 5.3 and 5.4.

Theorem 5.8. For any set T of Mobius transformations, and any set of points P < [Ff7 with
|P| < p''13, we have

15/26

Furthermore, given any set P of points with |P| < p and some integer k = 3, the set T}, of k-rich

transformations satisfies
|P| 15/4 |P |2
T < T + R
Before we turn to the proof, I will comment on the result itself. In the balanced case
|P| =N =|T| our bound is <« N3%19 and in particular 30/19 > 3/2 which is what our intuition says
we should be aiming to beat as the exponent from Cauchy-Schwartz for say, points and lines,
however as such transforms are uniquely defined by three rather than two points the trivial
bound in this case is instead due to Holder’s theorem (Theorem 0.2) and is N%2 which we do
improve upon and thus we are non-trivial in the balanced case. As our exponent is larger than
3/2 we must be careful when seeking applications that we remain non-trivial and there is not a
Cauchy-Schwartz bound for the application.

As a generalisation of Theorem 5.5, the proof of Theorem 5.8 follows several major themes
as the proof of Theorem 5.5. That is like the previous proof our outline will follow fixing a special
point and considering the set of transforms that fix this point, applying a map so these transforms
become lines and suitable mapping the points in the same way so we can make use of a point-line
incidence result and finishing by summing over all our special points. Instead of Lemma 3.2,
which works for a Cartesian point set we instead use Corollary 3.1.

Proof. We start by choosing our special point ¢ =(q1,q2) € P and defining the subsets Ty , = T, <
T of our set of transformations. We define T, as the transformations in T' which pass through our
chosen point g and T, ;, as the k-rich transformation which also pass through q. The proof shall
proceed by manipulating the transforms so the size of T, ;, can be bounded using Corollary 3.1.

The Mobius transformations are of the form

ax+b
cx+d’

f(x)= ad—-bc #0,
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with a,b,c,d €[, as noted above. In particular note that a transform f € Ty satisfies f(q1) = g2
as Ty is the set of those transforms passing through q.

As our aim is to map these transforms to lines we consider two cases. First if ¢ =0, then
such transforms are lines of the form f(x) = %x + % and we shall deal with the incidences these
contribute separately at the end (becoming the second terms in each of the bounds of this theorem
we are proving). In the second case ¢ # 0 and for convenience we may scale so that ¢ =1 and
calculate the specific form that our ‘b’ takes. To do this consider

_aqitb

q1+d = b=q(q1+d)—aq1.

q2
So that means in the matrix setting we have

_[e q2(q1+d)—aq1

M
=11 d

Next we define our map which takes the above transforms to lines. To that end define
(reminiscent of the maps used to the proof of Theorem 5.5)

1 1
g1lx)= ——, g2x)=q1——
q2—x X

and use these to define our map

(5.27) $Pg(f):=g10fg2.

Next we check that this map does indeed send our f’s to lines. to see that ¢,(f) is indeed a
line consider the calculation

om0 L)[e q2(q1+d)—aqi|(q1 -1} [q1+d -1
s e T 1 gofl1 d 1 0) | 0 a-gof

We also note that as the determinants of Mg, and M, are both one we have that det(Mgy MsMg,) =
det(My) # 0. Now to see that Mg, My Mg, is a line you can either note that the bottom left entry
is one or write it out as the following function which is in the canonical form of a line

_(q1+d)x—-1 (q1+d)x+ -1
a-qsz a-q2 a-qz

Before moving on we will prove a couple properties of this ¢4, first that it is injective, and secondly
this map does not include f’s with a = g9, in its domain. Starting with the second this is because
such matrices would have determinate 0 (that is the determinate of Mg, My Mg, is equal to that of
My and is calculated by (g1 + d)(a — g2) — 0), equally this shows that such f’s wouldn’t be Mobius
transform either. That our ¢, is injective comes from calculation, indeed assume with have two
transforms f and f’ with

a'x+(qa(q1+d')—a'q1)
x+d’

ax+(qa(q1+d)—aq1)
x+d

flx)= , )=

b
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such that ¢4(f) = ¢4(f’). If we first compare the y-intercepts then
-1 -1

- )
a—qe2 a'—qo

and thus @ = a’. next comparing the slope of each line (noting we have a = o’ already and make

this substitution)
(g1+d) _ (@1+d")

b

a—qg2 a—qz

sod =d’ and thus f =f'.

We have now mapped our transforms to lines so next must alter our points so the number
of incidences is preserved. We will have to deal with a couple of problematic lines separately (in
particular points on the lines x = ¢1 and y = g2). We define a new map v which alters a point
p =(p1,p2) € P as follows

1 1
v(p1,p2) = (83" (p1),81(p2)) = ( , )
q1—pP1 92— p2

It is clear now why we deal with the problematic lines separately. We call the image of ¢ P’, that

is
1

P':=w(P)={( , ):(pl,pz)EP}.
4d1—P1 q2—p2

As when we introduced ¢ we now turn to some required properties of 1, namely we want that

a point p € P intersects with a curve f* if and only if w(p) intersects with the line ¢(f). This is
done by calculation

pef = pa=f(p1) = g1(p2)=g1(f(p1) = g1(p2) = g1(f(g2(g5 (p1))) = w(p)€ (f).

Note that as f is a bijection the restriction that p # q the only point on the bad lines x = q1
and y = g9 that a non-horizontal and non-vertical line can pass is ¢g. nor can we have f being a
horizontal or vertical line as in these cases d = —q1 and a = g9 respectively. If we have either of
these then the determinate of f is zero which we cannot have, therefore we don’t have to deal
with horizontal or vertical lines. As we do not count the point corresponding to ¢ note that a
k-rich transform with respect to P is mapped to a (k2 — 1)-rich line with respect to P’. We can now
bound 7'y using Corollary 3.1 which gives us

|Pl|ll/4 |Pl| |P|ll/4 |P|
(k —1)15/4 Y 1S A T

Furthermore, the transformations in Ty with ¢ =0, which are already lines, must be concurrent

|Tq,k| <

through ¢, and the number of such k-rich lines is at most l% which we absorb into the above
bound.

We now wish to move from a bound for 7'y ;, into a bound on the set T, of k-rich transfor-
mations in 7. We do this by summing over all g € P noting that each k-rich transform is then
counted % times. This leaves us with the following bound

|P|15/4 |P|2

1
|Tk|§ E Z |Tq,k| < W‘i‘ﬁ

qeP

4excluding the problem lines which we shall deal with separately.
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Our final step in finishing this proof is to use a dyadic decomposition in terms of a A to
choose later in a standard manner. Let T-; denote the set of exactly k-rich transformations in 7'.
Then the following calculation gives us a bound for the incidences between points in P and our
set T of transforms.

|P|
I(P,T)= ) kIT=l
k=1
|P|
=Y RIT-l+ ZkIT k|
k<A k=
log|P| ;
<AITI+ ). 2 @)
i=1 feT:
2iA<|fnP|<2 1A
log|P| .
SAITI+ Y [ Tyial27H1A)
i=1
loglPl + | p|15/4 |P|? ;
i+1
< AT+ Z (2i+1A)19/4+(2i+1A)2 (@7°4)
|P|15/4 |P|2
< A|T|+ A15/14 + A

What remains is to choose a A in such a way as to optimise the first two terms. This is

achieved when
|P|15/4 |P|l5/19

AT~ Az o ST e

We have a slight issue though in that our bound we used for T, requires 2 > 3 and so A
must also be larger than three. as such take

|P|15/19}

A :max{3,mw

Considering the two cases, when A = 3, we must have

|P|15/19

15/4
|T|4/19 <3 = |P| < |T],

and thus the bound above gives
I(P,T) < |T|+ P + P12 < |T.

15/19
Otherwise A = ||4,19 and our bound becomes

(P, T) < |P|1519|T|1519 4| p|2319| 7419
To conclude we combine the bounds from the above two cases to get

I(P,T) « |P|15/19|T|15/19+ |P|23/19|T|4/19+ |T|
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This proof and that of Theorem 5.5 follow very similar methods with the main difference
being which bound on the number of k-rich lines are used. This proof however also goes into
greater detail showing that the transformation from hyperbola to lines both do as we say and
preserve the incidences as claimed. Afterwards, the summation to ensure all such incidences are
collected follow broadly the same aims but again this latter proof goes into more detail.

One of the more intriguing parts of this proof and perhaps an idea that can find further uses
in other problems is this mapping of a restricted set of the k-rich transforms to (% — 1)-rich lines
whilst preserving the incidences. This is a key part of the proof and also a barrier for generalising
the argument as such maps are not obvious to find or if they even exist for other curves. That by
fixing one of the points on a k-rich transform leaves a (£ — 1)-rich object which is defined now by
two (as the transforms are defined by three points originally and so by choosing our ¢ as one of
these it is defined by two other points) and lines are defined by two points gives a moral sort of
argument as to why we may expect such a map to exist. It may be that should we find ourselves
interested in objects defined by four points we could move to these Mébius transforms, or by
picking a special pair of points we could move straight to lines. This also (so that incidences are
preserved) uses that Mobius transform are injective, this means that when we are discounting
the bad lines, that is the horizontal and vertical line through our special point ¢, the only points
on either of these lines are the special one q.

5.5.2 Asymmetric Incidence Results

In this subsection, we consider a couple of asymmetric incidence results. The first, Theorem 5.9,
is proven using an argument of Rudnev and Shkredov from [137] combined with Theorem 5.8 to
prove a non-linear analogue of their Theorem 8. The second pushes further, using our energy
bounds from Section 5.4 to produce Theorem 5.10, an asymmetric version of Theorem 5.3.

We shall state and then prove each result now.

Theorem 5.9. Let A x B be a set of points in F2, and let T be any set of Mébius transformations.
Then if |A||T| < p2, we have

Z(A xB,T) < |A[Y*|BIP°ITI*® +|A1%|BI"°|TIY + T

Furthermore, given any set A x B of points with |A|3|B|? < p? and some integer k = 3, the set T}, of
k-rich transformations satisfies

|JAYIB? |AI”IBI?
< 5 + .

T
| T%| Z 72

Proof. We reuse the first half of the proof of Theorem 5.8 up until the point we are about to apply
Corollary 3.1. That is we have shown that the k-rich transformations (with respect to P) have
been mapped to £ — 1 rich lines with respect to P \ {q} and so we apply Corollary 3.2. Without loss
of generality we may assume |A| < |B], else relabel A and B.

(AI-1D3(BI-1? |APIB? L |AIBI

T < <
ITq.l (E—1)4 X %
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Following the same logic as in the proof of Theorem 5.8 we move to a bound on k-rich transforms
as follows

|A4|B|3 . |A|2|B|?
: .

1
T, < — T, <
IThl < 5 Y Tkl - iz

qeP
Plugging this into the same set of calculations as used in the proof of Theorem 5.8 we instead get
an incidence bound,
AIYIBP | |1APIBI?

TAxB,TY< A|IT|+ X A

As before our next step is to choose what our A should be by optimising between the first two
terms, This gives that we want
|AI*|BJ?

AlT| ~ AL

|A|4/5|B|3/5
- |T|1/5

As our bound on the number of k2-rich transforms only applies for £ > 2 we choose

|A|4/5|B|3/5 }

A= max{2, TT5

Plugging in the two options again gives us two bounds we will later combine. Starting with the
second we get the bound

T(A x B,T) < |A|Y3BI¥5|T1¥5 + | A[¥5|BI¥5|T|¥5 + | A85|B| 75| T| 5.
Considering the other case when A =2 we instead get

1 1
Z(A xB,T) < 2|T| + 1—6|A|4|B|3 + §|A|2|B|2 < |T).

With the last part coming from our knowledge that 2 > % and so |T| > |A|*|BJ3. O

Now having an asymmetric version of Theorem 5.5 in Theorem 5.9 leads to the question
can this provide an asymmetric version of Theorem 5.37? It turns out Theorem 5.9 is not needed
but we still provide the asymmetric result below, noting why we do not need Theorem 5.9 within
the proof itself.

Theorem 5.10. Let A x B be a set of points in [F?, with |B| < pl/z, and T be a set of Mobius
transformations. Then we have

I(A XB,T) « |A|7/10|B|1/2|T|3/5E(T)1/10 + |B|1/2|T|

where

E(T):= |{(f1, fa fa, ) € T fufs t = Faf i Y.
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Proof. As to be expected this proof follows the structure of the proof of Theorem 5.3 with most of
the differences coming from the differences in the starting Cauchy-Schwartz argument now that
the point set is not symmetric. Another version of this argument (in an asymmetric context as
will follow) is seen in Rudnev and Shkredov’s [137], particularly their Theorem 8 dealing with
incidences between points and lines. Note that we do not use, and thus start with, a pruning
argument as we do in the proof of Theorems 5.3 and 5.4 although we could if we desired.

As with all of our uses of this sort of method, we start by expressing the number of incidences
as a sum in the following manner

o=y Y beBlt d)).

teT

Having a sum our go to tool is that of Cauchy-Schwartz which leaves us with

o?<IBl Y. rppa@) Y Ta(u(a)).
ueTT-1 acA
This step has skipped over some of the details which can be found in the analogous step of the
proof of Theorem 5.3, in particular the steps detailed in the set of Inequalities (5.10).

As before we shall again wish to move to a popular set of transforms and so define

o2

A= ——.
3|BI|T?

And then as Y, cpp-1 rpp1(u) = |T|2 we can turn to the pigeon hole principle to define a positive
proportion, Q, of the transforms that are at A-rich, that is

YueQ, ) la(ua)=A.
acA
As before we can assume A > 1 else we have that o < |B|Y2|T| and we are done. This provides
the last term of the incidence bound of Theorem 5.10.

To continue we again apply Cauchy-Schwartz (specifically to the summation over u re-
stricted to ) to get

2
(5.28) o* < |BPE(T) ). (Z 1 A(ua)) :

ueQ \acA

All that remains now is to deal with } ,cq (X 4eal A(ua))? term. To do this we will once
again turn to an intermediate theorem and proceed as in Theorem 5.3. We do not need to use
Theorem 5.9 because as our u € TT™!, u maps A to A so the asymmetric result is not needed.
However we shall still use Theorem 5.9 but with A = B and so the number of k-rich transforms is

bounded by

A7 A
ITkI < F + ?

Following the method of dyadic pigeonholing and an incidence bound presented in the proof
of Theorem 5.3 to arrive at an analogue of Bound (5.16) we start by defining the required Ay,
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and Qj, for the pigeonholing argument so that A := 2¥A and Q;, the corresponding set of Az-rich
hyperbola so that for u € Qz, > e Ta(u(a)) ~ Ay. As we are following the method previously laid
out in this thesis we shall be brief with some of the details which if desired can be found in the
proof of Theorem 5.3. We use our dyadic argument (as in (5.15) from above), along with our fact
that Y ;c4 Ta(u(a)) ~ Az, to get that

(5.29) Y (Z ILA(ua))2=Z Y (Z 1A(ua))2~§Ak Y ) 1a(ua).

ueQ \acA k ueQ; \acA ueQracA

Recall that
1QlAE ~ Y Y Lalua).

ueQ, acA

and we can apply Theorem 5.9 to bound Q2| as follows

A" AP
QA < %+L.
A} Ap,

Returning to (5.29) this gives us that

2 Al
u;ﬂ (G;A ILA(ua)) < % (A_}E + |A|4) .

We must have Aj, < |A| as the number of points on a hyperbola cannot be more than all the points
7

so the left "2—3‘ term dominates the |A|* term leaving us with
k

ST
A A

Recalling our definition of A and plugging both it and the above back into our bound leads to,
after grouping terms,
o' < |A"BPE(D)ITI® < |AI"|BP|TI°M;.

The second inequality coming from Lemma 5.1 and it basically the entire proof to move from
Theorem 5.10 to Theorem 5.11. All that remains is to take the tenth root so the exponents are in
the form desired,

o < |A|101 B2\ T 3B R (T) VIO,

We are done when we add in the extra term from when A < 1.

O

Comparing this to Theorem 5.3 the obvious difference is we have succeeded in our goal of an
asymmetric version. Comparing exponents (taking A = B else we cannot do anything meaningful)
we see that the main terms of both are the same, (that is the |A| has an exponent of 6/5, |T'|
is to the power 3/5 and the energy term to a tenth) that is Theorem 5.10 is a generalisation of
Theorem 5.3 and reaches this without any weakening of the result required.
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Note we could have used the following bound as proven in the proof of Theorem 5.3

2 7 4
y (Z ILA(ua)) < min(%, p'i' )
ueQ \acA
This being what would happen if we used Theorem 5.5 rather than Theorem 5.9. This would lead
to the end result of the same bound when the first term dominates and (ignoring the error term
for now)

o <<p1/6|A|2/3|B|1/2|T|1/3E(T)1/6.

Combining these gives the full bound of

T(A xB,T) < min(IA|7/10|B|1/2|T|3/5E(T)1/10,p1/6|A|2/3|B|1/2|T|1/3E(T)1/6) + |B|1/2|T|

We note that we could use Lemma 5.1 to bound the energy (by E(H) < |H|2M) which leads
to the following result. As before we could use a pruning method like at the beginning of the proof
of Theorem 5.3 to do better than M in the case |H| > |A[*2 but I will not repeat this here instead
just stating the result.

Theorem 5.11. Let AxBC [F:f, be a set of points with |B| < pY/2, and let H be a set of translates of
the hyperbola xy = +1. Then we have

Z(A x B,H) < |A|1/2|B|7/10|H|4/5M1/10+ |B|1/2|H|,

where M is the maximum number of translates in H having the same abscissa or ordinate.

5.6 Applications

We continue the chapter by considering some applications of our incidence bound as well as
weaknesses and possible areas of further study. Some of the applications and their proofs were
corollaries in the paper [140], the rest of the applications stem from the generalisations in
Subsection 5.5 and as such are first found in the paper [197].

5.6.1 Erdos Unit Distance Problem

Our first corollary is to do with the Erdés unit distance problem, discussed in Section 3.3.1.
The standard problem is to do with Euclidean distance and the real numbers where Erdos
conjectured in [45] that given n points in the plane, the maximum number of pairs at distance
32 which was improved to n* by Spencer,
Szemeredi and Trotter [169]. We could instead ask this question for a different distance, say the

Minkowski distance between q = (x,y) and ¢’ = (x',y"),

. 1+—— P
say 1is n~ ' lelen  Erdés managed an upper bound of n

Dyn(g,q"):=(x—x)? = (y =),
and using our result can prove the following.
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Corollary 5.1. Let A cFp, with |A+A|,|A-A|<K|A|</p. Then the number of realisations of
a nonzero Minkowski distance between points of A x A is O(K 6/5| A |29/10y,

Proof. If |A+A|,|A—-A|<K|A| then after the transformation (x,y) — (%, %), the number of
realisations of a nonzero Minkowski distance is bounded via the number of incidences between
(A+A) x (A—A) with |A|? translates of the hyperbola xy = 1. Note that really we are applying
a non balanced form of Estimate (5.4) of Theorem 5.3 (in that our point set is of the form A x B
rather than A x A) but as both |[A + A|,|A - A| < K|A| we end up back where we started with
the normal |A|%® being instead replaced by K%%|A4|%% | when applying Estimate (5.4) we use

Mi=|Al

This is sadly a lot more restricted than similar results such as Zahl’s [204] Theorem 3.8 and
we, unfortunately, do not see a way to remove the restrictions. This is due to the “bad” example
being A = A1 UA9, with small A1+ A7 and Ag+ Ao but large A1 + Ag. A specific example could
be to take A as the arithmetic progression 1,2,...,n—1 and A as the arithmetic progression
1,n,2n,dots. Should one be able to deal with the bad example or find a similar incidence result
to Theorem 5.3 which is not so reliant on the group structure of the set of linear fractional
transformations and the inherited restrictions to rotations breaking the Cartesian product
structure of the point set, improvements could be forthcoming.

I note that I am not aware of a nontrivial bound (better than O(|P|*2) = O(|A|?)) on the
number of realisations of a nonzero distance between pairs of a point set P c [F?, in positive
characteristic (in the case where |P| < p). However, I also note that Zahl [204] shows that we
cannot improve upon this 3/2 exponent in three (rather than the two dimensions of our setup)
under the conditions that —1 is not a square in F and |P| < p2. This is due to the following example
(from Zahl’s paper), where by given a set of p? points in [Ff’,, you can find a non-zero r € [, so that
there are about p2 solutions to

(x1 —22)% + (y1 — y2)% + (21 —29)* = 2.

This provides the 3/2 exponent.

Before finishing this subsection we shall consider whether we can do better using the more
general Theorem 5.11. This would allow us to avoid some of the problems encountered that stop
Corollary 5.1 from being a general bound on the number of unit Minkowski distances between
two points. When you follow the method through however you get the result that for P < [Ff7 be
a set of |P| < p'%26 points, then the number of unit Minkowski distances between two points
of P is O(|P |30/ 19). The issue is that the exponent is now greater than 3/2 < 30/19 and so the
result is worse than the trivial result gained from Cauchy-Schwartz, this is an issue with other
applications if there is a Cauchy-Schwartz bound to beat, however, the increased generality
makes up for this in some applications.
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5.6.2 Sum-Product Results

We can also gain some sum-product type results from Estimate (5.4) of Theorem 5.3. Collecting
them together into one corollary we get the following.

Corollary 5.2. Let A cFp, with [A|<\/p. Then

[{(a1,as,a3,a4) € A*: (a1 +az)as +as) =1},

{(a1,a2,a3,a4) € A*: (a1 +ag —as)as +as+aqg) =1}

|{(a1,a2,a3,a4) EA4 :(a1+ag)as+azay)= ].H ,

[{(a1,a2,a3,a4) € A*: (a1 +az +as)las +asas) = 1}
are all O(|A|?919),

Furthermore, if |A +A| <K|A| < /D, then the number of points of A x A on the hyperbola
xy =A#0is OKE5|A|2910),

Proof. The first group of estimates follows directly by applying Estimate (5.4) with M1 = |A|, and

|H| =A% Explicitly, the number of solutions to (a1 +a2)(as +a4) =1 (with a¢; € A) is the number

of points from A x A on the hyperbola y = - +1a4 —ag, a translate of the hyperbola yx =1 and so we

can apply Estimate (5.4) with |H| = |A|2 and M7 = |A| as stated above noting that the first term
|6/5+8/5+1/10 _ | 4|29/10

|A[°2 is subsumed by the second term |A , our desired bound. The other three
equations can be seen as hyperbola point incidences as follows, (a1 +ag —a4)(ag+ag+aq)=11is
equivalent to (a1 +x — y)(ag +x + y) = 1 so after using the same transformations as in Section 5.2
ofx' =x+y, y' =x—y we instead have (a1 + y')(a3 +x') =1 and can apply Estimate (5.4) as before
after seeing we have |A|? such pairs of (y',x'). The third, (a1 + as)(a3 +asa4) = 1 is equivalent to
(a1 +y)as+yx)=1 so consider x’' = yx to get to the now familiar (a1 + y)(a3 +x') = 1, noting we
have |A|? such combinations of y and x’. For the last estimate, of the set of four, on the solutions
of (@1 +ag +as)as +asay), consider y' = x +y and x’ = xy, still have |A|? such pairs of (y',x’) and
are again in our (a1 +y')(a3 +x') =1 case.

For the last estimate, without loss of generality take A = —1, then we write

1
|{(a1,a2) €A?:ajay = —1}| < WH(al,a%Sl,Sz) €eAZx(A+A)Y: (s1—a1)sg—ag) = _1}|

and applying Estimate (5.4) to the set A + A (instead of A in the above examples), with M1 = |A],
and |H| = |A|? gives us

12 ) 12, 4,2 6 11
0(A+A H) < |[A+A]| |H|+|A+A|5|H|5M1 < |[A+A|"° A"+ |A+A|5]|A| 0
Using |A + A| < K|A| finishes the proof.
O

Given suitable constraints, we can, in a similar manner to Lemma 2.7, prove the following

lower bound
\HH 'H| > |H”3.
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This is in the spirit of the expander style results of Section 2.6. Explicitly we have the following
corollary.

Corollary 5.3. Let H < [Fg be a set of translates of the hyperbola y = _71 If|[H|<pand M < |H|*3

|\HH ‘H|> |H|"3.

Proof. In the same vein as the proof of Lemma 2.7 we use Cauchy-Schwarz to get the following

(T HH*lH(x))2
Y . PHH Hx)

T3(H) =Y 1oy (0) >

And hence, plugging in Lemma 5.4 for the case [, and noting that for a general [ of characteristic
p, provided that |H| < p the bottom case holds.

HE if |H| > p5'*
|HI® < Ts(H)HH 'H| < |[HH 'H||HIM® + [ HH 'H|{ p?3|H|?*23, if p <|H| < p*.
|H 43, if |H|<p.

From here what remains is picking our preferred conditions and rearranging. For |[H| < p and
M < |H|? we have
\HH'H| > |H|%3.

For p < |H| <p5/4 and M <pl/3|H|1/3 < |H|?? we have

1 |H|7/3 23/1
\HH 'H|» —= > |H| 315,
P23
5/4 1H|
For p°* <|H| and M < 7 we have
\HH 'H|> p|H|.

Finally for when the |H |3M? term dominates we have

|H|?

H
|[HH 'H| > —.
M2

O

We also can get a pair of expander results from our more general results of Section 5.5.
The first of this pair of corollaries provides a three-variable expander, the second a four-variable
expander. We will state them both before supplying the proofs which follow the same general
method of relating the expander to an incidence and then bounding them via Theorem 5.11 or
Theorem 5.9 respectively.

Corollary 5.4. For all A<, with |A| < p1/2, we have

1
{a+ :a,b,ceA} > |A|6/5.
b-c
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Corollary 5.5. For all A cF, with |A| < pY2, we have

> |A|4/3.

:a,b,c,deA}

{ab+c
b+d

Having stated these results, we recall Corollary 5.2 which also provided several four variable
expanders. Corollary 5.2 was proven in the same manner as Corollary 5.4 will be; by rearranging
the set into an incidence type problem and applying one of our bounds, Theorem 5.11 (similarly
Theorem 5.9 for Corollary 5.5) in this case as opposed to Estimate (5.4) from Theorem 5.3 for
Corollary 5.2.

Proof of Corollary 5.4. As stated our method shall be to find an incidence setup equivalent to the
set we are considering. For ease we shall call this set

1
Q= {a+— :a,b,ceA}.
b-c
To this end consider the point set @ x A, and the set of hyperbolas
H .= {(y—a)(x—c)= l:a,b EA}.

The use of the term point set and defining a set of hyperbola should be suggestive of the rest of
the proof. Our last requirement before we may apply Theorem 5.11 is the observation that the
point (¢, b) lies on the hyperbola (y — ¢)(x — b) = 1. This is because for all a,b,c € A, we have

1
g=a+—— = (b-c)g-a)=1.
b-c
Thus we have shown that Z(Q x A, H) = |A|? and using Theorem 5.11 as an upper bound we get
AP <T@ x A, H) < [QI"|A|"5 + |52,

We may ignore the error term as it may not dominate else we are left with the contradiction that
A3 <|A|”2 and so we are left to rearrange

3 1/2 12/5
A]° < |QI771AI7,

which yields the required answer of
Q1> 1A1%7.

O

Proof of Corollary 5.5. As in the proof of Corollary 5.4 we shall define a point set and a set of
transformations so the expander is an incidence. To this end define T as the set of transformations

T given by .\
ax+c

x+d
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with a,c,d € A and ad — ¢ # 0. For the point set we shall take A x @, where we define @ as our
expanders,

ab+c
Q —{m .a,b,c,d EA}

Note that we have an incident between the point (b,9) € A x@ and a transform y = =52 if g = %

and so Z(Q x A,T) = |A[4.

We now move to bound the number of such incidences above before comparing to our bound
below. To do this we invoke Theorem 5.9 which gives us the following;

T(AxQ,T) < |AIY1QIPPIT|Y5 +1A19%1Q" T3 +T.

We need to bound 7T in terms of A (or A and @) to continue. As there are at most |A|2 triples of
a,b,c € A such that ad —c =0 (as once you have chosen two from the last is defined), we have that
IT| > |A|® as the number of such transforms is all |A|? possibilities minus those bad examples

with ad — ¢ = 0 of which there are at most |A|2. This then means we can replace the |T'|’s in the

above incidence bound by |A|%’s which gives us the bound

T(AxQ,T) < |AI*951Q135 +141°51Q" + 1A 3.

Combining this with our lower bound and noting the last term cannot dominate else we have the
contradiction that |A|* < |A|? leaves us with

If the second term dominates we can rearrange to get
AN < Q)

this is a stronger result than we are trying to claim as 11/7 = 1.57 > 4/3. If the first term instead
dominates we get that

IA1Y3 <« 1Q|

as desired.

5.6.3 Number of Representations

Moving next to a bound on the number of representations of a non-zero number A € [F; as the
product of two numbers in a subset A < [F;, we get the following corollary.

Corollary 5.6. Let A <[, satisfy |A+A|<K|A|< pY2. Then for all non-zero A € AA, we have
raa(l) < K%%1A1910,
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Proof. The proof of this statement follows the general method of rearranging the problem to
be an incidence problem between a point set and some hyperbolas before using Theorem 5.11
to obtain the bound. Our first step is one for convenience and it is that we may assume 1 =1
without loss of generality. Next note that given a pair (a,b) € A2 such that ab = 1 we may rewrite
the equality using any two numbers c¢,d € A as follows,

l=ab
=(a+c—-c)b+d—-d)
= -¢o)X -d).

We then have that Y and X are elements in A + A and the last equation defines an incidence
between the point set P = (A + A)? (the point (X,Y)) and the |A|? hyperbolas H given by (y —
¢)(x —d)=1 We can now apply Theorem 5.11, which says that (with M =|A|)

raa(DIAZ <T(P,H) < |A +AIP51A1M10 4 1A + A1V21A2.
Whilst we have two terms here note that if the second term dominates and
raa(l) <A +A2 <p1214)1V2,

This is even better than we are aiming to prove so we may assume that the first term always
dominates as we are done in the other case. Noting our initial assumption that |[A + A| < K|A| <
pY2 means this leads to

raa(DIA? <Z(P,H) < kS%|AP910,

and so
rAA(]-) «< k6/5|A|9/10

as desired.

O

Note that if we instead used Theorem 5.3, due to the addition of the pruning argument
which comes into action here as |H| = |[A|2 > E32A132 > |A+ AP2 if k< |A|1/3, we instead get

raa(DIAZ ST(P,H) < |A +AMIL AP LA+ AIY21A12,
We still do better if the second term dominates so assume the first does which leads to
raa(DIAPR <A+ AP A

and thus

raa(l) < k14/11|A|10/11.

We could further generalise this to representations in AB which provides the following
result.
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Corollary 5.7. Let A,B< [F:{J with |A|=|B|=N satisfy |A+B|<KN < p1/2. Then for all non-zero
A€ AB, we have
rap(1) < K8 N0,

The proof of this is identical bar replacing the terms (a,b) € A2 by (a,b) € A x B leading
to an incidence between the point set P = (A + B)? and the N2 hyperbolas H. Indeed we can go
further as the condition |A| = |B] is not strictly necessary above, as the proof can be followed with
arbitrary sizes of A and B.

Corollary 5.8. Let A,B [, satisfy |A+B|<KN < pY2, where N = max{|A|,|B|}. Then for all

non-zero A € AB, we have
17/20 17/20
/5 Al |B|

rag(1) << Kb N5

Proof of Corollary 5.8. As in the proof of Corollary 5.6, we may assume A = 1. As before, given a
pair (a,b) € A x B such that ab = 1, we have that for any pair (a’,b’)€ A x B,

l=ab
=(a+b -b)Yb+a' -a)
=Y -o)X -d).

This is an incidence between a point of P = (A +B)? and one of the |A||B| hyperbolas H given by
(Y -b")YX —a')=1 as above. We bound the number of such incidences with Theorem 5.11 as in
the proof of Corollary 5.6 which gives us

rap(DIA|IB| < I(P,H) < |A +B|%|A|1"2°B|1"20 1 |A + B|Y2|A||BI.

As before if the second term dominates we are in an even better case so assuming instead
the first dominates we get our result of

rag(l) < K6/5N_4/5|A|17/20|B|17/20.

5.6.4 A Variant of Beck’s Theorem

Our next application is a version of Beck’s theorem (detailed in Chapter 3 as Theorem 3.2) which
instead of detailing the two possible extremes of how n points can fall on the set of lines (the two
cases being a large fraction of the points on a single line or a large number of lines required to
join all the points) instead considers what we can instead say when lines are replaced by Mobius
transforms. Although not as clean with constants as Theorem 3.2, the following corollary still
has the two main extremes of a large proportion of points on a single Mébius transformation or
lots of Mobius transformations containing at least three points (the number of points required to
uniquely define a M6bius transformations as opposed to the two required for a line). This result
and proof comes from my joint paper with Warren [197].
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Corollary 5.9. Let P < F?, with be an arbitrary point set consisting of n points, with n < p'®13,

Then there exist positive constants C and K such one of the following two statements is true:

o There is a Mobius transformation containing at least ﬁ of the points.

i 12/7 . . . ..
® There exists at least nT Mobius transformations, each of which containing at least three

points of P.

Proof. A Mobius transformation is uniquely defined by three points (this is analogous to lines
being uniquely defined by two points). As such, given our point set P of size n a M6bius transfor-
mation is defined by P if it passes at least three points of P. We will consider all such Mobius
transformations and will split these up depending on how rich they are. Note that for this proof
we will use a slightly different definition of k-rich compared to previous uses in this thesis.
Explicitly, for each % = 0, we define a transformation f to be 2*-rich if between 2% and 2¥+1 -1
points of P lie on the transform. Specifically, if 2F <|f nP| < 2k*1,

Having set up our required definitions we shall now outline the proof. We will define a
central range of rich but not too rich transforms and turn our attention to the points not on these
transforms. We will show that there is a positive proportion of such points before aiming to show
these points must then be in one of two cases; either we have a positive proportion of P lying on
richer transforms, which will lead to the first conclusion, or on less rich transforms, in which we
must have many transforms to support all of the points of P.

Making use of our current definition of 2*-rich transforms, we note that by Theorem 5.8 we
are able to bound the number of 2*-rich transforms by

n15/4 n2
e + e B
919j/4 ~ 92j

Next, we will count how many points are on these 2k _rich transforms, to this end, note that
each of these 2*-rich transforms contain Q(23/) triples of points of P, and so at most

p15/4 .
L J
0(27j/4 +n“2 )

triples of points are on a 2/-rich transform.

To define our set or fairly rich transforms, let C be a large positive constant, and consider
the transforms which are 2/-rich for

By summing the number of triples of points on all such transforms, we have at most O (Cn—f/‘l)
triples of points on this collection of rich but not too rich transforms. Compare this to the total
number of all triples of points %)("_2) to see that by taking C sufficiently large, a positive
proportion of triples do not lie on a rich transform in our above defined collection. This means
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that a positive proportion of triples lie on transforms which are either richer than our collection,
or poorer. This will lead to the two cases in our corollary.

Explicitly what we have shown is that either a positive proportion of triples lie on transforms
with less than 2Cn®7 points, or more than ﬁ points. Starting with if we are in the latter case,
we are done as this is the first conclusion of our corollary. As such we shall now assume we are in

3/7

the former case, and none of these transforms have more than 2Cn*‘ points.

For ease of notation, let T be this set of poor transformations. To finish we shall count the
number of triples on these poor transforms. That is

Y IfnP? > PP = |T|>»n'?7
feT

This proves the second case of the corollary. O

5.6.5 Protectively Equivalent Subsets

Our last application is a bound on the number of times we can find a projective transformation of
a set as a subset of a larger set.

Corollary 5.10. Let A,S =T, with ISI2|1AI12 < p2. Then the number of subsets A’ € A which are

3
projectively equivalent to S is O (l%l)

Proof. We shall start by providing names to our sets A and S [, to aid the intuition of this
result. We shall refer to A as our ‘large’ set and S the pattern set which then allows us to rephrase
the above statement of how many A’ are projectively equivalent to S as how many subsets of A
are a projective transformation of our pattern set S or in how many projective transformations ¢
do we have such that #(S) € A. We will denote by T the set of all such f.

Up to a scalar multiple, these projective transforms can be written in the form of 2 x 2
matrices with non-zero determinant which are our Mobius transformations. Recall that we have
that a triple of points determines a unique Mdébius transformation as two points define a unique
line so we have a trivial upper bound of |T| < |A|3.

Seeking to do better we will construct an incidence problem which we can apply to the upper
bound for k-rich transformations from Theorem 5.9. As we already have a set of transforms T,
we are left to choose a point set. As a given f € T transforms our pattern set S into A, a natural
point set to consider, and indeed the one we do consider is S x A. As f € T maps all of S into A it
is |S| rich as a transform on this point set. We now have a point set upon which all our transforms
in T are |S|-rich so by our upper bound for k-rich transformations from Theorem 5.9 we have that

IS141A3 .\ ISZIAZ AP
1S5 IS12 |S]

IT| < +]A)2.

We are done bar the error term however as |S| < |A|, else we can have no subsets of A equivalent
due to miss matching cardinalities, we may subsume the error term into the first term. That is if
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the error term dominates then |S| > |A| and then there are zero projectively equivalent subsets
and so any positive bound is trivially correct.

5.6.6 Kloosterman Sums

Another potential application is that of Kloosterman sums. Starting with a definition, let a,b,q
be natural numbers, then

2mi -1
K(a,b;q):: Z eq (ax+bx )
O<x<q-1

ged(x,g)=1

Here x ! is the inverse of x modulo g. Kloosterman sums are named for Hendrik Kloosterman
who introduced them in [86]. In particular, in our finite field setting F, we will define

K(n,m)= Z exp(nx + mx~ 1) = K(mn,1).

xelf*

Our interest in this analytic number theoretic quantity comes from the connection between
bilinear forms of Kloosterman sums and incidences between hyperbolae and points. These bilinear
forms, with two weight functions a:F — C and :F — C, are expressions of the form

S(a,p) = Y an)pm)K(n,m).

n,m

Work in the literature on these objects includes [51, 92, 94, 97, 97, 98, 100, 157, 159] among other
papers.

Shkredov [157] proves the following result using Theorem 3.6.

Theorem 5.12 (Theorem 4). Let a,f:F, — C be functions with supports on {1,...,N}+t1 and
{1,...,M}+tg, respectively, and N or M is at most pl_c, ¢c>0. Then

S(a,p) S llallallBllzp™ ™,
where 5(c) > 0 is a positive constant. Besides, if M?> < pN, then

SUL,...,N}+t1,8) < IIﬁIIQ(N3/7M1/7p13/14+N3/4p3/4+N1/4p13/12).

Note Shkedrov proves some more general results (his Theorems 33 and 34) which this is
a particular case of. We should be able to prove a similar result using our hyperbola incidence
result and this could be an area of further research.
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Appendix A

Bisector Energy with Minkowski
Distances

In Chapter 5 we used Murphy et al.’s Theorem 5.7 in our proof of Theorem 5.3 by moving to a
field extension where —1 is a square so the Euclidean and Minkowski metrics coincide. Whilst
this works there is not a reason you could not prove a similar result to Theorem 5.7 replacing
Euclidean by Minkowski. In this appendix, whilst we will not prove such a theorem, we will
introduce and talk about the required concepts and objects to do so, comparing and contrasting
them against their Euclidean counterparts. In particular, we will consider Minkowski Isometrics
and the Blaschke-Griinwald Kinematic Mapping. This corresponds to Sections 3.1 and 3.2 in
Murphy et al. [110].

A.1 Minkowski Isometries

An Isometry is a distance preserving map, as such a Minkowski Isometry is a map preserving the
Minkowski distance which we recall from Chapter 5 is defined! as

Du(q,q")=(x—x - (y—y')

In this section, we will consider the group of such isometries as well as comparing this with the
group of Euclidean isometries to further our intuition. We will take our terminology from the
most famous example of these isometries - those of four dimensions used in the theory of special
relativity, before adapting the definition to our two-dimensional case as well as changing the
field from the reals to arbitrary finite fields. For further details, see the book Modern Geometry
Methods and Applications Part 1 [22]. As in this physical example, we will use the notation of

time and space dimensions.

The group of all Minkowski spacetime isometries is the Poincare group, 10(1,3). That is, in
the classical case, the Poincare group is the group of affine transformations on R* which preserve
the Minkowski metric. This is the counterpart to the Euclidean group, E,,, which is the group

1See Definition 5.2.

119



APPENDIX A. BISECTOR ENERGY WITH MINKOWSKI DISTANCES

generated by reflections, rotations, and translations of Euclidean space. The Poincare group can
be generalised to general dimension, d, as

10(1,d - 1)(F) := F-471 % 0(1,d - 1)(F)
where we will define F1~1 and O(1,d — 1)(F) below. The group operation is defined as

(a,f)-B,8)=(a+f-B, 2.

We note that 10(1,d — 1)(F) is a linear algebraic group by Varadarajan and Virtanen [193].

The next groups we define are those covering what in the Euclidean setting would be
seen as rotations. In the Euclidean setting, this would be the special orthogonal group SO(d).
In the physical setting of Minkowski space, the corresponding subgroup of the Poincare group
is the proper Lorentz subgroup SO(1,3), of the Lorentz subgroup O(1,3) which consists of the
rotations in the space like vectors SO(3) — SO(1,3) and the hyperbolic rotations or “Boosts” to
the physicists. And so to the definitions, the isometries which are not translations in the Poincare
group form the Lorentz group, O(1,d — 1)(F). We note that image of the SO(d —1) — O(1,d —1)
are the rotations in space. In particular, SO(1) — O(1,1) is either reflections in the x axis or the
y depending on which of the space or time like dimensions it is embedded in. We define as the
group of translations of the Artinian plane or equivalently the 2-D version of the Minkowski
space RV or FI'! depending on the field. This is the equivalent of the translations of Euclidean
space R" or F". We will call the two-dimensional group, 10(1, 1)(F), the Poincare group and this is
what we shall mean in the following.

The Poincare group consists of three main types of isometry, translations in both the time
and space dimensions, (which form the abelian lie group of translations on space-time), rotations
just in the space or time dimensions (which is the rotation group SO(d —1) in the space dimensions
(which is Euclidean) and SO(1) in the time dimensions (which is practically just reflections of the
time axis about the origin)) and finally the transformations connecting two uniformly moving
bodies (in two dimensions this will be the hyperbolic rotations). As above we will mean the 2
dimensional Lorentz group for the rest of the appendix.

We have some subgroups of the Lorentz group we may refer to, the proper Lorentz group
SO(d —1,1) is the subgroup of elements which have determinant +1 (as elements SO(d —1,1) —
GL,; of the general linear group), which is analogous to SO(n) c O(n) (noting that if -1 is a
square, then it coincides with SO(2) and circles and hyperbola are equivalent). As this terminology
originates in physics, it mostly refers to these groups acting on real or complex numbers. In these
cases we also the proper orthochronous (or restricted) Lorentz group SO*(d — 1,1) which is the
further subgroup of elements that also do not act by reflection along the timelike axis.

As a smooth manifold, the Lorentz group O(d —1,1)(R) has four connected components.
These are
SO*(d-1,1)(R)

SO (d-1,DH[R)-P
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SO*(d-1,1)[R)-T
SO*(d-1,1)(R)-PT

where, as matrices P :=diag(1,-1,—-1,...,—1) is a reflection in space, T :=diag(-1,1,1,...,1)is a
reflection in time, and PT = TP = diag(-1,-1,...,—1) = —id.

In our finite fields setting we do not have such separation as we do not have the distinec-
tion between positive and negative numbers and thus also don’t have the distinction between
orthochronous and non-orthochronous. As such we have that ISO*(1,1)(F) is an order 2 subgroup
(as would be desire following the methodology in [110] where SF2(F) is also an order 2 subgroup of
the group of all distance (Euclidean) preserving transformations and this is what we are seeking
to emulate) rather than an order 4 subgroup as is the case over infinite fields. In the infinite case
our methods would not work however those of you interested can find more work in this direction
due to Roche-newton and Rudnev [127]. Explicitly in our two dimensional, finite fields case, the
hyperbolic rotations over F'), as a group is cyclic with p —1 elements.

Looking at the two-dimensional case in more detail, we can express elements as 3x3 matrices
as they are the semidirect product of some rotations and transformations, explicitly elements are
of the form

, where u?-v2=1.

o < &
o & <
R o~ ®

As stated above, this is reminiscent of the Euclidean SFo(F) of positively oriented rigid
motions of F? is generated by SOs(F) and T5(F); an analogue of the special Euclidean group
SE5(R). And thus elements of SFo(F) can be expressed in the form

u -v s
v u t|,where u?+02=1.
0 0 1

From these, it is clear where the Euclidean x2 + y? quadratic form and the Minkowski Quadratic
form x2 — y? appear. We can re-frame the above using hyperbolic trigonometric functions (or
standard trigonometric functions in the case of SFy(F)).

coshf sinh0 s
ISO*(1,1)(F):=|sinh® coshO ¢t].
0 0 1

A.1.1 Axial Symmetries

Apart from getting a greater understanding of where the differences between the Euclidean and
Minkowski cases are, the above groups will allow the definition of a Minkowski axial symmetry
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which would be required for a proof on a Minkowski version of Theorem 5.7. In [110] they define
axial symmetries as

“ a reflection through a non-isotropic line an axial symmetry. ”

They also note that coset of SFo(F) (order 2 in the group of all distance-preserving transformations)
consists of compositions of reflection through some (non-isotropic) line, and a translation parallel
to this line, in particular these axial symmetries. This has an obvious problem when we first seek
to generalise this into our hyperbolic case, reflections are not necessarily isometries and thus
we cannot just take all reflections through non-isotropic lines. However, we do at least an order
two subgroup in the group of all distance-preserving transformation mimicking SFo(F). What we
can do is take reflections about the x-axis and thus can apply a rotation so our line of reflection
is the x-axis and rotate back as necessary. These will be what we call axial symmetries in our
case and, along with compositions with a translation, form the other coset of ISO*(1,1)(F) and
we continue to fit in with the narrative. For two points, x and y we will denote by x ~; ¥ that x is
axially symmetric to y relative to a line /, again following the notation of [110].

Having got a framework of what we need a Minkowski Axial Symmetry, it is useful to be
able to express them concretely. Unsurprisingly we turn to matrices for this task. To this end we
remember that a hyperbolic rotation through an angle of 6 can be given by

coshf sinh6
sinh® cosh@])’

and a reflection in the x-axis (equivalently can be seen as a rotation in the one-dimensional
-1 0
0 1)

(cosh@ sinh@) (—1 0) ( cosh@ —sinh@) 3 (—cosh29 sinh29)

space-like coordinates) is given by

Multiplying these gives

sinhf coshf|| 0 1/|-sinhf coshf —sinh260 cosh26

We note this assumes the rotations are about the origin and thus our line / passes through
the origin. If this is not the case we can apply a translation beforehand and afterwards to deal
with this.

It is also of use to be able to calculate the composition of two axial symmetries after sorting
translations so the point of intersection between the two lines, / and ', is at the origin. The
calculation is as follows

—cosh20 sinh20)[—-cosh2¢ sinh2¢| [cosh(2¢—260) sinh(2¢—20)
—sinh20 cosh20)|-sinh2p cosh2¢| |sinh(2¢p—20) cosh(2p—26)]
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To follow the ideas of [110], the reason behind defining such objects is so the set of axial
symmetries can be mapped ISO*(1,1)(F) to which there exists a kinematic mapping (see next
section) so that the image of these axial symmetries is a plane and we can make use of point
plane incidence theorems such as Theorem 3.3.

The way we can map the set of axial symmetries to ISO*(1,1)(F) is by composing axial
symmetries with a fixed axial symmetry p relative to a non-isotropic subspace ;. We can take ¢;
to be the x-axis, which means we can calculate this by translating the point on the origin we are
rotating about to the origin, rotate it and then translate it back. In matrices that is

1 0 x\{u v O0}[1 O —x
0 1 OJ]lv w 0]]0 1 O
0 0 10 0 1J\l0 0 1

In this case, the image of the axial symmetries under this mapping which we will denote by R; is

u v x(1-uw)
R, =X|v u —vx :u2—v2:1, and u,v,xefF
0 0 1

This object is then amenable to a Blaschke-Griinwald kinematic style mapping from the next
section which allows us to map this to geometric objects, in particular, this R; is contained in a
plane.

A.2 Blaschke-Griinwald Kinematic Mapping

The idea of this section is to define a mapping from ISO(1,1)(F), the isometries from the pre-
vious section into PF3 which allows geometric incidence results to be brought to the fore. The
quintessential example is the Blaschke-Griinwald kinematic mapping discovered independently
by Blaschke [8] and Grinwald [65], which provides a mapping from the group of isometries in
the plane to three dimensional projective space. Explicitly the mapping we which to tweak is

cosf sinf a
!

k' :|sinf cosf b|—[Xp:X1:X2:X3]
0 0o 1

where we define
Xo:=2co0s0, X1:=2sin60, X9 :=asinf + bcosO, X3:=acosf —bsinb.

For Cayley-Klein Geometries the geometries can be described by the homogeneous Clifford
algebra model and a kinematic mapping can be constructed following methods in [85] and
Appendix A of [110].

Note another example is Study’s [173] mapping from isometries in three dimensions to
seven-dimensional projective space, this is often referred to as Study’s quadric. This has been
studied concerning a Minkowski equivalent by Ugurlu and Caligkan [192].
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The Blaschke-Griinwald kinematic mapping is based on half angle formulas which also
exist for hyperbolic trigonometric functions, as such in our Minkowski setting we would instead
define x : ISO(1,1)(F) — PF3

coshf sinhf a
x:|sinh® coshf® b|—[Xg:X71:X9:X3],
0 0 1

where we now define
Xo:=2coshf, X1 :=2sinh0, X9 :=asinhf — bcosh0, X3 := acoshf — b sinh(6).

Equivalently

2XoX1 _ 2X1Xp-2XoX; |, _ 2X1X5-2X0Xp

h(20) —g+ % inh(260)
coSs = sin = a=
x2_x2’ X2 _x2’ X2 _ x2 ’ X2 _x2
0“1 0“1 0“1 0“1

Under this kinematic mapping, the image of R; (from the previous section) is contained in
the plane X9 = 0 which allows point plane incidences to be brought to bear.

The required properties of this and other such mappings can be proven using Clifford
Algebras, examples of this may be found in [85].
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