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Wir müssen uns daran erinnern, daß das, was wir beobachten,  

nicht die Natur selbst ist, sondern Natur,  

die unserer Art der Fragestellung ausgesetzt ist. 

"Die Kopenhagener Deutung der Quantentheorie" - Werner Heisenberg 

 

 

Se comprendere è impossibile, conoscere è necessario. 

"Se questo è un uomo" - Primo Levi 

 

 

The theory of quantum electrodynamics describes Nature as absurd  

from the point of view of common sense.  

And it agrees fully with experiment.  

So, I hope you accept Nature as She is — absurd. 

"QED: The Strange Theory of Light and Matter" - Richard Feynman 

 

 

Cet état de l’absurde, il s’agit d’y vivre. 

"Le mythe de Sisyphe" - Albert Camus  
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Abstract 

Bimolecular processes are ubiquitous in liquid-phase chemistry. A detailed 

understanding of their dynamics is pivotal to control and tune the reaction outcome, which, 

in turn, is essential to develop novel methodologies. Photochemically activated bimolecular 

reactions constitute an ideal field of study for ultrafast time-resolved spectroscopies, and 

this thesis demonstrates their successful application to three very different examples of 

reactions, that occur on vastly different timescales.  

The dynamics of an excited-state proton transfer (ESPT) reaction between a 

coumarin derivative and a methyl-imidazole model system were definitively and 

unequivocally characterized using ultrafast transient-absorption (TA) and time-resolved 

infrared (TRIR) spectroscopies. Density functional theory calculations were used to assign 

the observed spectroscopic features. The timescale for the ESPT was found to be ~1 ps.  

The early steps of an hydrocarboxylation reaction making direct use of CO2 with 

styrenes have been studied with TA spectroscopy. The reaction relied on using a catalyst 

species, p-terphenyl (pTP), that was photoexcited and accepted an electron from a sacrificial 

amine electron donor. After having observed and clarified that pTP relaxation involves the 

release of torsional strain in the excited state on a timescale of several picoseconds, the 

electron-transfer reaction in ethanol was found to be diffusion limited, returning a rate 

constant of 7.80(± 1.99)×109 M-1s-1 and occurring at a contact radius of 0.68 ± 0.17 nm.  

A novel artificial biohybrid system was synthesised and investigated with time-

resolved spectroscopies to prove electronic energy transfer occurred between constituent 

quantum-dots (QDs) nanocrystals and a genetically modified mutant (3Hβ) of 

photosynthetic bacterial reaction-centre (RC) moieties. In such materials, where QDs act as 

an assembly hub and as artificial light harvesters, and RCs performs efficient charge-

separation, energy transfer from the dots to the protein was found to occur with a time 

constant of 26.6 ± 0.1 ns and an efficiency of 0.75 ± 0.01. 
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1. Introduction 

 

 

1.1. Overview 

In Chemistry, most reactions are bimolecular: at the foundation of the transformation 

of a molecule lies the encounter and the interaction with different molecular entities.  

 Bimolecular processes are pervasive. They occur in every state of matter over orders 

of magnitude in terms of space and time. The atmosphere is a gas-phase cauldron of 

molecules reacting together; most homogeneously catalysed synthetical procedures are 

carried out in the liquid phase; natural biological reactions relevant for life, spanning solar 

energy transduction to enzymatic catalysis happen in protein environments tailored by 

centuries of evolution.  

Among these few examples, bimolecular reactions in solution constitute a 

challenging field of investigation. In liquids, phenomena as solvation, diffusion, solute-

solute interactions enormously impact the equilibrium properties and the reactivity of a 

chemical reaction. Furthermore, reactions such as electronic energy transfer and charge-

separation can occur on extremely fast timescales, requiring advanced techniques for their 

investigation. Knowledge on how these factors impact the kinetics of a reaction is key to 

direct the design of more efficient and selective synthetic procedures or to create man-made 

systems capable of mimicking or surpassing natural processes.  

The aim of this thesis is to characterize three ultrafast photoinduced bimolecular 

processes that, beyond fundamental reasons, have applications in modern scientific 

challenges in the quest for light-harvesting substrates and novel solar energy transduction 

materials, or mitigation of climate change by utilisation of carbon dioxide in chemical 

synthesis. Furthermore, this thesis aims to show that ultrafast spectroscopies provide an 

insightful tool that can be successfully adapted to investigate a variety of reactions spanning 

several fields. To do so, concepts regarding the quantum nature of molecules, light-matter 

interaction and ultrafast spectroscopic techniques will be introduced.  
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1.2. General Photochemistry 

1.2.1 The Quantum Nature of Molecules 

 For any photochemical reaction to occur, light and matter must interact. For the 

purpose of the thesis, light-matter interactions will be described using the semiclassical 

approximation, treating chemical species quantum mechanically and light classically.1 The 

fundamental laws governing the world of the infinitely small are briefly introduced in this 

Section, referring to the vast literature for an in-depth conceptualization and formalization 

of quantum-mechanics.2,3 For atoms and molecules to be described quantum-mechanically, 

the Schrödinger equation must apply: 

 

�̂�𝜓(𝑟) = 𝐸𝜓(𝑟)         (1.1) 

 

where 𝜓(𝑟) is the wavefunction, a function describing the particle at the coordinates 𝑟 

(where the arrow indicates it is a vector quantity) and its square modulus returning the 

probability of finding the particle in a region of space. �̂� is the Hamiltonian operator, that 

includes all the possible contributions required to determine the energy of the particle (i.e., 

kinetic and potential energy). Equation 1.1 is an eigenvalue equation that returns the energy, 

𝐸, of the particle when in a stationary state, with 𝜓(𝑟) its solution. More formally, 𝜓(𝑟) lies 

in Hilbert space – an infinite-dimensional vector space. A wavefunction can always be 

projected onto a basis set spanning the Hilbert space and represented as a vector; operators 

mapping vectors in the Hilbert space can be represented with matrices.  

A general result of Equation 1.1 is that for a particle in a potential well, the associated 

energy levels are quantized, and each energy value 𝐸𝑛 has an associated wavefunction 𝜓𝑛. 

Knowledge of the wavefunction allows for the estimation of the physical observable 

properties of the particle.  

The time-evolution of the wavefunction is described by the time-dependent 

Schrödinger equation (TDSE): 

 

𝑖ℏ
𝜕

𝜕𝑡
Ψ(𝑟) = �̂�(𝑟, 𝑡)𝜓(𝑟)        (1.2) 

 

Equation 1.2 is particularly useful when describing time-dependent light-matter interactions 

in a semiclassical regime: as the strength of interaction is small, it merely perturbs the energy 
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of the states of the particle. Equation 1.2 constitutes the basis to describe transitions between 

states of the particle induced by electromagnetic radiation. 

 For molecules, the Hamiltonian in Equation 1.1 includes contribution from the 

kinetic energy operator (�̂�) of the nuclei and the electrons, and Coulombic repulsion and 

inter-particle attraction potentials (�̂�): 

 

�̂� = �̂�𝑛(�⃗⃗�) + �̂�𝑒(𝑟) + �̂�𝑒𝑒(𝑟) + �̂�𝑛𝑛(�⃗⃗�) + �̂�𝑒𝑛(𝑟, �⃗⃗�)      (1.3) 

 

In Equation 1.3, nuclear coordinates are expressed by �⃗⃗� and electron coordinates by 𝑟. For 

completeness, Equation 1.3 should also include relativistic terms to account for spin. 

Notably, the electron-nuclei attraction potential energy operator, �̂�𝑒𝑛(𝑟, �⃗⃗�), is the only term 

that is dependent on both the nuclear and the electron set of coordinates, complicating 

enormously the solution of the Schrödinger equation. It is clear that solving the Schrödinger 

equation and its time-dependent equivalent for a molecule is an extremely challenging task 

that requires approximation. 

 The Born-Oppenheimer (BO) approximation is a fundamental tool to help solve the 

Schrödinger equation. Considering that an electron is ~103 lighter than a proton or a neutron, 

the motion of electrons can be approximated to be instantaneous with respect to the nuclei. 

As a consequence, the wavefunction can be factorised in two different terms and the 

Schrödinger equation can be solved separately for electrons and nuclei. The wavefunction 

becomes: 

 

𝜓(𝑟, �⃗⃗�) = φ𝑒𝑙(𝑟, �⃗⃗�)χ𝑣𝑖𝑏(�⃗⃗�)        (1.4) 

 

In Equation 1.4, χ𝑣𝑖𝑏 is the vibrational wavefunction, that is independent on the electronic 

coordinates. φ𝑒𝑙 is the electronic wavefunction of the molecule, that is evaluated at a specific 

set of nuclear coordinates: φ𝑒𝑙 is still dependent on �⃗⃗�, but as a parameter rather than a 

variable. Then, once φ𝑒𝑙 is obtained, the process is repeated by varying parametrically �⃗⃗� to 

generate potential energy surfaces (PES) or curves, a set of multidimensional energy maps, 

one for each electronic state, that vary as a function of all nuclear coordinates. The concept 

of PES provides a direct and intuitive picture for chemical changes a molecule can undergo. 
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The topology of each surface is vast and contains many local minima, or saddle points 

associated with energy barriers.  

Although powerful, the BO approximation comes with the price of losing validity in 

regions of the multidimensional energy-coordinate space where two surfaces come close to 

one another or intersect. At such points, electronic and nuclear motion are no longer 

necessarily decoupled, and the energy surfaces interact with each other, resulting in 

alterations in their topology.4  

For example, in polyatomic molecules, two energy surfaces can get close to each 

other and couple without intersecting in a region of avoided-crossing. The interaction 

potential perturbing the energy of the initial and final states 𝑖 and 𝑓, |𝑉𝑖𝑓|
2
, dictates the extent 

of the coupling, and is given by the off-diagonal matrix element: 

 

|𝑉𝑖𝑓|
2

= |⟨𝜓𝑓|�̂�|𝜓𝑖⟩|
2
         (1.5) 

 

In Equation 1.5, �̂� is the interaction potential operator that describes the perturbation applied 

onto the system. Alternatively, two energy surfaces can cross, at a specific point of 

singularity in the phase space known as a conical intersection (CI). More generally this can 

be a seam of intersection. Both CIs and seams of intersection provide an effective way to 

move quickly from one PES to another. The probability of crossing is dependent on the 

value of |𝑉𝑖𝑗|
2
 and on the difference between the gradients of the potential of the two states 

in the region close to the CI: the steeper the potential, the faster the movement along a 

nuclear coordinate, typically resulting in an ultrafast sub-picoseconds interconversion of the 

nuclear momentum into the crossing point.  

 

 

1.2.2 Absorption to an Excited State  

Having defined the concept of PES, it is now possible to describe photon absorption 

by a molecule. Absorption of light is a process by which energy of an electromagnetic 

radiation is transferred to a chemical species, causing the molecule to transition from an 

initial state, 𝑖, to a final state, 𝑓. Absorption occurs only when the frequency of the 

electromagnetic radiation is resonant with the frequency of the molecular transition between 
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𝑖 and 𝑓 (𝜔 = 𝜔𝑖𝑓). This is immediately justified by imagining that, if the potential due to 

the charge distribution of nuclei and electrons in a molecule is expressed to a first 

approximation as a dipole, and if the molecular dipole oscillates harmonically, then, 

coupling with the electromagnetic radiation and energy transfer can only occur under the 

resonance condition. After the absorption event, the molecule in the state 𝑓 will then evolve 

in time according to the TDSE. 

This condition applies equally to transitions across the whole electromagnetic 

spectrum from electronic to rotational, and general rules governing the probability of the 

transitions can be outlined. In the semiclassical limit, the Hamiltonian for the TDSE is 

described by: 

 

�̂� = �̂�0 + �̂�(𝑡) = �̂�0 − �⃗�𝑒𝑙 ∙ �⃗⃗�(𝑡)       (1.6) 

 

Where �̂�0 is the Hamiltonian for the time-independent problem as expressed in Equation 

1.3, and �̂�(𝑡) is a time-dependent perturbation operator: as the interaction is treated 

classically, the potential is a scalar field resulting from the product between the electric 

dipole of the molecule and the electromagnetic field, as expressed by the second identity. In 

Equation 1.6 and in the rest of the discussion, only the electric component of the 

electromagnetic field is considered. The perturbation couples the states of the molecule, its 

matrix representation resulting in non-null off-diagonal terms. By recognizing that the 

electric field does not operate onto the molecular coordinates, the transition dipole moment, 

𝜇𝑖𝑓, can be defined as: 

 

𝜇𝑖𝑓 = ⟨𝜓𝑓|�̂�|𝜓𝑖⟩         (1.7) 

 

The square modulus of the transition dipole moment, |𝜇𝑖𝑓|
2
, returns the probability 

associated with the transition from 𝑖 to 𝑓. On the basis of symmetry arguments, it is possible 

to say whether Equation 1.7 will be non-null and establish selection rules that allows to 

determine a priori whether a transition is allowed or forbidden, depending on the nature of 

the involved states. Beyond symmetry requirements, recalling classically the electric dipole 

is the sum of all the displacement vectors between the 𝑁 charges in a molecule  



1. Introduction    

 6 

(�⃗�𝑒𝑙 = ∑ 𝑞𝑖𝑟𝑖
𝑁
𝑖 ), |𝜇𝑖𝑓|

2
 is large when the charge distribution associated to the final state is 

similar to that of the initial state after displacement under the dipole operator. This explains 

why, for example, in aromatic molecules π*←π electronic transitions are particularly bright, 

or why direct charge separation upon photoexcitation is not observed.  

  

 

Figure 1.1. Potential energy curves for a single nuclear coordinate for the singlet ground and first 

excited state of a generic molecule, depicting vibrational wavefunctions in a Morse potential. The 

most probable transition occurs from the lowest vibrational state in S0 to the third sublevel in S1 as 

dictated by Franck-Condon principle.  

 

Having discussed absorption in general, the specific case of electronic transitions is 

of interest for the experiments discussed in this thesis. Under the BO approximation, an 

optical transition leading to population of an excited state from the ground state occurs 

vertically between two energy surfaces (Franck-Condon principle) and may be accompanied 

by a change in vibrational state. An example is given in Figure 1.1 for a S1←S0 transition, 
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in a simplified picture of the PES where only one nuclear degree of freedom has been 

accounted for. Starting from the bottom of the S0 PES, the molecule is in the lowest possible 

vibrational state (𝑣 = 0). The vibrational wavefunction describing this state is labelled as 

𝜒0
0, where the subscript and the superscript refer to vibrational and electronic states, 

respectively. If the nuclear coordinates of the S1 PES are displaced compared to those of the 

ground state, the lowest energy vibrational wavefunction of S0, 𝜒0
0, will overlap not only 

with 𝜒0
1, but also with some higher vibrational levels 𝜒𝑛

1 of S1. Therefore, for a single 

molecule, it is most probable that excitation to S1 will bring the molecule to a vibrationally 

excited level different from 𝑣 = 0; for a statistical ensemble, the intensity of the absorption 

spectrum from a statistical ensemble of several molecules will be modulated by a factor 

equal to the overlap of the vibrational wavefunctions. In mathematical terms, partitioning 

the wavefunction in Equation 1.7 and recalling the electric dipole operator acts on electron 

coordinates only, for the specific case of the S1←S0 transition where S0 is the initial state 𝑖 

and S1 is the final state 𝑓, the square modulus of the transition dipole moment yields: 

 

|𝜇01|2 = |⟨𝜙1|�̂�|𝜙0⟩|2|⟨𝜒𝑚
1 |𝜒𝑛

0⟩|2 = |𝜇01
𝑒𝑙 |

2
|⟨𝜒𝑚

1 |𝜒𝑛
0⟩|2    (1.8) 

 

As introduced above, 𝜒𝑚
1  is the 𝑚-th vibrational level of the S1 state, 𝜒𝑛

0 is the 𝑛-th 

vibrational level of the S0 state; |𝜇01
𝑒𝑙 |

2
 is the square modulus of the S1←S0 electronic 

transition dipole moment. The expression |⟨𝜒𝑚
1 |𝜒𝑛

0⟩|2 is known as Franck-Condon factor 

and expresses the relative intensity of a vibronic progression associated with an electronic 

transition for a single vibrational mode. Equation 1.8 is valid for a PES defined over only 

one nuclear coordinate, as in Figure 1.1, but it can be generalized to polyatomic molecules 

considering all nuclear coordinates defining the PES. The Franck-Condon principle is the 

simplest justification to the emergence of vibronic progressions in absorption and in 

fluorescence (see Section 1.2.3). 

 

 

1.2.3 The Fate of Excited States   

 Immediately after photon absorption, electrons and nuclei find themselves in an out-

of-equilibrium state. Eventually, the species in the excited state will decay back to the 

ground state via several possible decay pathways.5  
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The Jablonski diagram is a schematic way to summarize the possible deactivation 

pathways for excited molecules (Figure 1.2); the diagram depicts states without reference to 

potential energy surface, so the only meaningful coordinate is the energy axis. 

  

 

Figure 1.2. Jablonski diagram for a generic chromophore in solution, indicating states, processes 

and relative timescales involved in molecular relaxation. 

 

Typically, absorption of a photon populates the S1 excited state, from which 

relaxation occurs. However, it is also possible that the molecule is excited to a state Sn>1, (as 

depicted in Figure 1.2) for example if the S1←S0 transition is forbidden, or simply if the 

photon energy is resonant with a transition to higher excited state. If this is the case, it is 

generally observed that molecules in an Sn>1 state interconvert quickly to S1 prior to any 

other relaxation process to the ground state (Kasha’s rule). 

 Relaxation from S1 to S0 can happen spontaneously (fluorescence) with emission of 

a photon, or as a consequence of the presence of photon (stimulated emission). For a single 

molecule, for a vertical transition that populates a vibrationally excited level with probability 

given by the Franck-Condon factor, the vibrationally hot molecule equilibrates to the bottom 
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of the first excited state PES prior to radiative relaxation, provided a mechanism for 

dissipation of vibrational energy is available. For example, in gases, collisions between 

molecules can provide a route for transfer of vibrational energy from the photoexcited 

molecule, while in condensed phase, coupling with solvent modes is the prominent 

mechanism. In solution, vibrational relaxation (VR) typically occurs on a picosecond 

timescale.6 

 In absence of external fields, the only radiative decay pathway allowed from S1 is 

fluorescence. A measure of the probability of a photon being re-emitted via fluorescence per 

absorbed photon is given by the fluorescence quantum yield (𝑓). 𝑓 is linked to excited 

state decay rates: the faster fluorescence compared to competitive non-radiative relaxation 

pathways, the higher the number of emission photons detected. Moreover, it should be 

highlighted that, as quantum-mechanics return statistical rather than deterministic 

information on the property of a system, the evaluation of the transition dipole moment from 

S1 to S0 only returns a probability value: in absence of external fields that trigger the 

transition, fluorescence of a single molecule is by nature a probabilistic event. Therefore, a 

fluorescence lifetime characteristic of a chemical species has meaning only when a 

statistically relevant ensemble of molecules is interrogated or a relevant number of 

observations on a single molecule are probed. Fluorescence timescales are typically found 

in the order of picoseconds to nanoseconds. In terms of energetics, fluorescence dominantly 

occurs from the bottom of the S1 PES in presence of VR. Hence, if the S0←S1 transition is 

accompanied by a change in vibrational state, the fluorescence will be observed at 

wavelength longer than the absorption and will exhibit the vibronic progression as found in 

absorption. Under these circumstances, the fluorescence spectrum of the molecule is the 

mirror image of the absorption spectrum, and the energy difference between the maxima of 

the two spectra is called Stokes shift, which accounts for energy contributions associated 

with solvent molecules rearranging around the chromophore after the transition (see Section 

1.2.3 for a more detailed discussion). 

 Non-radiative decay pathways can lead to molecular de-excitation, also. As for 

relaxation form higher excited states to S1, internal conversion (IC) can be an effective non-

radiative decay pathway also for the S0←S1 transition, for example in the presence of CI. 

On longer timescales, from 10-8 to 10-3 s, intersystem crossing (ISC), i.e., change in spin 

multiplicity from singlet usually to triplet state, can compete with fluorescence. Eventually, 
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T1→S0 relaxation occurs with emission of a photon, a process known as phosphorescence. 

Phosphorescence often takes milliseconds to seconds due to the slow process of spin 

interconversion during the transition and is observed at wavelength longer than 

fluorescence, occurring from the bottom of the T1 PES. 

A final route of depletion of excited-state population is to form photoproduct species. 

This can be the case if the molecule is photoexcited to a dissociative Sn state or if after 

photoexcitation the Sn state couples to another PES. The nature of the dissociative state or 

the alternative PES may vary, from single well potentials that lead nuclei along a given 

coordinate to break a bond,7,8 to potentials that simply lead to form a stable isomer of the 

initial molecule.9,10  

 

 

1.2.3 Relaxation of Photoexcited Species in Solution 

The photophysical events described so far have general validity. In liquids, other 

phenomena are concomitant with the relaxation processes outlined in Section 1.2.2, as a 

result of the molecule interacting with the environment.  

In the gas phase, spectroscopic transitions typically appear as sharp, resolved peaks; 

their bandwidth is dictated by the natural lifetime for the transition. In liquids, the most 

evident proof of system-bath interaction is spectroscopic broadening of transitions. This can 

be distinguished in two different contributions. In primis, in the liquid phase, chromophores 

are not isolated and couple to a quasi-continuum of solvent states surrounding the solute. As 

a consequence, the natural lifetime for a transition is reduced, thus increasing the linewidth. 

As the phenomenon is experienced in the same way by each molecule, it is known as 

homogeneous broadening. However, different arrangements of solvent molecules and their 

dipoles around the chromophores means solute molecules experience locally different 

potentials, thus resulting in alterations of their ground and excited states and in turn slightly 

different excitation energies. As the environment around the solute is different from 

molecule to molecule, this source of broadening is labelled as inhomogeneous. 

Inhomogeneous broadening arises from a statistical ensemble of molecules, and therefore 

can be viewed as the sum of many different homogeneously broadened lineshapes. Together, 

homogeneous and inhomogeneous broadening provide a connection between system-bath 
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dynamics and observed lineshapes evident in absorption spectra.11 A similar reasoning can 

be used to justify spectral broadening in pigment-protein complexes. 

Furthermore, macroscopically, the presence of solvent changes the equilibrium 

properties of the molecule, in first approximation behaving as a collection of dipoles that 

exerts a mean electric field on the solute; in terms of dynamics, it has an influence on the 

stability of transition states, or changes properties associated to statistical ensemble of 

molecules, as diffusion. But it is more than tuning pre-existing properties of a chromophore: 

solvent molecules can cage solute molecules and prevent a reaction in favour of another, or 

directly react with solute molecules, or act as catalyst; solvent makes possible charge 

separation reactions and can mediate electron, proton, and energy transfer.  

Effects of the solvent on the reaction dynamics change from system to system. A 

general phenomenon is of particular interest for photo-relaxation processes: solvation 

dynamics around a solute molecule. As mentioned previously, the Stokes shift accounts for 

the energy release associated with solvent dipole realignment around a chromophore 

undergoing a transition. As solvent molecules are associated with molecular dipoles, the 

dipoles themselves will have to respond to changes in the charge density distribution of the 

solute upon photoexcitation by rotating and realignment (see for example Figure 1.3). 

Solvent molecular rotation is not instantaneous: immediately after photoexcitation, the 

solvent configuration is the same as for the S0 equilibrium. Therefore, solvent equilibration 

and full adaption to the charge distributions of the excited state PES is a time-dependent 

process. Ultrafast time-resolved experiments are able to interrogate dynamically the Stokes 

shift, following its evolution in time until a new equilibrium is reached, when no further 

spectral shifting of the fluorescence spectrum is observed.12,13 

A treatment of solvent that fully accounts at a quantum-mechanical level for solvent 

granularity and addresses its microscopic role as well as macroscopic properties is an 

extremely complicated task.14,15 In computation, inclusion of solvent in the Schrödinger 

equation is typically limited to few molecules, if necessary to investigate their role in a 

reaction, to then move to molecular mechanics or mean-field approaches in regions away 

from the solute of interest.  
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Figure 1.3. Realignment of dipoles of solvent molecules around a chromophore with little or no 

permanent dipole moment in the ground state and large dipole moment in the excited state. In this 

case, polar solvents stabilize the excited state better than apolar solvents, resulting in larger Stokes 

shift. 

 

 

1.2.4 Non-linear Perturbation Theory 

So far, the discussion has been limited to treat phenomena for which matter response 

to light perturbation was linear in the intensity of the incident field. However, in general, 

light can interact more than once with a molecule, causing a non-linear response by the 

material – typically ultrafast pulsed lasers with high peak power intensities are required to 

achieve such non-linearities. Macroscopically, non-linear optics can be described with 

Maxwell’s equations as wave-mixing between multiple electric fields acting on a medium.16 

Non-linear optics are at the foundation of many spectroscopic techniques, where the output 

of a laser source often requires manipulation before running an experiment, from frequency 

mixing to optical parametrical amplification.17  
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In bulk, the material response to the electric field is expressed by the polarization, 

that, for a lossless, dispersionless and non-ferroelectric material, can be expanded in power 

series to include non-linearities in light-matter interaction: 

 

�⃗⃗�(𝑡) = ∑ �⃗⃗�(𝑖)(𝑡)𝑖 = 𝜀0𝜒(1)�⃗⃗�(𝑡) + 𝜀0𝜒(2)�⃗⃗�(𝑡)�⃗⃗�(𝑡) + ⋯    (1.9) 

 

In Equation 1.9 �⃗⃗�(𝑖) is the 𝑖-th order of the polarization signal, 𝜀0 is the vacuum dielectric 

constant, and 𝜒(𝑖) is the dielectric permittivity for the 𝑖-th order, in general a tensor of rank 

equal to the order of the perturbation. Each term of the polarization signal depicts 

phenomena that are observable only with a number of interactions between the field and the 

material equal to the order term and can be interrogated with specific spectroscopic 

techniques. Energy and momentum conservation (phase-matching condition) laws apply to 

Equation 1.9.  

Three non-linear phenomena of interest for this thesis can be described in terms of 

Equation 1.9. Briefly, second harmonic generation (SHG) is the generation of a pulse with 

a frequency equivalent to the double of the incoming pulse (𝜔𝑜𝑢𝑡 = 2𝜔𝑖𝑛, by energy 

conservation). This is achieved by focussing laser light into a bi-refringent material to 

respect the phase matching condition (�⃗⃗�𝑜𝑢𝑡 = 2�⃗⃗�𝑖𝑛);16 for SHG to occur, the incoming pulse 

needs to be intense enough for the second term of the power series expansion in Equation 

1.9 to be significant. Similar to SHG, third-harmonic generation (THG) is a process where 

three fields with the same energy are mixed, to obtain photons with frequency 𝜔𝑜𝑢𝑡 = 3𝜔𝑖𝑛. 

Finally, a non-collinear optical parametrical amplifier (NOPA) relies on mixing a high 

frequency and high intensity beam, acting as a pump pulse, with a lower frequency and weak 

intensity seed. Together they generate an amplified seed beam (the signal) and an idler beam 

as a result of the interaction. In non-collinear configurations, broadband pulses can be 

obtained, necessary for the generation of pulses with a duration of few femtoseconds.17  
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1.3. Bimolecular Photochemistry 

1.3.1. General Phenomena in Liquid Phase 

 The presence of more than one reactant in liquid environment is associated to a 

plethora of reactive events that go beyond isomerization or dissociation reactions. Whilst in 

general bimolecular events can occur on the ground as well as on the excited PES, 

bimolecular photochemistry pertains to chemical reactions that are triggered by photon 

absorption by a reactant. The presence of another reagent alters the energy landscape of the 

chromophore and new product states are accessed when the rate of the bimolecular event 

outcompetes the photorelaxation pathways. Electronic energy, electron and proton transfer 

reactions are discussed in greater detail in Sections 1.3.2 and 1.3.3, respectively. 

 For a diffusive bimolecular reaction to occur, the reagents need to get sufficiently 

close to each other and encounter. In the liquid phase, where reactants are free to move, the 

encounter probability and intermolecular forces that bring molecules together or force them 

apart are key to determine the rate of a bimolecular event. Diffusion events directly impact 

the rate when reactant encounter is slower than or comparable to the reactive event. 

Predicting an encounter timescale in liquid is not as straightforward as in the gas phase, 

rather requiring an empirical measurement of diffusion coefficients: beyond the simple 

collisions among particles, solute-solvent interaction can accelerate or slow random-walks 

in the condensed phase. Moreover, solute-solute intermolecular forces determine the 

existence and the extent of pre-associated reactants or formation of aggregates that can be 

described via equilibria; in the excited state, formation of excimers or exciplexes can also 

impact the outcome of a reaction.  

 Having provided a general description of these phenomena, a more detailed 

discussion of diffusion relevant to the interpretation of the data shown in this thesis is 

provided. Diffusion reactions have been thoroughly investigated, providing both 

mathematical descriptive tools at different layers of complexity and scientific experimental 

methodologies to access its influence on chemical dynamics,18–25 with direct application to 

time-resolved techniques used to interrogate them. Generally, a bimolecular reaction of the 

type 𝐴 + 𝐵 → 𝑃 is described by a system of coupled differential equations dictated by 

classical chemical kinetics plus terms due to diffusion. The derivation can be obtained 

starting from Fick’s law of diffusion.14,26,27 Eventually, Equation 1.10 is obtained: 
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{

𝜕[𝐴]

𝜕𝑡
= 𝐷𝐴∇2[𝐴] − 𝑘(𝑡)[𝐴][𝐵]

𝜕[𝐵]

𝜕𝑡
= 𝐷𝐵∇2[𝐵] − 𝑘(𝑡)[𝐴][𝐵]

       (1.10) 

 

where 𝑘 is the rate constant of the bimolecular reaction between 𝐴 and 𝐵, 𝐷𝐴 and 𝐷𝐵 are the 

diffusion coefficients of the species involved, and [𝐴] and [𝐵] are the reactant 

concentrations, which depend on time and on the square-term of the gradient, given by 

∇=
𝜕

𝜕𝑥
+

𝜕

𝜕𝑦
+

𝜕

𝜕𝑧
. Notably, Equation 1.10 reduces to the expression for classical chemical 

kinetics only in case of an activation-controlled reaction, while for extremely fast 

bimolecular reactive events, the rate limiting step is the encounter of the two reactants with 

one another (diffusion-controlled reaction). In theory, solving for all reactants and products 

provides a full description of the dynamics of a bimolecular reaction. For specific classes of 

reactions, the rate of reaction can be estimated independently, and used as a known 

parameter to model the reactants concentration profiles of the kinetics (e.g., electron or 

electronic energy transfer).  

Analytical solutions for Equation 1.10 are available for uncoupled equations with 

specific boundary conditions or using a different coordinate system; alternatively, numerical 

simulations are necessary. In cases where the concentration of one of the two reactants is in 

large excess, a key approximation can be made: in a random walk in the solvent, the 

molecule at low concentration is not likely to encounter a replica of itself, meaning it is far 

more probable it encounters a molecule of the species in excess. Under these conditions, it 

is mathematically simpler to solve the diffusion equation by fixing the cartesian coordinates 

on one of the molecules at low concentration, the target, and describe the diffusive event of 

the molecules in excess in relative terms. Additionally requiring at time-zero only the 

reactants are present, and that their reaction happens infinitely faster than the time necessary 

for them to diffuse at a distance smaller or equal to 𝑎, the contact radius, an expression for 

the rate of reaction can be written as:  

 

𝑘(𝑡) = 4𝜋𝑁𝐴𝑎𝐷 (1 +
𝑎

√𝜋𝐷𝑡
)        (1.11) 
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In Equation 1.11, 𝑁𝐴 is Avogadro’s number and 𝐷 is the sum of the diffusion coefficients 

of the two species. It is also common to assemble the pre-factors and define the diffusion 

rate constant: 

 

𝑘𝐷 = 4𝜋𝑁𝐴𝑎𝐷          (1.12) 

 

that accounts for the purely diffusive contribution to the rate constant, representing the long-

time limit, once a stationary regime is reached. This formulation was firstly presented by 

von Smoluchowski and it represents the case of diffusion-limited reactions.18,19,28 Many 

refinements to this description have been proposed, from models that account for on-contact 

reaction with a rate non-infinitely faster than diffusion (e.g., proton transfer) in the Collins-

Kimball approximation,20,29 to cases when reaction rates are dependent on the reactants 

separation distance (e.g., electron and energy transfer).23  

Equation 1.11 can be adapted to describe the time-resolved intensity signals of 

spectroscopic techniques able to interrogate the dependence on diffusion of bimolecular 

reactions, such in the case of time-correlated single-photon counting (TCSPC) spectroscopy 

or transient-absorption (TA) spectroscopy.30–34 It can be shown that in these experiments the 

signal intensity, 𝐼, associated with a molecule where a unimolecular decay process (e.g. 

fluorescence) competes with quenching by diffusion can be modelled via: 

 

𝐼 = 𝑒
−𝑐0𝑘𝐷(𝑡+

2𝑎√𝑡

√𝜋𝐷
)
𝑒−𝑘𝑅𝑡        (1.13) 

 

In Equation 1.13, 𝑘𝑅 is the rate constant for any decay process competing with diffusion and 

𝑐0 is the initial concentration of the excess reactant, which remains roughly constant as the 

bimolecular reaction consumes it by a negligible amount. 

The von Smoluchowski model is the simplest way of describing diffusion in a 

bimolecular reaction. Equation 1.12 was used in the investigation of excited-state proton 

transfer reaction to estimate an upper limit for diffusion step in the system under study 

(Chapter 2). Equation 1.13 was used to describe and model the kinetics of a diffusion-limited 

electron transfer reaction and accounted for excited state radiative decay of the reactants 

(Chapter 3).  
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1.3.2. Electronic Energy Transfer 

In a system containing two chromophores, an additional pathway to dissipate the 

excess energy is available for a molecule in the excited state. The excited chromophore can 

act as a donor and transfer its energy to its partner moiety, provided the acceptor molecule 

has an energetic transition that meets the resonance condition. Electronic energy transfer 

(EET) has been extensively investigated and modelled in condensed phase, from liquid 

solutions to proteins to crystals.35 Two limiting cases can be distinguished, one of weakly 

interacting molecules, typical of chromophores in solution,36,37 and that of atoms and 

molecules in a crystal lattice interacting strongly.38 

For the purpose of this thesis only the weakly interacting regime will be discussed, 

where the electronic states of the donor-acceptor (D-A) pair are not significantly different 

from those of the isolated components, as confirmed by the absorption and fluorescence 

spectra. The chromophores are treated as a pair of resonant dipoles, in a so-called Förster 

resonance energy transfer (FRET) process.35 In this picture, two approximations are made: 

solvent equilibration around the donor molecule after its excitation is fast compared to the 

FRET timescale and the energy required to reorganise the solvent dipole is larger than the 

donor-acceptor coupling term. As a result of chromophores interacting, the energies of their 

electronic states are weakly perturbed due to the potential they exert onto each other. The 

perturbation is approximated with a dipole-dipole interaction potential:35 

 

𝑉𝐷𝐴 =
1

4𝜋𝜀0

1

𝑛2 (
�⃗⃗⃗�𝐷·�⃗⃗⃗�𝐴

𝑟𝐷𝐴
3 −

3(�⃗⃗⃗�𝐷·𝑟)(�⃗⃗⃗�𝐴·𝑟)

𝑟𝐷𝐴
5 )        (1.14) 

 

In Equation 1.14 the potential between the two dipoles, 𝑉𝐷𝐴, has a pre-factor resembling the 

Coulombic interaction potential where 𝜀0 is the electric permittivity in the vacuum and 𝑛 is 

the refractive index of the host medium of donor and acceptor. The potential is proportional 

to the inverse of the third power of the distance 𝑟𝐷𝐴 separating the donor and the acceptor 

dipole moments, �⃗�𝐷 and �⃗�𝐴 respectively. Evaluating the transition probability for the 

bimolecular process 𝐷∗ + 𝐴 ⟶ 𝐷 + 𝐴∗ under the potential in Equation 1.14 leads to an 

expression for the FRET rate: 

 

𝑘𝐸𝐸𝑇(𝑟𝐷𝐴) =
𝐷

𝜏𝐷

𝜅2𝐼(𝜆)

𝑁𝐴𝑛4

9000(ln 10)

128𝜋5

1

𝑟6
=

1

𝜏𝐷
(

𝑅0

𝑟𝐷𝐴
)

6

      (1.15) 
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In Equation 1.15 𝑁𝐴 is Avogadro’s number, 𝐷 and 𝜏𝐷 are the fluorescence quantum yield 

and the fluorescence lifetime of the isolated donor. 𝜅 is the dipole orientation factor resulting 

from the relative alignment of the dipoles; in isotropic medium where the dipoles are 

assumed to freely rotate, integrating over all the possible dipole pair directions leads to a 

value of 𝜅2 of 2/3, typically adopted when evaluating Equation 1.15. The remaining quantity 

𝐼(𝜆): 

 

𝐼(𝜆) = ∫ 𝐹𝐷(𝜆)𝜆4𝜀𝐴(𝜆) 𝑑𝜆
∞

0
        (1.16) 

     

is the Förster spectral overlap integral, given by the intersection of the donor absorption 

spectrum and  normalized acceptor fluorescence spectrum. Finally, 𝑅0 is the Förster distance 

and groups all the known terms; this quantity has a physical meaning related to the efficiency 

of the FRET process (vide infra). The rate is dependent on the lifetime and the fluorescence 

quantum yield of the donor molecule: energy transfer is more likely if the donor excited 

state lives for longer and if the non-radiative decay pathways are ineffective. Moreover, for 

dipole orientations at which coupling is zero and for low overlaps FRET cannot occur. 

 The efficiency of FRET, 𝐸𝐹𝑅𝐸𝑇, competing with the donor radiative decay pathway 

is defined as: 

 

𝐸𝐹𝑅𝐸𝑇 =  
𝑘𝐹𝑅𝐸𝑇

𝜏𝐷
−1+𝑘𝐹𝑅𝐸𝑇

=  
𝑅0

6

𝑟𝐷𝐴
6+𝑅0

6       (1.17) 

 

The second part of Equation 1.17 can be obtained by substituting 𝑘𝐹𝑅𝐸𝑇 with the second 

identity in Equation 1.15. This formulation is useful to interpret 𝑅0 as the distance at which 

FRET efficiency is 50%. 

 Typically, knowledge of the donor-acceptor distance from independent microscopy 

measurements on nanoparticles or proteins allows for an estimation of the FRET timescale. 

Equation 1.17 can also be rearranged and used to estimate the average donor-acceptor 

distance, by determining the FRET rate constant from time-resolved emission 

measurements.35  
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1.3.3. Electron and Proton Transfer 

Electron transfer (ET) reactions have been thoroughly studied and formalized on the 

principles of quantum-mechanics.39–42 The first comprehensive treatment of ET from a 

reducing donor to an oxidising acceptor species (𝐷 + 𝐴 → 𝐷+ + 𝐴−) was by Marcus. 

Generically, the rate of a reaction is related to the energy barrier to surpass when moving 

from reactants and products states, as expressed by Eyring’s equation within the frame of 

transition-state theory: 

 

𝑘 = 𝐴𝑒
− 

Δ𝐺‡

𝑘𝐵𝑇          (1.18) 

 

In Equation 1.18 𝑘𝐵 is the Boltzmann constant, 𝑇 is the temperature, 𝐴 a pre-exponential 

factor that depends on the coupling between the reactant and product states (vide infra). For 

the forward reaction from the reactants to the product, the rate 𝑘 depends exponentially on 

the free energy difference between the reactant state and the transition state Δ𝐺‡, the 

activation free energy. In Marcus theory, the activation free energy is related quadratically 

to the standard free energy of reaction, providing a link between a kinetic and a 

thermodynamical parameter: 

 

Δ𝐺‡ =
𝜆

4
(1 +

Δ𝐺⊖

𝜆
)

2

         (1.19) 

 

In Equation 1.19, the reorganisation energy 𝜆 also appears. For an electron donor-acceptor 

pair, 𝜆 is the energy required to rearrange all the nuclei and the solvent dipoles around them 

from the configuration of the reactant to that of the products without transferring an electron. 

Equation 1.19 is effective in describing different ET regimes. In the normal region, where 

−𝛥𝐺⊖ > 𝜆, Δ𝐺‡ decreases and the rate of ET increases in agreement with common intuition 

that the larger the thermodynamic driving force, the faster a reaction will result (Figure 

1.4(a)). However, the rate of the electron transfer does not grow indefinitely with the 

increase of the thermodynamic drive −Δ𝐺⊖, rather has a maximum at −Δ𝐺⊖ = 𝜆, when 

the energy released from the process compensates exactly that necessary to reorganise the 

nuclei and solvent dipoles (Figure 1.4(b)), in the barrierless regime (Δ𝐺‡ = 0). After this 

point, at −𝛥𝐺⊖ < 𝜆, Equation 1.19 correctly predicts the existence of the so-called inverted 
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region of ET, where further increase in −Δ𝐺⊖ decelerates the rate of reaction (Figure 1.4(c)) 

as Δ𝐺‡ is non-zero and a barrier is re-introduced.  

 

 

Figure 1.4. Energy-reaction coordinate diagrams for three cases individuated by Marcus equation: 

(a) −𝛥𝐺⊖ > 𝜆 in the normal region of ET, with a positive value of 𝛥𝐺‡, (b) −𝛥𝐺⊖ = 𝜆 when the 

ET rate is maximum as 𝛥𝐺‡ is zero, (c) −𝛥𝐺⊖ < 𝜆 in the inverted region, where 𝛥𝐺‡ is positive 

again.  

 

As a consequence, both internal degrees of freedom rearrangement and solvation 

contribute to the total reorganisation energy, 𝜆 can be further expressed as a sum of 𝜆𝑖𝑛, an 

inner sphere one (displacement of nuclear coordinates in the solute), and 𝜆𝑜𝑢𝑡, an outer 

sphere contribution (realignment of solvent dipoles around the solute). Starting with 𝜆𝑖𝑛 this 

can be expressed as the sum over all the possible 𝑗 coordinates of the harmonic potentials 

associated to the displacement between the reactant coordinate 𝑞𝑗
𝑅 and the product 

coordinate 𝑞𝑗
𝑃, as directly derived by Marcus:39 

 

𝜆𝑖𝑛 =
1

2
∑ 𝜔𝑗(𝑞𝑗

𝑅 − 𝑞𝑗
𝑃)2

𝑗         (1.20) 

 

In Equation 1.20, 𝜔𝑗 is the oscillation frequency over the 𝑗-th vibrational coordinate. The 

solvent contribution can be obtained from purely electrostatic considerations, evaluating the 
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energy necessary to create a cavity in an ensemble of solvent dipoles to accommodate a 

solute molecule in it and the energy released from favourable solute-solvent interaction. The 

contributions from the donor and the acceptor can be expressed as a function of their 

separation distance 𝑟𝐷𝐴: 

 

𝜆𝑜𝑢𝑡 =
(Δ𝑒)2

4𝜋𝜀0
(

1

2𝑎𝐷
+

1

2𝑎𝐴
−

1

𝑟𝐷𝐴
) (

1

𝑛2 −
1

𝜀
)      (1.21) 

 

where Δ𝑒 is the amount of charge exchanged during the ET, 𝑎𝐷 and 𝑎𝐴 are the solvation 

radius of the donor and acceptor species respectively, 𝑛 is the refractive index and 𝜀 the 

relative dielectric constant of the medium. 

An expression for the pre-exponential coefficient in  Equation 1.18 can be obtained 

by calculation of the coupling of the donor-acceptor PES. According to the approximations 

made to include the vibrational sub-levels on the PES, different expressions can be 

obtained.40,41 When a single vibrational mode is accounted for and solvent relaxation is 

assumed to respond rapidly to the change in the electronic structure of reactants and 

products, Equation 1.18 assumes the following form: 

 

𝑘𝐸𝑇 =
2𝜋

ℏ
|𝑉𝑟𝑝|

2 1

√4𝜆𝑘𝐵𝑇
𝑒

− 
(𝜆+Δ𝐺⊖)

2

4𝜆𝑘𝐵𝑇        (1.22) 

 

Where |𝑉𝑟𝑝|
2
 is the coupling term between the reactant and product PES, and in the 

derivation is assumed to be extremely smaller than thermal fluctuations in the order of 𝑘𝐵𝑇. 

The equation shows that the reactant and product PES need to couple for the electron transfer 

to occur. Also, it can be shown that the ET is dependent on distance, the rate of the transfer 

decaying exponentially with the distance between the donor-acceptor pair – evidence 

necessary to be accounted for when treating ET between donor and acceptor molecules free 

to diffuse.  

The Marcus treatment of ET prompts an extension for another charge-transfer 

reaction, proton transfer (PT).43 For this class of reaction a Marcus bond-order bond-energy 

semiempirical correlation has been used to predict and rationalize the rate of intermolecular 

and intramolecular PT following molecular photoexcitation.44–46 However so far no 
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experiments have managed to interrogate systems that lie in a predicted inverted region for 

PT. Finally, further research has been done in the field of proton-coupled electron transfer 

reactions, where the ET and the PT occurs at the same timescales if not simultaneously, a 

class of reaction that tests to an extreme the validity of BO approximation.47  

 

 

1.4. Spectroscopic Techniques for Photochemistry 

1.4.1. Time-Correlated Single Photon Counting Spectroscopy 

 Time-Correlated Single Photon Counting (TCSPC) spectroscopy is a time-resolved 

fluorescence technique suitable to investigate the time-resolved decay profile of fluorescent 

molecules.48 As summarized by Figure 1.5, a molecule is excited with a high-repetition laser 

source and every time the molecule emits, a fluorescence photon is registered by a detector, 

that is transduced into an electrical signal. As an electrical signal is produced by the detector, 

a time-to-digital converter (TDC) card registers the signal, and a photon is counted. At the 

same time, the TDC registers pulses associated with the excitation source, either by 

electronical synchronisation or by sending a portion of the excitation light onto a second 

detector prior to sample excitation. At each optical cycle of the laser, the excitation pulse 

read by the detector acts as a start clock and triggers the TDC to start a time-interval 

measurement. As soon as a fluorescence photon is counted, the clock is stopped, and the 

time-interval associated to the emission event is registered and stored. The procedure is 

repeated at each optical cycle of the laser, sampling the statistics of the probabilistic 

spontaneous emission event, and binning every registered time-interval in a histogram, until 

the time-resolved decay profile is obtained. The bin width determines the sampling 

resolution of the technique.  

TCSPC is an extremely sensitive technique, as current technology in detector 

manufacturing allows for detection of very low photon fluxes; this is particularly useful 

when working at concentrations approaching single molecules, or when the fluorescence 

quantum yield of the sample is extremely low. Sensitivity, detection wavelength range, 

dead-times, and dark count-rates are specific to each kind of detector, which are chosen 

according with the experimental needs. All TCSPC detectors are based on the same principle 

that arrival of a photon on a light-sensitive material triggers an electron cascade process and 
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thus an electric signal is produced;  photo-multiplier tubes and avalanche photodiodes are 

the most common types of detectors. 

There are two main limitations of TCSPC. The first is clearly related to the set of 

molecules that can be investigated, which are required to fluoresce. The second is related to 

the time-resolution of the technique. In principle, the shortest recordable excitation-emission 

time-interval is limited by a series of factors all convolved together: the time width of the 

excitation pulse acting as a start clock, the temporal uncertainty between the arrival of a 

photon at the detector and the generation of the electrical signal determining the error on the 

stop clock, the jitter associated to the electronics component of the TDC in the digitalization. 

 

 

Figure 1.5. Schematic working principle of TCSPC. To recover the time-resolved decay profile of 

a chemical species, the time interval between the excitation and the fluorescence of a molecule is 

repeatedly measured and binned to obtain a histogram. 
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In practice, the use of lasers with ultrashort pulses and the optimization of TDC cards limits 

the time-resolution to the intrinsic uncertainty in the electron cascade photogeneration event 

and start-stop timing jitter. According to the detectors, the time-resolution could be reduced 

to as much as ~4 ps, but it is more commonly found to be in the order of hundreds of 

picoseconds due to jitter. Measurement of the overall instrument-response function (IRF) of 

the technique can be determined by simple scattering experiments. 

A solution to access the kinetics of photochemical reactions lying in a sub-

picoseconds time regime, is offered by fluorescence up-conversion (FLUP) spectroscopy. 

In this ultrafast technique, the fluorescence signal of a sample is mixed in a non-linear crystal 

with a gate laser pulse. The gate time delay is scanned and the sum-frequency generated 

signal is recorded. Time-resolution is no longer dictated by the electronics of the detecting 

system, rather by the length of the gate pulse. However powerful, FLUP spectroscopy cannot 

access the dynamics of dark states; for such issue, pump-probe experiments are required.   

 

 

1.4.2. Pump-Probe Spectroscopy 

Pump-probe spectroscopy is a versatile solution to the problem of investigating 

timescales faster than those limited by electronics timing and is applicable to non-

fluorescent species. In this experiment, illustrated in Figure 1.6, time-resolved differential 

absorbance measurements of the excited and the ground state absorption spectra are 

recorded. Initially, a pump pulse is focussed into a sample to excite molecules. Then, a 

broadband probe pulse is sent in the sample, overlapping it in space and time with the pump 

pulse; after it is transmitted through the sample, the probe pulse and collinear signal are 

dispersed with a grating and imaged onto a detector, resulting in a transient (pump-on) 

spectrum. Subsequently, the pump beam is blocked, typically with an optical chopper: only 

the probe pulse is incident on the sample, collecting a simple ground state (pump-off) 

absorption spectrum. The recorded spectra are then subtracted from each other according to 

Equation 1.23 to produce a differential signal ∆𝐴(𝜆, 𝑡): 

 

∆𝐴(𝜆, 𝑡) = −𝑙𝑜𝑔
𝐼𝑝𝑢𝑚𝑝 𝑜𝑛

𝐼𝑝𝑢𝑚𝑝 𝑜𝑓𝑓
        (1.23) 
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In Equation 1.23, ∆𝐴 is the differential absorbance and 𝐼 is the intensity, respectively, in 

presence or absence of the pump pulse. The procedure is repeated at many different pump-

probe time-delays, to record a transient differential absorption signal.  

 

 
 

Figure 1.6. Pump-probe spectroscopy working principle. A pump laser is sent on the sample to 

excite it, followed by a probe pulse imaged with a grating onto a detector. Difference spectra are 

obtained by blocking every other pump pulse with a chopper, and the transient dynamics are accessed 

varying the pump-probe time delay.  
 

 As a consequence of Equation 1.23, the total pump-probe signal is the sum of 

different positive and negative contributions. Ground-state bleaching (GSB) is a negative 

feature appearing at wavelength corresponding to ground state absorption: as the pump 

pulses excite the sample, the ground state population is depleted; thus, on the arrival of the 

probe pulse, the sample will transmit more light at these wavelengths (𝐴𝑜𝑛 <  𝐴𝑜𝑓𝑓) 

resulting in more photons transmitted to the detector at these wavelengths. The probe pulse 

can also be responsible for stimulated emission (SE): again, the detector counts more 

photons than in absence of the pump, resulting in a negative feature resembling the steady 

state fluorescence spectrum; in cases of small Stokes shift, GSB and SE signal overlap in a 

single band. Positive signals can arise from excited-state absorption (ESA) contributions: 

molecules in the excited state can further absorb photons resonant with Sn←S1 transitions, 

resulting in less probe light transmitted at the corresponding wavelengths in the presence of 

the pump. Finally, a fourth contribution, positive in signal, can arise from photoproduct 

absorption: regardless the state they are formed in, by absorbing probe light they will 

contribute to an increased absorbance after pump excitation.  

Typically, these features overlap with one another, complicating the interpretation 

of pump-probe spectra.49 Dynamical solvation effects concomitant with the evolution of TA 

features can lead to frequency shifts. To address such sources of complexities, one resorts 
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to spectral deconvolution techniques to isolate the different contribution, and relies on 

independent experiments to assign them (e.g., FLUP spectroscopy, to interrogate the 

emission selectively), and analyses their kinetics independently. 

Advantages of pump-probe technique resides in a relatively simple setup when 

compared to other ultrafast techniques, providing both spectral and temporal insights on the 

excited state and only requiring the molecule to absorb. Furthermore, it can be easily adapted 

to explore different regions of the electromagnetic spectrum, employing visible broadband 

probe pulses to interrogate higher electronic transitions as in TA spectroscopy, or infrared 

probe pulses in TRIR spectroscopy to gain insights on the vibrational modes of the ground 

and excited state. There are limitations too. Pump-probe spectroscopy is not a background-

free technique as fluorescence is, and thus far higher signal-to-noise ratios are obtained with 

TCSPC. Furthermore, in common setups, the use of optical choppers sets an upper limit for 

the repetition rate of the pump pulses and thus on how fast data can be collected; similarly, 

achieving pump-probe time-delays longer than 10 nanoseconds requires more specialised 

instrumentation. More fundamentally, as in steady-state absorption spectroscopy, TA and 

TRIR do not resolve homogeneous from inhomogeneous broadening with few insights 

gained for solute-environment interactions.  

To address these limitations, multidimensional techniques have been developed, at 

the cost of increased complexity in the experiment. In two-dimensional (2D) spectroscopies, 

ultrashort broadband pulses are used to obtain frequency-frequency correlation maps at 

different time delays and have been used to interrogate both molecular vibrations in the 

infrared (2DIR) and optical transitions as electronic spectroscopies (2DES). Recent 

advances have also been implemented to access the mixed electronic-vibrational regime 

(2DEV).50 

In ultrafast experiments, the length of the pump pulses determines the time resolution 

of the techniques and is theoretically limited only by the time-bandwidth product. 

Nevertheless, set up and data interpretation is more complicated for sub-picoseconds 

experiments that requires careful manipulation of laser pulses; for some experiments of this 

class the accessible time-window is limited; some others, as FLUP spectroscopy, require the 

sample to fluoresce. Ultimately, it is the sample and the scientific questions about it that 

dictate whether the insights gained from a technique outcompetes its complexity, in a range 

of choices often complementary to each other.  
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1.5. Thesis Topics 

 In this thesis, two chemical systems and a biohybrid nanomaterial that undergo three 

different types of bimolecular photochemical reactions will be presented and discussed, 

demonstrating that ultrafast spectroscopies can be successfully applied to a broad set of 

different problems to unveil the complexities associated with bimolecular events in the 

condensed phase.  

 In Chapter 2, the investigation of an excited-state proton transfer (ESPT) reaction 

between a coumarin derivative and 1-methylimidazole will be presented. ESPT is a proton-

transfer reaction that occurs once a chromophore molecule is in the excited state. At a 

fundamental level, after photoexcitation to the excited state and rearrangement of the 

electron density, proton-transfer involves the breaking of a bond, exploring regions of the 

PES where the BO approximation does not hold; experimental evidence obtained from the 

analysis of this system can be used to foster research on novel theoretical methodologies. 

Furthermore, ESPT is a reaction relevant in biology. In plants coumarin derivatives reaction 

upon irradiation is supposed to oppose to bacterial and fungal infections.51 Green-

fluorescent protein radiative mechanism is based on an ESPT reaction where residues of the 

protein are involved in accepting a proton from the chromophore;52,53 hence  

1-methylimidazole was chosen as an ideal model proton-acceptor, able to mimic the role of 

protein residues. Finally, the reaction explored in Chapter 2 is one of the few examples in 

literature exploring intermolecular ESPT without involvement of solvent, and, therefore, 

constitutes an ideal model system for gaining understanding on the dynamics of this class 

of reactions. 

In Chapter 3, the early steps of a photocatalytic cycle encompassing p-terphenyl and 

sacrificial amine electron donor for the activation and direct utilization of CO2 in a 

hydrocarboxylation reaction on styrenes will be presented. CO2 emissions by combustion of 

fossil fuels has systematically and dramatically increased in the last century. Its effect as a 

greenhouse-gas have raised concerns to limit the concentration of CO2 to 400 ppm in the 

atmosphere, a threshold supposed to contain global warming within 1.5 and 2.0 °C. Beyond 

the limit of 2.0 °C, climate changes are believed by most of the scientific community to 

result unpredictable and uncontrollable.54 To date, the safety threshold for carbon dioxide 

concentration has already been surpassed and is around 420 ppm, urging for action at 

different levels, from science and technology to legislation and politics.55,56 In the Chemistry 
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community, alongside with research on carbon-free energy sources, the focus has recently 

moved to developing reactions and technologies for carbon-neutral combustion of fossil 

fuels via flue-gases carbon capture, for negative emissions through direct-air capture, for 

direct incorporation of CO2 into chemicals via heterogeneous or homogeneous catalysis, 

either photo- or electro-chemically based, with the aim of transforming it into an asset for 

fine chemicals market.57–64 In Chapter 3, the reaction recently developed by Seo et al.65 has 

been investigated, focussing on the ET step that reduces p-terphenyl, a photocatalyst which 

has been shown to activate carbon dioxide. 

In Chapter 4 the dynamics of energy transfer within a nanoconjugate biohybrid 

material will be investigated. The constituents of the material are quantum-dots (QDs) 

nanoparticles and photosynthetic bacterial reaction centre (RC) protein complexes. In 

nature, photosynthesis is a complex and nuanced process, that has been optimised by 

centuries of evolution to efficiently harvest solar photons while minimizing photodamage. 

Aiming to study, isolate or artificially reproduce the biological components and processes 

responsible for solar energy collection and conversion, organisms with simple 

photosynthetic apparatus, as the purple bacterium Rhodobacter sphaeroides, are ideal 

candidates. The photosynthetic apparatus of Rba. sphaeroides consists of three different 

transmembrane proteins: two light-harvesting antenna complexes (LH1 and LH2) 

embedding bacteriochlorophylls as chromophores and a reaction centre. Reaction centre is 

responsible for a reaction of charge-separation that starts the electron-transfer reactions 

ultimately driving photosynthesis. As shown in Figure 1.7(a), RCs are found in the protein 

cavity of LH1, while LH2 surrounds the supramolecular complex formed by the LH1-RC 

pair;66–69 energy transfer within and between light harvesting complexes is extremely fast, 

from hundreds of femtoseconds to few picoseconds.70 RCs can be characterized separately 

from light-harvesting complexes: its structure reveals it is constituted by three different 

subunits, L (light), M (medium) and H (heavy), mostly located in the hydrophobic 

membrane environment, embedding the chromophores responsible for charge-separation 

(Figure 1.7(b)). Interest in the scientific community focuses on isolated and purified RCs, 

able to perform almost unitary-efficient charge-separation; moreover, Rba. sphaeroides 

genome can be altered to obtain tailor-made mutant RCs for specific studies or uses. 

However, the wild-type RCs absorption spectrum spans the visible region but does not 

harvest solar photons in the 450-700 nm region (Figure 1.7(c)). While retaining LH1 and 
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LH2 extends photon collection in the 450-500 nm region, the majority of the photons are 

still unused. Therefore, biohybrid materials as QD-RC nanoconjugates have been 

developed: modifying the genome of RCs to provide them with a histidine tag, they can be 

assembled onto QDs nanocrystals, simplifying the synthetic procedure. QDs can work both 

as an assembly hub and an artificial light harvester, collecting visible light and transferring 

energy to RCs. In Chapter 4, the study of a biohybrid nanoconjugate encompassing a mutant 

RC able to fluoresce has been synthesised to investigate the timescale and the efficiency of 

the energy transfer from the QDs to the RCs. 

 

 

Figure 1.7. (a) The photosynthetic apparatus of photosynthetic bacteria schematically indicating the 

direction of the energy flow from LH2 to LH1 and to RC. Figure adapted from references.67 (b) Side 

view of the RC protein, including its three subunits and the chromophores active in charge-

separation. (c) Overlay of solar spectrum and absorption spectra of the constituents of Rba. 

sphaeroides photosynthetic apparatus, normalised to the Soret band at ~380 nm. 
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2. Ultrafast Bimolecular Excited State Proton Transfer in 

a Hydroxycoumarin–Imidazole Derivatives System  
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2.1. Introduction 

Proton transfer is a fundamental reaction that is ubiquitous throughout biology and 

chemistry.1 The transfer of a proton is the most facile method of delivering a positive charge. 

Yet, despite the apparent simplicity of a proton transfer,2 it has enormous consequences for 

the outcome of chemical reactions, for example, catalyzing enzyme reactions,3 or creation 

of trans-membrane proton gradients in photosynthesis that provide an essential driving force 

for ATP synthesis.4,5 

In many cases, proton transfer is not instantaneous and requires stimulus to surmount 

the associated reaction barrier, which is often delivered via absorption of visible or 

ultraviolet light. However, the key reaction itself may occur on either ground6 or excited7 

potential energy surface(s). The latter category of reaction is termed excited state proton 

transfer (ESPT), and the field has been dominated by the study of photoacids. Photoacids 

have larger acid dissociation constants in the excited state (pKa*) compared to the ground 

electronic state, and these differences are frequently evaluated using the Förster cycle.8,9 

Recent studies have shown a strong correlation between photoacidity and O–H stretching 

frequency shift for a wide range of differently substituted photoacids.10  

ESPT can be further categorized into two subclasses; (i) intramolecular ESPT where 

a proton is transferred between two heteroatoms on the same molecule11,12 resulting in  

tautomerization13–18/isomerization,19 or (ii) bimolecular ESPT where H+ is transferred from 

the photoacid to a secondary molecule which may be part of the surrounding solvent,20–23 a 

base solute molecule,24–26 or a proximal protein residue.27–30 
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The timescale of ESPT depends greatly on the reaction subclass and underpinning 

mechanism, spanning the extremes of instantaneous/ballistic to diffusion limited.31,32 Most 

reactions, however, sit in an intermediate regime where solvent re-organization must occur 

and/or proximal solvent molecules play a critical role in bridging or mediating ESPT.33–35 

From a technical perspective, ESPT reactions are challenging both theoretically and 

experimentally, often necessitating an even-handed quantum mechanical treatment of both 

proton and electrons using advanced theoretical methods,36–38 and femtosecond temporal 

resolution to follow events that are commensurate to, or faster than, the 

solvent/environmental response.39 

Chemical systems where the acid and base concentrations can be readily controlled 

and photoacidity manipulated via judicious chemical substitution provides one convenient 

approach to systematically explore the molecular mechanisms of ESPT.  For example, 

functionalization of photoacids with electron withdrawing groups is known to reduce the 

pKa* via stabilization of the anion photoproduct.40 In this study, a bimolecular ESPT 

reaction between two solute molecules was investigated: 7-hydroxy-4-(trifluoromethyl)-1-

coumarin (CouOH) and 1-methylimidazole (MI), in the aprotic solvent chloroform-d1 

(CDCl3)- see Figure 2.1 for structures.  

 

 

Figure 2.1. Reaction schemes for (1) ground state hydrogen-bonding equilibrium between CouOH 

and MI, (2) excited state proton transfer, (3) subsequent π-stacking of photoproducts to form 

exciplex. 
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The excited state acid–base reaction has previously been investigated in toluene solution by 

Westlake et al. 25,26 using coherent Raman, time-correlated single photon counting, and 

transient absorption spectroscopies. In these studies, the excited state dynamics were only 

investigated for a selected few CouOH:MI concentration ratios, where the MI base was 

always in excess. As part of their reaction scheme, Westlake et al. reported ESPT between 

CouOH* and MI occurred a timescale of several tens of picoseconds and the coumarin anion 

photoproduct subsequently tautomerized on the excited state mediated by an excess of base 

MI molecules. Notably, at the high concentrations used in the work by Westlake et al., the 

probability for forming MI aggregates is significant.41 Savarese et al. also studied the 

CouOH–MI ESPT reaction using B3LYP density functional theory calculations.42–44 

Despite these prior studies, there are numerous open questions regarding the precise 

timescale of ESPT for this reaction due to the limited time resolution of prior studies, the 

definitive identification of the nascent photoproducts and their immediate fates. 

In this study, the bimolecular ESPT reaction between CouOH and MI was 

investigated by systematically varying the concentration ratio between the photoacid and 

base to reveal unequivocal spectroscopic signatures of the photogenerated products and 

determine the involvement of any diffusion-assisted ESPT using a combination of transient 

absorption (TA) and time-resolved infrared (TRIR) ultrafast spectroscopies. This approach 

was useful to gain insights into the earliest timescales of a prototypical biomimetic ESPT 

reaction and to track the fates of nascent photoproducts. Intentionally working at millimolar 

CouOH and MI concentrations made it possible to disentangle the photoproduct formation 

and rearrangement dynamics from the non-radiative relaxation dynamics of ‘free’ CouOH 

molecules. Under these conditions, relaxation pathways such as bimolecular diffusion-

assisted ESPT or coumarin anion tautomerization in chloroform solution are excluded. The 

experimental findings are supported by density functional theory theoretical calculations. 

 

 

2.2. Experimental and Theoretical Methods 

2.2.1. Sample Preparation and Steady-State Experiments 

7-hydroxy-4-(trifluoromethyl)-1-coumarin and 1-methylimidaziole were purchased 

from Sigma Aldrich and used without further purification. Deuterated chloroform (CDCl3) 

solvent was used for all experiments (Sigma Aldrich, 99.8 atom % D, purity > 99.0%). The 
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studies explored a variety of different CouOH/MI concentration mixtures. All the samples 

were freshly prepared for TA and TRIR spectroscopy measurements. 

Steady state ultraviolet spectra were acquired using a Thermo Scientific Genesys 

10S UV-Vis Spectrophotometer. Fourier-transform infrared (FTIR) data were acquired with 

a Perkin Elmer Spectrum Two FTIR Spectrometer. One and two-dimensional fluorescence 

spectra were collected with a Perkin-Elmer LS-45 Luminescence Spectrometer. All 

measurements were performed at room temperature (~20 ºC). 

  

 

2.2.2. Transient Absorption and Time-Resolved Infrared Spectroscopies 

TA and TRIR experiments were performed using an established ultrafast system, 

schematically summarized in Figure 2.2.45 The fundamental output of a 5 W, 1 kHz, 800 

nm, 40 fs laser system comprised of an oscillator (Coherent Vitara-S) and a Ti:Sapphire 

regenerative amplifier (Coherent, Legend Elite HE+) was split into three parts with a pair 

of beam-splitters. At first, the 800 nm fundamental was sent through a 2:98 beam-splitter  

using the minor portion to generate the white-light continuum probe pulses in TA 

spectroscopy experiments. This was achieved by focusing the 800 nm light into a rastered  

3 mm thick CaF2 window, after sending it through a polarizer and a half-wave plate to 

attenuate the light intensity, so to obtain a stable white-light continuum.  

 

 

Figure 2.2. Schematic of the experimental setup used in TA and TRIR measurements to investigate 

the ESPT reaction between CouOH and MI derivatives.  
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The major portion of the 800 nm output of the laser was sent through a 50:50 beam-

splitter, using the two resulting beams to seed two optical-parametric amplifiers (OPAs, 

Coherent OPerA Solo). The first OPA was used to generate broadband (~150 fs,  

~300 cm-1 ) mid-IR probe pulses, centered at 1380 cm-1 or 1460 cm-1 used in TRIR 

spectroscopy experiments. Before focusing into the sample, the mid-IR probe pulses were 

further split, using one of the two replicas as a reference in signal detection to account for 

shot-to-shot instabilities.  

The second OPA was used to generate 330 nm pump laser pulses (~100 fs, 6 nm 

FWHM), required in both TA and TRIR experiments. The pump pulses were then sent 

through a polarizer and a half-wave plate pair, setting the pump polarization to magic angle 

(54.7°) with respect to the probe pulse and to attenuate the pump power to ~400 nJ at the 

sample. Subsequently, pump on/off pulses sequences required to collect transient spectra at 

each time delay were obtained by modulating the pump pulses at half the frequency of the 

laser repetition rate (500 Hz) with an optical chopper wheel (Thorlabs, MC2000). The 

modulated pump pulses were sent through an aluminum retroreflector (PLX) on a motorized 

delay stage (Thorlabs, DDS220/M), allowing to vary the time-delay between pump and 

probe pulses to a maximum of ~1 ns. Pump scatter was removed by inserting a 340 nm long-

pass filter into the probe (and collinear signal) beam path after the sample. 

Depending on the experiment, white-light continuum or mid-IR probe pulses were 

focused into the sample with a spherical mirror, the transmitted beam being recollimated 

with a second spherical mirror and sent to the detection system. For TA experiment, the 

probe pulses were focused onto a spectrograph (Andor, Shamrock 163) and imaged onto a 

1024-pixel CCD array detector (Entwicklungsbüro Stresing) with ~1 nm resolution, using 

the sharp near-UV absorption spectrum of a solid film of Ho2O3 to calibrate the 

spectrograph. For TRIR experiment the signal and the reference beams were focused onto 

two spectrometers  (iHR320, HORIBA Scientific) and frequency-dispersed onto 128-pixel 

HgCdTe linear array detectors (MCT-10-128, Infrared Associates Inc.) with ~2 cm-1 spectral 

resolution and cooled with liquid nitrogen at 77 K, using the mid-IR region of the absorption 

spectrum of stilbene to calibrate the spectrometers. 

For data collection and pump on/off spectra calculation, and for control of the 

motorized delay-stage custom-made LabVIEW (National Instruments) software were 

adopted. Data were acquired at least three times for every mixture, using freshly prepared 
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solutions each time. Time-delays were randomized to minimize the effects of fluctuations 

in the intensity of laser source. Prior and during data collection, the whole experimental 

apparatus was purged with nitrogen, ensuring data reproducibility. All the transient data 

were analyzed with custom-made MATLAB (MathWorks) scripts. 

Prior to the data collection, non-resonant, two-color two-photon absorption 

experiments in CDCl3 were carried out to determine the instrument-response function (IRF), 

which was found to be ~200 fs.45,46 Pump and probe spatial (beam spots) and temporal (time-

zero) overlap was optimized using a cuvette with a dye solution of Oxazine 4 in methanol 

for TA measurements and a solid film of Ge crystal for TRIR measurements. Throughout 

the experiments, samples were continuously flowed using a customized Harrick flow cell 

(CaF2 windows), with 170 µm and 250 µm pathlengths for TA and TRIR measurements, 

respectively.  

 

 

2.2.3. Computational Methods 

Density functional theory (DFT) and time-dependent DFT (TD-DFT) theoretical 

calculations, with the ωB97XD exchange-correlation functional and a 6-31+G** basis set 

were used to optimize the minimum energy structures of various CouOH, MI and 

photoproduct structures in both ground and excited electronic states. Harmonic vibrational 

frequencies were calculated to verify the optimized structures obtained were true minima 

and to assist in the assignment of TRIR data. All calculations used a polarizable continuum 

model (PCM) to implicitly model the chloroform solvent, and performed in the Gaussian09 

computational suite.47 An electron–hole density analysis was performed using Multiwfn.48 

 

 

2.3. Results and Discussion 

2.3.1. Ground State Association Equilibrium Characterization 

The ground state hydrogen bonding equilibrium constant between CouOH and MI 

molecules in deuterated chloroform solution was investigated using linear ultraviolet 

absorption, FTIR and fluorescence spectroscopy. 

The ultraviolet linear absorption spectra for several different CouOH/MI mixtures 

are displayed in  Figure 2.3.  It is important to note that MI absorbs at far shorter wavelengths 
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(< 220 nm) than the displayed region. The absorption spectrum of 4 mM CouOH has a local 

maximum at 330 nm, which TD-DFT calculations assign to a * electronic transition.  

 

 

Figure 2.3. Ultraviolet absorption spectra for the specified CouOH:MI mixtures in deuterated 

chloroform solution (100 µm pathlength cell). 
 

The center of this band progressively red-shifts to 342 nm upon addition of up to 4 mM MI 

and the maximal absorbance increases. The observed red-shift of the absorption maximum 

matches previous measurements reported in toluene solution.26 The similarity in absorption 

maxima of CouOH in toluene and chloroform solutions is unsurprising given the very 

similar dielectric constants and low associated polarities of both solvents. Ground state DFT 

calculations found that the only significantly favorable inter-molecular interactions between 

CouOH and MI moieties were hydrogen-bonding structures via the O–H…N bridge, 

henceforth referred to as CouOH…MI. Structures including -stacking between the aromatic 

rings were found to be energetically unstable in S0 and optimized to pseudo planar  

H–bonded structures. TD-DFT calculations show that the observed reduced transition 

energy associated with the 1* state of the coumarin molecule in the CouOH…MI complex 

mainly arises due to a stabilization of the CouOH * (LUMO), via a favorable H–bond 

between the CouOH hydroxyl group and the MI nitrogen lone pair. These observations are 
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similar to the red shifted absorption of the photoacid 1,3,6-trisdimenthylsulfonamide upon 

addition of hydrogen bonding acceptor molecules in aprotic chlorinated solvents.49 

 

 

Figure 2.4. Ground state mid-IR absorption spectra for the specified CouOH:MI concentrations in 

CDCl3.  

 

Figure 2.4 displays the FTIR spectra for CouOH, MI and various mixtures of CouOH 

and MI in CDCl3 solution for part of the infrared fingerprint region. The major peaks in this 

region were assigned using DFT calculated vibrational frequencies (see Table 2.1). In 

CouOH/MI mixtures two additional vibrational peaks are present at 1331 cm-1 and  

1526 cm-1. These bands have been assigned using DFT calculated frequencies to coupled 

CouOH and MI vibrational modes. Moreover, a broad feature at ~1463 cm-1 appears; 

although calculations did not return a clear assignment, the band is likely to be associated to 

modes involving the O–H…N nuclei, greatly influenced by the different configurations that 

the CouOH…MI species can assume, resulting in a broadening of the transition. 

The association constant Keq between CouOH and MI molecules in CDCl3 solution 

was determined by utilizing the aforementioned two features in the FTIR spectrum that are 

unique to the hydrogen bonded CouOH…MI species. 
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Table 2.1. Experimentally observed and assigned calculated (DFT/97XD/6-31+G**/PCM) 

ground state vibrational frequencies corresponding to the major peaks in Figure 2.4 and associated 

nuclear motions. All calculated frequencies were scaled by 0.96 to account for any anharmonicity. 

 

Observed / cm-1 Calculated / cm-1 Assignment 

CouOH 

1310 1305 Symmetric C–C phenol ring breathing/O–H bend 

1347 1344 
Anti-symmetric C–C phenol ring breathing/O–H 

bend 

1407 1391 
Out-of-phase C–C ring breathing on both pyrone 

and phenol moieties 

1446 1442 
In-phase C–C aromatic ring breathing mode on 

both pyrone and phenol ring /O–H bend  

1518 1510 Symmetric C–C phenol ring breathing/C–O stretch 

MI 

1421 1429 –CH3 scissor 

1505 1509 Anti-symmetric ring breathing 

1518 1518 Symmetric ring breathing/N–CH3 stretch 

CouOH…MI 

1331 1352 
Symmetric C–C phenol stretch/C–O stretch/MI 

ring breath 

1526 1581 
CouOH ring breathing/ CouOH O–H bend/MI ring 

breathing 

 

To calculate the equilibrium constant, the full second order equation was solved,50 without 

introducing any approximations as per Benesi-Hildebrand linearization.51 The equilibrium 

constant is given by: 

 

𝐾𝑒𝑞 = [𝑎𝑑𝑑𝑢𝑐𝑡] [𝐶𝑜𝑢𝑂𝐻]⁄ [𝑀𝐼]        (2.1) 

 

By substituting the equilibrium concentrations of CouOH and MI with their initial 

concentrations (denoted by a subscript 0) and use of the mass balance equations, it can be 

shown:  

  

𝐾𝑒𝑞 = [𝑎𝑑𝑑𝑢𝑐𝑡] ([𝐶𝑜𝑢𝑂𝐻]0 − [𝑎𝑑𝑑𝑢𝑐𝑡])⁄ ([𝑀𝐼]0 − [𝑎𝑑𝑑𝑢𝑐𝑡])    (2.2) 
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And to extract Keq the following second order equation must be solved:  

 

𝐾𝑒𝑞[𝑎𝑑𝑑𝑢𝑐𝑡]2 − (𝐾𝑒𝑞[𝐶𝑜𝑢𝑂𝐻]0 + 𝐾𝑒𝑞[𝑀𝐼]0 + 1)[𝑎𝑑𝑑𝑢𝑐𝑡] + 𝐾𝑒𝑞[𝐶𝑜𝑢𝑂𝐻]0[𝑀𝐼]0 = 0  

(2.3) 

It is useful to express Equation 2.3 in terms of absorbance, as it is the observable measured 

in FTIR. Using the Beer-Lambert law, the following equations were obtained: 

 

𝐴0 = 𝜀𝐶𝑜𝑢𝑂𝐻[𝐶𝑜𝑢𝑂𝐻]0𝑙         (2.4) 

𝐴 = 𝜀𝐶𝑜𝑢𝑂𝐻[𝐶𝑜𝑢𝑂𝐻]𝑙 + 𝜀𝑎𝑑𝑑𝑢𝑐𝑡[𝑎𝑑𝑑𝑢𝑐𝑡]𝑙 =       

= 𝜀𝐶𝑜𝑢𝑂𝐻([𝐶𝑜𝑢𝑂𝐻]0 − [𝑎𝑑𝑑𝑢𝑐𝑡])𝑙 + 𝜀𝑎𝑑𝑑𝑢𝑐𝑡[𝑎𝑑𝑑𝑢𝑐𝑡]𝑙 =     

 = 𝐴0 + [𝑎𝑑𝑑𝑢𝑐𝑡](𝜀𝐶𝑜𝑢𝑂𝐻 − 𝜀𝑎𝑑𝑑𝑢𝑐𝑡)𝑙      (2.5) 

 

Where Equation 2.4 was used to derive Equation 2.5. Upon re-arrangement, Equation 2.5 

yields: 

 

∆𝐴 = ∆𝜀[𝑎𝑑𝑑𝑢𝑐𝑡]𝑙          (2.6) 

 

Equation 2.6 provides a solution to the unknown equilibrium concentration of the adduct. 

Substitution of Equation 2.6 into Equation 2.3 and re-arrangement returns the following: 

 

∆𝐴 =
1

2
𝑙∆𝜀 ([𝐶𝑜𝑢𝑂𝐻]0 + [𝑀𝐼]0 +

1

𝐾𝑒𝑞
− √([𝐶𝑜𝑢𝑂𝐻]0 + [𝑀𝐼]0 +

1

𝐾𝑒𝑞
)

2

− 4[𝐶𝑜𝑢𝑂𝐻]0[𝑀𝐼]0) 

           (2.7) 

 

Where the negative solution was chosen, as the equilibrium concentration of the adduct 

species cannot be greater than the sum of the initial CouOH and MI concentrations. 

Therefore, the association constant can be determined by monitoring the variation in ∆𝐴 as 

a function of the initial concentrations of MI and CouOH in solution. The features in the 

FTIR spectra uniquely associated with CouOH…MI species were chosen, specifically at 

1331 cm-1 and 1518 cm-1 for a variety of [MI]0 at fixed [CouOH]0– see Figure 2.5. Keq was 

retrieved to be 300 ± 120 M-1 via fitting the experimental data to Equation 2.7 and averaging 

over the two values returned for the different vibrational bands. 
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Figure 2.5. Data (black circles) and fitted curves (red line) to a re-arranged form of Equation (2.7) 

at two different wavenumbers indicated in the panels. 

 

The value associated with the equilibrium constant has implications for the study: at 

the MI concentrations investigated (0.5–8 mM), there is a non-negligible percentage of free 

CouOH molecules in solution. For example, in equimolar solutions of 4 mM CouOH and 

MI, only ~41% of CouOH molecules are associated in the CouOH…MI form. Thus, in the 

ultrafast spectroscopic studies, the dynamics of CouOH and CouOH…MI are expected to 

contribute to the observed signals. 

 

 

Figure 2.6. Fluorescence spectra for the specified CouOH:MI concentrations in CDCl3 using 340 

nm excitation. 
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The fluorescence spectra of CouOH and mixtures of CouOH and MI in CDCl3 

solution are displayed in Figure 2.6. These data were acquired with 340 nm excitation, which 

coincides with the maximum absorption of CouOH in CDCl, with the 0.1 mM coumarin 

solution dominated by a single broad feature that peaks at ~405 nm. Upon addition of MI, 

two additional features centered at 460 nm and 510 nm are present, and the intensity of these 

features is linearly proportional to the MI concentration, reminiscent of prior studies.52 

These features are assigned to fluorescent photogenerated products based on time resolved 

studies (vide infra).  

 

 

Figure 2.7. Normalized fluorescence excitation–emission correlation maps for (a) 0.1 mM CouOH 

in CDCl3 solution and (b) 0.1 mM CouOH and 0.1 mM MI in CDCl3 solution. Overlaid dashed line 

in panel (b) reproduces the location absorption/fluorescence for CouOH solutions. 
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2D fluorescence spectra reveal that these new features are strongly correlated with 

the red-shifted absorbance (maximum at ~345 nm– see Figure 2.7) that is only present when 

MI is added to CouOH. As a consequence of the value of the equilibrium constant 

determined through FTIR measurements, the absorption cross-section for H-bonded 

CouOH/MI molecules is greater than of ‘free’ CouOH in CDCl3 solution: in the linear 

absorption spectrum for the 1:1 mixture, ~59% of CouOH molecules are ‘free’, and so 41% 

of hydrogen bonded CouOH molecules must be responsible for the large increase in 

absorption peaking at 345 nm. Along with the minor depletion of uncomplexed CouOH 

(evident at 310 nm), this can only be reconciled if the H-bonded species has a larger 

absorption cross-section than isolated CouOH.  

The concentration of CouOH and MI used for fluorescence studies was far lower 

than for UV absorption or FTIR measurements. For the fluorescence data it is estimated that 

the hydrogen bonded CouOH…MI species comprised no more than ~2% of the CouOH 

reservoir even for solutions containing the highest MI concentrations displayed in Figure 

2.6. Despite isolated CouOH molecules being the dominant form of coumarin in chloroform 

solutions, the photoproduct emission bands are more intense than monomeric CouOH for 

solutions containing > 0.025 mM MI. This implies the fluorescence quantum yield of the 

photoproducts must be much higher than CouOH. At this stage, this observation is partly 

rationalized on the basis of the low fluorescence quantum yield of isolated CouOH, which 

was determined to be 5  1 % by referencing against a standard dye, Coumarin 153 (C153) 

in ethanol, with known fluorescence quantum yield of 0.53.53,54 Finally, the relative intensity 

of the maxima at 460 nm and 510 nm are independent of concentration, which implies either 

that both bands arise from the same chemical species (e.g. a Franck-Condon vibronic 

progression), or alternatively if the bands correspond to different chemical photoproducts 

the relative product branching is independent of MI concentration. 

 

 

2.3.2. Time Resolved Infrared Spectroscopy 

TRIR studies were used to identify vibrational signatures of inter-molecular ESPT 

products between CouOH and MI in CDCl3 solution, a selection of which are shown in 

Figure 2.8 (full dataset in the Appendix).  
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Figure 2.8. Transient infrared spectra for (a) CouOH 4 mM, (b) CouOH 4 mM and 1 mM MI, (c) 

CouOH 4 mM and 4 mM MI, and (d) CouOH 4 mM and 8 mM MI. 

 

The data for 4 mM CouOH in CDCl3 solution are displayed in Figure 2.8(a). 

Negative features in the TRIR data coincide with major features in the linear CouOH FTIR 

spectrum (see Figure 2.4) and correspond to loss of ground state CouOH parent molecules. 

The time-dependent intensity of these features reflects the percentage of molecules returned 

to S0. Positive features arise from S1 CouOH molecules or any photogenerated species. The 

majority of vibrational features in the TRIR data were assigned using TD-DFT calculations– 

see Table 2.2.  

Within the first 4 ps, the feature initially centered at 1393 cm-1 blueshifts by  

~3 cm-1 to 1396 cm-1 accompanied by a slight increase in intensity. The 1396 cm-1 

vibrational feature is associated with a ring breathing CouOH mode. DFT and TD-DFT 

calculated minimum energy geometries for S0 and S1, respectively, reveal that the structures 

vary by a slight expansion of the coumarin ring, and thus the ring breathing mode is 

intrinsically coupled to the * electronic transition. 
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Table 2.2. Experimentally observed and assigned calculated (TD-DFT/97XD/6-31+G**/PCM) 

S1 CouOH vibrational frequencies and associated nuclear motions. All calculated frequencies were 

scaled by 0.96 to account for any vibrational anharmonicity. 

 

Observed / cm-1 Calculated / cm-1 Assignment 

CouOH (S1) 

1316 1321 Anti-symmetric C–C phenol ring breathing/O–H bend 

1396 1387 
Symmetric C–C phenol ring breathing/anti-symmetric 

C–C stretch on pyrone  

1449–1466 

1420 

 

1455 

In-phase C–C aromatic ring breathing mode on both 

pyrone and phenol ring  

Anti-symmetric C–C phenol ring breathing 

1525 1495 
In-phase C–C aromatic ring breathing mode on both 

pyrone and phenol ring /O–H bend) 

CouOH (T1) 

1449–1466 

1429 

 

1469 

 

1482 

Out-of-phase C–C ring breathing on both pyrone and 

phenol moieties 

In-phase C–C ring breathing on both pyrone and 

phenol moieties 

Out-of-phase C–C ring breathing on both pyrone and 

phenol moieties/C–O stretch on phenol ring 

 

Initial Franck-Condon excitation of CouOH molecules into the S1 state places 

molecules out-of-equilibrium with respect to the nuclear degrees of freedom associated with 

this vibration. Equilibration on the S1 state leads to a change in the force constant associated 

with this vibrational mode, explaining the observed vibrational Stokes’ shift. The kinetics 

of the positive transient at ~1445 cm-1 are the most spectrally isolated and thus used to 

determine the CouOH S1 lifetime = 51.7 ± 4.2 ps (see Figure 2.9).  

At the longest pump-probe time delay accessed in this study, the majority of both 

positive and negative features have almost fully decayed to zero signal intensity, however, 

the ground state bleach recovery is incomplete at t = 1 ns. A broad peak centered at 1490 

cm-1 rises at t > ~70 ps. DFT calculations were able to assign this vibrational feature to T1 

CouOH molecules which is assumed to be relatively long-lived. At t =1 ns, the bleach 

recovery is > 90% complete, and thus implying that intersystem crossing in CouOH is a 

relatively minor non-radiative decay pathway. Ring-opening via C–O bond cleavage on the 

pyran ring was excluded based on previous experiments of bare coumarin in acetonitrile,55 

and from 1H-NMR experiments. 4 mM CouOH solutions were irradiated for up to five hours 
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and then NMR data were acquired. These spectra did not contain any additional peaks 

associated with the build-up of ring-opened products (see Appendix). 

 

 

Figure 2.9. Integrated signal (open circles) of the vibrational band centred at 1445 cm-1 in 4 mM 

CouOH in CDCl3 TRIR data (Figure 2.8(a)). These data were fit to a biexponential decay to obtain 

the S1 lifetime. These fits returned a dominant decay constant corresponding to 51.7 ± 4.2 ps, 

ascribed to the S1 lifetime, and a second low amplitude ( > 1 ns) component which is ascribed to 

some triplet population. The results of the fit are in good agreement analysis of the TA data (data 

not shown). 

 

Upon addition of 1 mM of MI to 4 mM CouOH solutions (Figure 2.8(b)) TRIR data 

contain three additional positive features centered at 1338, 1420 and 1466 cm-1. The 

intensity of these bands increases further as the MI concentration is elevated to 8 mM (Figure 

2.8(c,d)). These new transient features are far longer lived (> 1 ns) than S1 CouOH molecules 

in the absence of MI base (see Figure 2.8(a)). 

Aside from these three new features in CouOH/MI mixtures, there is also a bleach 

feature present at 1515 cm-1 which corresponds to a MI vibration. Although MI does not 

absorb at 330 nm (the pump wavelength used in this study), the bleaching of this feature is 

instantaneous, meaning some portion of MI S0 molecules are depopulated within the 

instrument response (TRIR ~300 fs, TA ~200 fs). The proposed hypothesis is that MI acts 

as a H+ or H acceptor from photoexcited CouOH molecules, via ESPT (as previously 

reported26) or excited state H atom transfer, respectively. 
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Table 2.3. TRIR experimental frequencies of the CouO–*…HMI+ photoproducts, calculated (TD-

DFT/97XD/6-31+G**/PCM) excited state vibrational frequencies and associated nuclear 

motions. Calculated frequencies were scaled by 0.96 to account for any anharmonicity. 

 

Observed / cm-1 Calculated / cm-1 Assignment 

1338 1335 
Out-of-phase C–C ring breathing on both pyrone 

and phenol moieties 

1421 1370 
In-phase C–C ring breathing on both pyrone and 

phenol moieties coupled to MI ring breathing 

1466 1491 
Symmetric C–C phenol ring breathing/in-phase C–

O stretch coupled to N–H stretch 

 

To discriminate between these two possible photochemical reactions, a range of 

ground and excited state species corresponding to possible photogenerated products from 

intermolecular excited state proton transfer or H atom transfer were calculated via DFT 

(geometries of all the calculated structures are given in the Appendix). The best agreement 

to the vibrational signatures in the experimental data was to the  

CouO–*…HMI+ ESPT products (see Table 2.3). Notably, it was found that the vibrational 

bands mainly localized to the excited state anion were found to have higher oscillator 

strengths than those associated with the protonated methyl-imidazole partner. Further, the 

match was found to be far poorer between experiment and theory for just  

CouO–*, and thus the H–bond remains intact post-ESPT. 

 

 

Figure 2.10. Normalized electron-hole correlation matrices (a) for the CouOH…MI S1 minimum 

energy geometry, where the excitation is completely localized to the CouOH fragment, and (b) for 

the CouO–…HMI+ S1 minimum energy geometry, where excitation is almost completely localized to 

the CouO– fragment. 
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The electronic structure returned by TD-DFT calculations also support this picture; 

an exciton (electron-hole) analysis of the vertical excited state of CouOH*…MI and  

CouO–*…HMI+ products showed that electron and hole remain localized on the coumarin 

derivative after proton transfer, a finding which is only consistent with heterolytic bond 

fission (e.g. proton transfer) instead of formation of a radical pair via H atom transfer, which 

presumably would occur on a 1* state (see Figure 2.10(a,b)).56,57  

Further increasing the MI concentration, data shown in Figure 2.8(c) and (d), greatly 

enhances the intensity associated with the inter-molecular ESPT photoproduct features over 

the CouOH S1 bands. All of the ESPT vibrational bands exhibit a time-dependent vibrational 

Stokes’ shift of ~4–6 cm-1 within the first 20 ps towards higher frequencies. For the  

1421 cm-1 feature, the peak maximum shifts to higher frequencies with a time constant of  

9 ps (see analysis for 4 mM CouOH and 8 mM MI solutions in Figure 2.11).  

 

 

Figure 2.11. Time-dependent peak probe frequency associated with the ~1421 cm-1 vibrational 

feature for the 4 mM CouOH and 8 mM MI mixture in CDCl3 solution. The data were interpolated 

prior to extracting the peak frequency at each pump-probe time delay. The data were then fitted to a 

mono-exponential function (plus offset), returning a time constant of 9.2 ± 0.3 ps. 
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This is far more dramatic than observed for S1 CouOH ring breathing modes and reconciled 

on the basis that the degree of molecular re-arrangement associated with S1S0 excitation 

of neutral CouOH is small compared to the loss of a proton, anion formation and subsequent 

re-organization. 

To elucidate the dynamics of excited state proton transfer, the kinetics of the 

spectrally isolated 1421 cm-1 CouO–* transient became the focus of the quantitative analysis. 

The whole peak area (1416–1425 cm-1) was integrated to account for the observed shift in 

the peak wavenumber and growth in peak intensity and fit these data to a sum of 

exponentials. Analysis for two different CouOH/MI mixtures are displayed in Figure 2.12.  

 

 

Figure 2.12. Integrated signal for the vibrational band centered at 1420 cm-1 (black circles) and tri-

exponential fits to data (red line) for (a) 4 mM CouOH and 1 mM MI and (b) 4 mM CouOH and 8 

mM MI solutions. 

 

 

For all datasets, the dynamics were fitted with a tri-exponential function (one rise 

and two decay components, A1 < 0 and A2,3 > 0, respectively). Time constants returned from 

these analyses are tabulated for each CouOH/MI mixture in Table 2.4. 

 

Table 2.4. Time constants and normalized amplitudes returned from fitting the 1420 cm-1 

photoproduct band.  

 

CouOH:MI / mM τ1 / ps τ2 / ps τ3 / ns A1 < 0 A2 > 0 A3 > 0 

4:1 3.4 ± 0.4 66 ± 38  > 1 0.46  0.14  0.40  

4:2 3.3 ± 0.2 72 ± 26 > 1 0.44 0.13 0.43 

4:4 3.3 ± 0.2 70 ± 16 > 1 0.44 0.14 0.42 

4:8 3.3 ± 0.2 71 ± 19 > 1 0.45 0.13 0.42 
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The kinetics returned from fitting are independent of MI concentration within the 

reported errors. The S1 lifetime of CouOH was determined to be 51.7 ± 4.2 ps, which should 

greatly reduce the probability of bimolecular diffusion controlled ESPT reactions between 

CouOH* and MI. To demonstrate the reaction diffusion is disfavored, the diffusion-

controlled limiting rate was calculated. For the diffusive ESPT reaction between 

photoexcited CouOH* and MI base: 

 

𝐶𝑜𝑢𝑂𝐻∗ + 𝑀𝐼 ⇌ 𝐶𝑜𝑢𝑂𝐻∗ ⋯ 𝑀𝐼 ⇌ 𝐶𝑜𝑢𝑂∗− ⋯ 𝐻𝑀𝐼+    (2.8) 

 

the initial encounter step between CouOH* and MI to form a reactive complex is often rate 

limiting, and thus the reaction is diffusion controlled. In the approximation that every 

collision is reactive, the Smoluchowski equation can be used to estimate the reaction rate: 

 

𝑘𝐷 = 4𝜋𝐷𝑁𝐴𝑎          (2.9) 

 

where NA is Avagadro’s constant, 𝑎 is the contact radius at which the CouOH*…MI species 

is formed prior to ESPT and 𝐷 is the sum of the diffusion coefficients for the reactants 

𝐷𝐶𝑜𝑢𝑂𝐻∗  and 𝐷𝑀𝐼. The diffusion coefficients for CouOH and MI in CDCl3 were determined 

using DOSY 1H NMR to be 1.6  10-5 cm2 s-1 and 3.3  10-5 cm2 s-1, respectively; the 

diffusion constant for CouOH and CouOH* were assumed to be the same. Assuming a large 

reaction radius (𝑎 = 10 Å), the diffusion rate constant is estimated to be 3.7  1010 M-1 s-1, 

which is the same order of magnitude as predicted by more refined models for photoacid–

base encounters.58 The use of the Smoluchowski equation and the associated approximations 

is relevant to calculate an upper limit for the diffusional rate constant between CouOH* and 

MI in CDCl3. The contact radius of 10 Å is high, however, used to compensate for the lack 

of an attractive potential in the Smoluchowski equation. 

The highest concentrations of photoacid and base used in this study were 4 mM 

CouOH and 8 mM MI. Using the equilibrium constant derived by fitting Equation 2.7, the 

concentrations of ‘free’ CouOH and MI in these solutions are 1.5 and 5.5 mM respectively. 

Assuming that 100% of ‘free’ CouOH molecules are photoexcited by a laser pulse 

(realistically this should be < 10% for the experimental conditions used) the concentration 

of reactive molecules is 3.5 mM, which yields a reaction upper limit for the reaction time 
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constant = 7.7 ns. This value greatly exceeds the excited state lifetime of the photoacid, 

precluding any diffusive ESPT. Resultantly all the observed ESPT products originate from 

pre-hydrogen-bonded photoacid-base molecules. Therefore, increasing the MI 

concentration must only affect the amount of hydrogen-bonded S0 CouOH…MI molecules 

in solution prior to photoexcitation, and hence the ESPT product yield, but not the 

mechanism. For completeness, previous TRIR and time-resolved fluorescence studies have 

observed such diffusion controlled ‘loose’ ESPT dynamics for photoacids with longer 

excited state lifetimes and at orders of magnitude higher acid/base concentrations.31,33,34,58  

Each time constant should be descriptive of a specific molecular process that occurs 

on the excited state. The first time constant (~3 ps) is assigned to formation of CouO–* 

photoproducts far from equilibrium, which as nuclei re-arrange to the new minimum energy 

structure, as evident from the vibrational Stokes shift, leads to an increase in oscillator 

strength. Inevitably such processes greatly depend on the solvent re-organization timescale 

of chloroform, which is dominated by  ~4 ps.59 

The inter-molecular ESPT products decay biexponentially with ~70 ps and > 1 ns 

time constants. Based on the TRIR data alone, it is not possible to assign mechanisms to the 

product decay pathways and requires insights from transient absorption spectroscopy. 

 

 

2.3.3. Transient Absorption Spectroscopy 

Transient absorption spectroscopy measurements were conducted to probe the ESPT 

products fate. A selection of these data for specific pump-probe time delays are shown in 

Figure 2.13, alongside the kinetics associated with specific probe wavelengths (full dataset 

in the Appendix). 

The transient absorption data for 4 mM CouOH in CDCl3 solution is displayed in 

Figure 2.13(a) for several representative pump-probe time delays. At early time delays  

(t < 30 ps) transient absorption signals are dominated by three main features: a negative 

signal centered at ~460 nm corresponding to a stimulated emission (SE) from S1 CouOH 

molecules, and two positive signals peaking at 370 nm and 625 nm corresponding to SnS1 

excited state absorptions (ESAs). Direct comparison with the linear fluorescence spectrum 

(420 nm) reveals that the central frequency of the SE feature (460 nm) observed in TA 

experiments (Figure 2.13(a)) does not match the fluorescence m axima – see Figure 2.4. 
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This difference is reconciled by requiring the oppositely signed ESA signal intensity is 

greater than the SE in the  < 420 nm spectral region, and the negative feature present in the 

TA spectrum originates from the very red edge of the SE. 

 

 

Figure 2.13. Transient absorption spectra at displayed pump-probe time delays for (a) 4 mM CouOH 

(b) 4 mM CouOH and 1 mM MI, (c) 4 mM CouOH and 8 mM MI solutions. (d-f) Associated kinetics 

for displayed probe wavelengths and respective mixtures. 

 

At longer pump-probe time delays, (t > 150 ps) an additional positive feature 

centered at ~480 nm rises. On the basis of conclusions drawn from TRIR data, this was 

assigned to a CouOH TnT1 ESA transient. The kinetics associated with the main S1 
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CouOH ESA (probe = 370 nm) and overlapping CouOH S1 SE/T1 ESA (probe = 460 nm) are 

displayed in Figure 2.13(d). 

Addition of 1 mM MI to 4 mM CouOH solutions dramatically changes the TA 

spectral profiles and associated kinetics (see Figure 2.13(b,e)); an additional ESA feature 

centered at ~400 nm maximizes within the first ~100–150 ps, and the stimulated emission 

signal grows with intensity up to ~20 ps whilst simultaneously red-shifting by ~20 nm. The 

maximum of the red-shifted fluorescence (at t > 20 ps) matches the peak at 480 nm present 

in steady-state fluorescence data for CouOH…MI mixtures. The appearance of these new 

features and evolution within the first ~20 ps is rationalized in terms of excited state proton 

transfer reaction (vide supra). 

When the concentration of MI is further increased (to a 1:2 CouOH:MI ratio) the TA 

spectra shown in Figure 2.13(c) are completely dominated by the ESA and SE signals 

associated to inter-molecular ESPT products. Notably, the signal intensity compared to that 

of isolated CouOH (Figure 2.13(a)) is ~3 times as intense. A comparison of the kinetics for 

402 nm and 480 nm probe wavelengths of the 4:1 and 1:2 CouOH:MI mixtures (Figure 

2.13(e,f), respectively) show the associated dynamics are concentration dependent, but at 

these low absolute concentrations the majority of CouOH molecules are not hydrogen bound 

to a MI in the ground state prior to excitation, and thus the TA spectra represent a mixture 

of the dynamics of ‘free’ CouOH molecules, and the hydrogen bound CouOH…MI ESPT 

reaction. 

 

Figure 2.14. Comparison of raw TA dataset for 4 mM CouOH and 0.5 mM MI in CDCl3 (left hand 

side) and data after subtraction of 4mM CouOH signals (right hand side). 
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To isolate the dynamics associated with intermolecular excited state proton transfer, 

the CouOH dataset (weighted) was subtracted from mixture datasets. An example of this 

subtraction is given in Figure 2.14. The kinetics (after subtraction) associated with 

integrating over the stimulated emission feature (between 460–500 nm) are shown in Figure 

2.15(a,b) for two CouOH/MI mixtures, corresponding to 1 mM and 8 mM MI added to  

4 mM CouOH, respectively. These data were fit to a tri-exponential function, with two 

components accounting for an increased negative signal (A1,2 > 0), and one for the loss of 

stimulated emission (A3 < 0). The time constants and amplitudes returned from these 

analyses for 6 different CouOH/MI mixtures are tabulated in Table 2.5. 

 

Table 2.5. Time constants and associated normalized amplitudes returned from tri-exponential 

fitting of SE band centered at 470 nm in TA data.  

 

CouOH:MI / mM τ1 / ps τ2 / ps τ3 / ns A1 > 0 A2 > 0 A3 < 0 

4:0.25 1.1 ± 0.3 35 ± 4.4 > 1 0.15 0.19 0.66 

4:0.5 1.1 ± 0.2 34 ± 6.5 > 1 0.22 0.14 0.64 

4:1 0.8 ± 0.1 30 ± 2.9 > 1 0.20 0.17 0.63 

4:2 0.8 ± 0.2 27 ± 3.6 > 1 0.21 0.20 0.59 

4:4 1.3 ± 0.2 41 ± 4.4 > 1 0.19 0.16 0.65 

4:8 0.9 ± 0.1 28 ± 2.3 > 1 0.21 0.16 0.63 

 

 

Figure 2.15. Integrated signal intensity for the stimulated emission centered at 470 nm (black circles) 

and triexponential fits to data (red line) for (a) 4 mM CouOH and 1 mM MI and (b) 4 mM CouOH 

and 8 mM MI solutions. 

 

Similar to the TRIR studies, the time constants returned by fitting are independent 

of MI concentration, and therefore physical phenomena underlying the dynamics must be 

related to the formation, rearrangement and subsequent relaxation of the CouO–*…HMI+ of 
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ESPT photoproducts, once more indicating that absence of diffusion-controlled ESPT in this 

study. The first time constant of ~1 ps is associated with a fast increase of stimulated 

emission from nascent CouO–* photoproducts, however, this is a shorter time constant than 

retrieved from TRIR studies. In the limit of the Born-Oppenheimer approximation, the 

change in electronic structure associated with transformation of CouOH* to CouO–* is 

seamless compared to the slow response of the nuclei. Therefore, SE from CouO–* in TA 

measurements should be more sensitive to the ultrafast proton transfer reaction than the new 

transients observed in TRIR measurements and thus this fast time constant is ascribed to the 

on-contact ESPT process. This observation agrees with the very small barrier to ESPT 

predicted by prior43 and my TD-DFT calculations (see Section 2.3.4). The kinetics extracted 

from the TRIR data not only reflect population of photoproduct formation, but also a change 

in vibrational oscillator strength upon equilibration of the CouO–* products. The time-

dependent Stokes’ shift60 observed in the TA data reflects the solvation dynamics associated 

with anion formation – see shifting minimum of SE band plotted in Figure 2.16. 

 

 

Figure 2.16. Time-dependent peak of the stimulated emission feature (~460 nm) for 4 mM CouOH 

and 8 mM MI data in CDCl3 solution. The data were fit to a mono-exponential function (plus offset), 

returning a time constant of 2.5 ± 0.2 ps. 
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There are some similarities with the work of Pines et al., who investigated the 

changes in hydrogen bonding network and ring geometry of a photoacid with a hydrogen 

bonding acceptor in the scenario where ESPT does not take place.49 They observed a time-

dependent red-shift in the SE signal, and attributed this to re-equilibration of the S1 

photoacid ring geometry and the hydrogen bonding bridge as influenced by the solvent re-

organization timescale, but these data do not contain signals attributable to ESPT. As the 

spectral shifts in the CouOH/MI mixture solutions arise from the growth of coumarin anion 

photoproducts via ESPT, it is not possible to comment on the changes along the H-bonding 

co-ordinate immediately prior or during ESPT. The second time constant, ~33 ps, is 

associated with an increase in the SE signal and is also independent of MI concentration. 

One possible explanation for this observation is provided by TD-DFT calculations which 

find a -stacked exciplex of CouO–*…HMI+ is only 0.128 eV higher in energy than the 

minimum energy associated with the initial ESPT products. In this structure, the OHN 

angle becomes ~120 and maintains the O–…H–N hydrogen bond, with the aromatic rings 

face-on and separated by ~3 Å. Whilst this is thermodynamically ‘up-hill’ for the specific 

calculated geometry, solvent fluctuations can easily provide the driving force for this re-

arrangement. To form such species will require displacement of solvent molecules 

sandwiched between the two rings, and thus partially explains the induction time, alongside 

any barrier that must be traversed.  

Such phenomena have been observed for neutral aromatic molecules that are 

hydrogen bonded in S0, but -stack in the S1 state, e.g. benzene and derivatives,61 as well as 

phenol.62 Another characteristic of such process is a very strong SnS1 ESA signal,62 as 

observed at t > 30 ps. The branching into this channel may be relatively minor, but the 

oscillator strength associated with exciplexes’ ESA can be extraordinarily large, which for 

benzene dimer was estimated to be 76,000 M-1 cm-1.63 TD-DFT calculations for the 

minimum energy structure of the exciplex reveal that in the investigated mid-infrared probe 

region, the exciplex vibrational frequencies are almost indistinguishable from the precursor 

initial ESPT products, but have ~3 smaller associated oscillator strengths. Therefore, the 

~13% decrease in TRIR signal on the order of tens of picoseconds is ascribed to a 

transformation of the initial ESPT photoproducts into less IR active products, which 

manifests as a net loss in infrared signal intensity. The third and final exponential component 
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is as a result of photoproducts relaxation to the ground state, which occurs on timescales 

longer than 1 ns. 

 

 

2.3.4. General Discussion  

Using a combination of TRIR and TA spectroscopy and accompanying DFT 

calculations, the molecular mechanism of bimolecular excited state proton transfer 

dynamics between 7-hydroxy-4-(trifluoromethyl)-1-coumarin and 1-methylimidazole in 

chloroform solution has been elucidated, as schematically illustrated in Figure 2.17.  

 

 

Figure 2.17. (a) Schematic potential energy surface (PECs) for CouOH based on DFT optimized 

structures of several key geometries (o symbols). (b) PECs associated with the O–H stretch co-

ordinate of CouOH…MI. The O–H bond length was held at the displayed values and the rest of the 

geometry optimized for the S1 or S0 states, as denoted by o and  symbols respectively. (c) Schematic 

PEC based on the exciplex S1 minimum energy structure, and respective S0 energy at this geometry 

as a function of the OHN angle. 

 

From these studies of CouOH solutions, no solute-to-solvent ESPT was discerned, as CDCl3 

is a very poor proton acceptor. From TRIR and TA studies, the S1 excited state lifetime of 

CouOH was determined to be 51 ps, with only a minor intersystem crossing pathway (<10 

%) – see Figure 2.17(a). The association constant for hydrogen bonding between CouOH 
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and MI in CDCl3 solution was determined to be 300 M-1. TRIR and TA studies of these 

solutions revealed direct spectroscopic signatures of inter-molecular ESPT between CouOH 

and MI, yielding CouO–*…HMI+. TD-DFT one-dimensional scans along the intermolecular 

hydrogen-bonding co-ordinate RO—H…N are displayed in Figure 2.17(b) and show the 

minimum energy ESPT barrier is minimal (0.02 eV) at the TD-DFT/B97XD/6-

31+G**/PCM level of theory. 

Despite the 1D nature of the PECs in Figure 2.17(b), the potential will be shallow in 

the Franck-Condon region, especially in the degrees of freedom surrounding the 

intermolecular hydrogen bond. Therefore, not all molecules will experience the same barrier 

to ESPT, which in turn may be slightly higher or lower for some of the ensemble. At longer 

time delays, a portion of the initial CouO–*…HMI+ products re-organize to form exciplexes 

(Figure 2.17(c)). Such products have very high ESA cross-sections, but whilst the quantum 

yield for the channel could not be estimated by the presented studies, it is possible to assign 

a rise time to this process. 

Some of these findings are contrary to the prior study by Westlake et al.,26 who 

examined ESPT between CouOH and MI in toluene solutions. They acquired TA data for 

two different concentrations of the photoacid and base: 1:5.9 and 1:14700 CouOH:MI ratios, 

which are considerably higher than those investigated in this study (maximum of 1:2). My 

investigation of the concentration dependence to TA data was crucial to deciphering whether 

any diffusional ESPT was important for ‘free’ CouOH molecules, in addition to the ESPT 

for hydrogen-bonded complexes, and isolation of the excited state reaction dynamics of 

uncomplexed CouOH. The reported kinetics in the prior study likely reflect a convolution 

of monomeric CouOH relaxation and ESPT and may explain the discrepancy between the 

time constants returned from the fitting (1 ps and 30 ps) and the previously observed rise 

times of the SE (< 1 ps and ~5–10 ps). Also, my studies utilized a shorter instrument 

response for TA measurements than the prior ones (200 fs vs. 800 fs) that were therefore 

unlikely to be able to resolve the < 1 ps rise time. Westlake et al.26 attributed the bimodal 

rise in SE to immediate H+ transfer and delayed proton transfers, due to a sub-ensemble of 

molecules where the O–H…N co-ordinate is not immediately in the correct configuration. 

Given the calculated minimum energy barrier to ESPT is so low, as per the calculations of 

Sarverse et al.43, it is possible to rule out delayed proton transfer and assign the secondary 

rise component to exciplex formation. 
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Notably, at the concentrations of MI used in my studies, there is no evidence for any 

excited state tautomerization of Cou–*, that previous experimental studies26 and theory43 

have invoked to explain a ~300 ps red shift in the fluorescence maxima for 0.34 mM CouOH 

and 500 mM MI solutions via time correlated single photon counting. The mechanism 

provided in these studies use a hydrogen bonded network of MI molecules around the  

Cou–* to shuttle the proton from one end of the coumarin to the other, in a net 

tautomerization reaction. Such a mechanism is very reminiscent of gas phase cluster 

studies.64 It is reasonable to imagine that the TRIR studies would be very sensitive to this 

reaction, via changes in aromatic CouO*– vibrational frequencies, however, nor TA nor 

TRIR studies provided evidence for this process. This may be due to the low concentrations 

that were chosen for these studies, where such a multibody diffusion-controlled reaction is 

not accessible within a 1 ns probe window, or because the previously attributed mechanism 

is not operational. 

 

 

2.4. Conclusions 

The study investigated the bimolecular excited state proton transfer between  

7-hydroxy-4-(trifluoromethyl)-1-coumarin and 1-methylimidazole in deuterated chloroform 

using ultrafast time-resolved infrared and transient absorption spectroscopies, accompanied 

by density functional theory calculations. In contrast to prior experimental studies, this 

system was investigated at low photoacid-base ratios to elucidate the molecular mechanism 

for ESPT and investigate whether there was a significant concentration dependence, e.g. 

diffusion-limited bimolecular ESPT, to the overall reaction. Through static infrared 

spectroscopy, the equilibrium constant for hydrogen bonding between CouOH and MI was 

found to be 300 M-1 in chloroform solution, and only molecules that are already in this 

configuration are primed for inter-molecular ESPT. Notably, no evidence for diffusion 

controlled ESPT was found, as the CouOH S1 lifetime is 52 ps and thus much shorter than 

the associated bimolecular time constant for the ESPT reaction of 7.7 ns, at the low absolute 

concentrations of acid and base investigated. This therefore allows for an investigation of 

the ‘contact’ ESPT reaction of pre-hydrogen bonded photoacid-base molecules in isolation. 

With superior time resolution compared to prior studies on this photoacid-base pair,26 the 

ESPT time constant was found to be ~1 ps. Time resolved infrared measurements reveal 
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definitive vibrational signatures of CouO–*…HMI+ ESPT photoproducts. Transient 

absorption measurements provide complementary information on the fates of these initial 

ESPT products, which is proposed to subsequently re-arrange to -stack. No evidence for 

the excited state tautomerization of the coumarin anion mediated via a chain of MI 

molecules was found. Either this is because the current study focuses on MI concentrations  

8 mM, in a range that is insensitive to any multibody reaction dynamics that occur on >> 1 

ns timescales or because no tautomeric species are formed in chloroform solutions. It is 

envisaged that such a thorough and systematic study of CouOH and MI in CouOH solution 

will spur on high-level dynamical theoretical calculations to investigate the earliest epoch 

of a computationally tractable inter-molecular ESPT reaction. 
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2.5. Appendix 

2.5.1. Calculations 

 

 

Table 2.6. Optimized S0 CouOH structure (TD-DFT/97XD/6-31+G**/chloroform PCM). 

 

Atoms Coordinate x / Å Coordinate y / Å Coordinate z / Å 

C 0.6743940 2.4481640 0.0001840 

C -1.1298000 0.8659420 -0.0003620 

C -0.2606620 -0.2367930 0.0001780 

C 1.1573020 0.0537560 0.0001070 

C 1.6039980 1.3246960 0.0000610 

H -3.1492940 1.6007060 -0.0009310 

C -2.5101010 0.7261190 -0.0004850 

C -0.8405560 -1.5182730 0.0008250 

H 2.6558900 1.5759350 -0.0002440 

C -2.2108340 -1.6812800 0.0007410 

C -3.0497980 -0.5544850 0.0000370 

H -0.2112990 -2.3997110 0.0013590 

H -2.6398150 -2.6777860 0.0013190 

O 0.9929610 3.6157150 0.0010380 

O -0.6586150 2.1461910 -0.0009300 

C 2.1586610 -1.0810790 -0.0001490 

F 2.0065250 -1.8666300 -1.0844620 

F 3.4257480 -0.6473020 -0.0005680 

F 2.0070790 -1.8664780 1.0842470 

O -4.3965800 -0.6585010 -0.0002680 

H -4.6674030 -1.5832950 0.0000150 
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Table 2.7. Optimized S0 MI structure (TD-DFT/97XD/6-31+G**/chloroform PCM). 

 

Atoms Coordinate x / Å Coordinate y / Å Coordinate z / Å 

C 0.1921050 1.0825110 0.0001030 

C 1.5009870 -0.6057240 -0.0000790 

C 0.2259320 -1.1096970 0.0000130 

N -0.6061750 -0.0155530 0.0002070 

H -0.2159540 2.0839380 0.0003760 

H 2.4326500 -1.1531070 -0.0001270 

H -0.1591190 -2.1180580 0.0005440 

N 1.4722000 0.7691030 -0.0001340 

C -2.0581390 -0.0334460 -0.0001710 

H -2.4308260 -0.5424710 0.8909170 

H -2.4234290 0.9939590 0.0007320 

H -2.4308020 -0.5409740 -0.8921490 
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Table 2.8. Optimized S0 CouOH…MI structure (TD-DFT/97XD/6-31+G**/chloroform PCM). 

 

Atoms Coordinate x / Å Coordinate y / Å Coordinate z / Å 

C 4.5617230 -0.3675240 -0.7988770 

C 4.4886020 -0.3543470 1.3505360 

C 5.4587420 0.5384760 0.9861830 

N 5.4945040 0.5193470 -0.3886080 

H 4.3727720 -0.5767200 -1.8418620 

H 4.1563830 -0.6219960 2.3424360 

H 6.1109890 1.1733240 1.5650840 

N 3.9343060 -0.9171060 0.2251670 

C 6.3675160 1.3151380 -1.2368290 

H 7.4120660 1.0815400 -1.0239620 

H 6.1553070 1.0822640 -2.2801660 

H 6.1871170 2.3775100 -1.0647840 

C -2.9101620 1.7662410 0.0697060 

C -2.9910350 0.4217290 -0.0180160 

C -1.8046730 -0.4001510 0.0117230 

C -0.5774530 0.2697980 0.1313610 

C -1.6221440 2.4311480 0.1968500 

H -2.6834190 -2.3719160 -0.1615420 

H -3.7790600 2.4094940 0.0492600 

C -1.7625390 -1.8085490 -0.0700120 

C 0.6403000 -0.3935600 0.1675760 

C 0.6535150 -1.7880930 0.0801910 

C -0.5666590 -2.4886740 -0.0365010 

H 1.5585360 0.1736300 0.2618040 

O -0.5152240 1.6321050 0.2188910 

O -1.4595480 3.6297850 0.2813600 

C -4.3520400 -0.2248190 -0.1601600 

F -4.4414250 -0.9256790 -1.3078880 

F -5.3497370 0.6703580 -0.1666010 

F -4.5968900 -1.0829150 0.8496100 

O 1.7799440 -2.5012630 0.1027460 

H 2.5972680 -1.9140650 0.1571480 

H -0.5406970 -3.5705060 -0.1017790 
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Table 2.9. Optimized S1 CouOH structure (TD-DFT/97XD/6-31+G**/chloroform PCM). 

 

Atoms Coordinate x / Å Coordinate y / Å Coordinate z / Å 

C -0.6601980 2.4684190 0.0002210 

C 1.1526600 0.8861180 0.0003070 

C 0.2308650 -0.2386450 0.0000990 

C -1.1600720 0.0375440 0.0001850 

C -1.5761670 1.3918120 -0.0001230 

H 3.1805090 1.5613690 0.0003350 

C 2.5184620 0.7039400 0.0001730 

C 0.8129600 -1.5450690 -0.0002560 

H -2.6252450 1.6561550 -0.0006030 

C 2.1705750 -1.7220520 -0.0003070 

C 3.0384590 -0.5921280 -0.0001030 

H 0.1660720 -2.4126840 -0.0004340 

H 2.5926360 -2.7215590 -0.0005260 

O -0.9076920 3.6677110 -0.0000880 

O 0.7223800 2.1609060 0.0007660 

C -2.1613530 -1.0602910 -0.0000340 

F -2.0433710 -1.8810280 1.0799760 

F -3.4224510 -0.6005160 0.0007560 

F -2.0443230 -1.8797820 -1.0811190 

O 4.3662740 -0.7233190 -0.0001720 

H 4.6324840 -1.6516270 -0.0003210 
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Table 2.10. Optimized S1 CouO– structure (TD-DFT/97XD/6-31+G**/chloroform PCM). 

 

Atoms Coordinate x / Å Coordinate y / Å Coordinate z / Å 

C -0.5719890 2.4701790 -0.0000360 

C 1.1986240 0.8374270 0.0004010 

C 0.2838480 -0.2511040 0.0000030 

C -1.1284900 0.0520460 0.0001140 

C -1.5074300 1.4039890 -0.0002300 

H 3.2232320 1.5047510 0.0006740 

C 2.5586220 0.6476830 0.0003420 

C 0.8488480 -1.5663830 -0.0005380 

H -2.5512810 1.6919860 -0.0006720 

C 2.1990980 -1.7855770 -0.0005930 

C 3.1408510 -0.6819950 -0.0002050 

H 0.1770950 -2.4174620 -0.0008790 

H 2.6021880 -2.7931010 -0.0009870 

O -0.8255510 3.6804260 -0.0002190 

O 0.7837110 2.1439570 0.0009110 

C -2.1385050 -1.0184790 0.0001130 

F -2.0483310 -1.8594910 1.0798020 

F -3.4020600 -0.5472130 0.0005230 

F -2.0488970 -1.8590150 -1.0800130 

O 4.3845260 -0.8545600 -0.0003380 
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Table 2.11. Optimized S1 CouO• (radical) structure (TD-DFT/97XD/6-31+G**/chloroform 

PCM). 

 

Atoms Coordinate x / Å Coordinate y / Å Coordinate z / Å 

C -0.5729590 2.4533270 -0.0001340 

C 1.1875820 0.8253550 0.0000810 

C 0.3007530 -0.2528410 -0.0001490 

C -1.1154650 0.0731990 -0.0000530 

C -1.5293010 1.3519280 0.0001080 

H 3.2275440 1.5215430 0.0003120 

C 2.5711040 0.6609700 0.0001410 

C 0.8471040 -1.5447830 -0.0003390 

H -2.5744240 1.6299850 0.0003230 

C 2.2122860 -1.7540190 -0.0003130 

C 3.0698910 -0.6366820 -0.0000650 

H 0.1977060 -2.4118720 -0.0004970 

H 2.6290820 -2.7529650 -0.0004650 

O -0.8598530 3.6277800 0.0007210 

O 0.7538230 2.1160000 0.0002330 

C -2.1411190 -1.0391080 -0.0000800 

F -2.0041740 -1.8272240 1.0841430 

F -3.3980460 -0.5786680 0.0000930 

F -2.0043810 -1.8269950 -1.0845020 

O 4.3810610 -0.8331290 -0.0000120 

 

  



2. Excited State Proton Transfer    

 74 

Table 2.12. Optimized S1 CouOH…MI structure (TD-DFT/97XD/6-31+G**/chloroform PCM). 

 

Atoms Coordinate x / Å Coordinate y / Å Coordinate z / Å 

C -4.6103780 -0.3690690 0.7878720 

C -4.4236470 -0.3545830 -1.3619160 

C -5.4674930 0.4701090 -1.0498910 

N -5.5736690 0.4501900 0.3217050 

H -4.4602990 -0.5666020 1.8390330 

H -4.0189580 -0.6011800 -2.3316060 

H -6.1286800 1.0605670 -1.6641910 

N -3.8961240 -0.8748950 -0.2033260 

C -6.5424390 1.1891800 1.1175660 

H -7.5549450 0.8768350 0.8574040 

H -6.3632280 0.9827260 2.1722320 

H -6.4287490 2.2592370 0.9382740 

C 2.9524940 1.7882920 -0.0227690 

C 3.0412010 0.3777320 0.0042500 

C 1.8278590 -0.3693290 0.0005300 

C 0.5816810 0.3566600 -0.0872910 

C 1.7190350 2.4766980 -0.1094470 

H 2.6445440 -2.3789470 0.1551620 

H 3.8397230 2.4067630 0.0173380 

C 1.7348990 -1.7963520 0.0839270 

C -0.6338570 -0.2823090 -0.0958630 

C -0.6896690 -1.6933660 -0.0179780 

C 0.5283160 -2.4385160 0.0717630 

H -1.5425570 0.3035910 -0.1643600 

O 0.5401230 1.7092520 -0.1732080 

O 1.5409920 3.6912070 -0.1430750 

C 4.3575090 -0.2968990 0.0960720 

F 4.5083770 -1.0187880 1.2448900 

F 5.3824480 0.5714840 0.0556590 

F 4.5673980 -1.1940020 -0.9081810 

O -1.8148830 -2.3604930 -0.0237220 

H -2.6696920 -1.7485560 -0.0925570 

H 0.4644610 -3.5189600 0.1324000 
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Table 2.13. Optimized S1 CouOH–*…HMI+ structure (TD-DFT/97XD/6-31+G**/chloroform 

PCM). 

 

Atoms Coordinate x / Å Coordinate y / Å Coordinate z / Å 

C -4.5062700 -0.1368230 0.8013330 

C -4.8497140 -0.6429350 -1.3046330 

C -5.8515900 0.1900750 -0.9094800 

N -5.6165940 0.4967970 0.4146260 

H -4.0694310 -0.0845630 1.7859310 

H -4.6589320 -1.1089190 -2.2570530 

H -6.6985480 0.5888990 -1.4434150 

N -4.0270650 -0.8326740 -0.2220680 

C -6.4510820 1.3559150 1.2492600 

H -7.4249150 0.8876850 1.3945270 

H -5.9634290 1.4932830 2.2129880 

H -6.5704150 2.3238690 0.7628900 

C 3.0532760 1.7573440 -0.0907040 

C 3.1061510 0.3530080 0.0048240 

C 1.8640880 -0.3666150 -0.0118190 

C 0.6561630 0.3815970 -0.1801690 

C 1.8422150 2.4752950 -0.2511860 

H 2.6193300 -2.3840110 0.2656480 

H 3.9548850 2.3551180 -0.0499650 

C 1.7262840 -1.7859150 0.1299490 

C -0.5739450 -0.2229070 -0.2135460 

C -0.7065310 -1.6483560 -0.0762910 

C 0.5081990 -2.4059170 0.0967270 

H -1.4573810 0.3901770 -0.3531180 

O 0.6526240 1.7397380 -0.3232340 

O 1.7053240 3.6967230 -0.3435690 

C 4.3953260 -0.3498090 0.1630690 

F 4.4953880 -1.0398980 1.3414030 

F 5.4496600 0.4855770 0.1270160 

F 4.6177830 -1.2926260 -0.8009440 

O -1.8421980 -2.2259230 -0.0993760 

H -3.1157820 -1.4142030 -0.1931640 

H 0.4233240 -3.4817210 0.2049920 
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Table 2.14. Optimized S1 CouOH–*…HMI+ exciplex structure (TD-DFT/97XD/6-31+G**/ 

chloroform PCM). 

 

Atoms Coordinate x / Å Coordinate y / Å Coordinate z / Å 

C -3.4893370 0.4023220 0.4617040 

C -2.0817320 -0.6348280 1.8097640 

C -1.7265680 0.6769730 1.7530420 

N -2.6223380 1.3047240 0.9109680 

H -4.2912370 0.5895670 -0.2340540 

N -3.1895500 -0.7746040 1.0087130 

C -2.6014060 2.7234380 0.5519980 

H -1.6907260 2.9463370 -0.0081850 

H -3.4705050 2.9377240 -0.0672180 

H -2.6457550 3.3191370 1.4633570 

C 1.7761070 1.6363560 -0.3964250 

C 2.0067570 0.2660070 -0.1959920 

C 0.9194830 -0.6366020 -0.4872880 

C -0.2088270 -0.1134980 -1.1799360 

C 0.6217410 2.1313700 -1.0551810 

H 1.7010430 -2.4448170 0.4236980 

H 2.4850770 2.3819500 -0.0585570 

C 0.8535770 -2.0114080 -0.0950240 

C -1.3058750 -0.8806830 -1.4747180 

C -1.4194930 -2.2412240 -0.9926700 

C -0.2472120 -2.7865980 -0.3368210 

H -2.1398390 -0.4459040 -2.0149290 

O -0.2725650 1.1957050 -1.5815050 

O 0.3132830 3.3142070 -1.2393650 

C 3.2297000 -0.2024580 0.4829750 

F 3.0040310 -0.6535130 1.7621590 

F 4.1635760 0.7610870 0.5945730 

F 3.8241490 -1.2539950 -0.1458020 

O -2.5041890 -2.8749640 -1.0771340 

H -3.5963420 -1.6573850 0.7160970 

H -0.2862930 -3.8197960 -0.0071730 

H -0.9230860 1.2124560 2.2321530 

H -1.6386350 -1.4669040 2.3301330 
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2.5.2 1H NMR Spectra 

 

 

Figure 2.18. 1H-NMR (400 MHz, CDCl3) spectra of a 4 mM CouOH solution irradiated under UV 

light (power at the sample 0.415 mW, using a 254 nm light) after 1 minute (top) and after 5 hours 

(bottom) of irradiation. No changes are observed. Assignation: δ (ppm) = 5.78 (s,1H,H-d), 6.66 

(s,1H,H-e), 6.89 – 6.91 (m,2H,H-c,H-a), 7.29 (CH3Cl in solvent), 7.64 (m,1H,H-b). 
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2.5.3. Full Time-Resolved Infrared Dataset 

 

Figure 2.19. TRIR data for 4 mM CouOH in CDCl3 solution. 

 

Figure 2.20. TRIR data for 4mM CouOH and 0.5 mM MI in CDCl3 solution.  
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Figure 2.21. TRIR data for 4 mM CouOH and 1 mM MI in CDCl3 solution. 

 

 

Figure 2.22. TRIR data for 4 mM CouOH and 2 mM MI in CDCl3 solution. 
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Figure 2.23. TRIR data for 4 mM CouOH and 4 mM MI in CDCl3 solution. 

 

Figure 2.24. TRIR data for 4 mM CouOH and 8 mM MI in CDCl3 solution. 
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2.5.4 Full Transient Absorption Dataset 

 

 

Figure 2.25. TA data for 4 mM CouOH in CDCl3 solution. 

 

 

Figure 2.26. TA data for 4 mM CouOH and 0.25 mM MI in CDCl3 solution. 
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Figure 2.27. TA data for 4 mM CouOH and 0.5 mM MI in CDCl3 solution. 

 

 

Figure 2.28. TA data for 4 mM CouOH and 1 mM MI in CDCl3 solution.  
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Figure 2.29. TA data for 4 mM CouOH and 2 mM MI in CDCl3 solution. 

 

Figure 2.30. TA data for 4 mM CouOH and 4 mM MI in CDCl3 solution. 
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Figure 2.31. TA data for 4 mM CouOH and 8 mM MI in CDCl3 solution. 
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3. Investigation of Diffusion-Limited Electron Transfer 

between para-Terphenyl and an Amine Donor 

 

I declare that: cyclic voltammetry data were collected by Alexander Atkins; the DOSY 1H-

NMR data were collected by Teodoro Garcia Millan; I acquired and analysed. 

 

 

3.1. Introduction 

Light-driven chemical synthesis constitutes a promising frontier for high yield, 

stereo-selective reactions with low environmental impact.1–4 In organic photoredox catalysis 

(OPC), the photoactivated molecule is a photocatalyst that absorbs light to generate an 

excited state capable of oxidation or reduction. A second electron-transfer (ET) reaction 

regenerates the photocatalyst, and in the process, a substrate is activated driving the 

synthesis of chemical products.5–12 

The field has grown rapidly and investigations have started to focus on  mechanistic 

aspects of OPC, with the aim of providing insights that will drive the rational design of 

photoactivated substrates and/or catalysts used in synthesis.13–15 These approaches span the 

disciplines of electrochemistry, computation and ultrafast transient spectroscopies. 

Investigations are focusing on photoactivated molecules with optimal ground-state 

properties (e.g. solubility, redox-potential, pre-association with substrates) as well as 

determining the role of singlet and triplet excited states, and diffusional encounter steps in 

the dynamics.16–21 

Whilst successful for many synthetic procedures, only recently light-driven 

synthesis and OPC have used carbon dioxide as a substrate in carboxylation reactions, 

adding -COOH functionalisation to synthetically relevant intermediates and reactants. The 

approach relies on a single reductive ET reaction step to convert CO2 into its radical anion 

CO2
• –, bypassing multistep ET mechanisms required to produce CO or other highly reduced 

forms of carbon. To date, there have been few examples reporting this methodology,22–26 as 

generating the radical anion of CO2 imposes severe energetic constraints. UV absorbing 

photocatalysts provide an alternative route to surmount the energetic barriers necessary for 

CO2 reduction. However, the height of the barrier for the first ET reduction process is 
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extremely high and involves rearrangement of the CO2 nuclei from a linear (D∞h) to a bent 

geometry (C2v).    

Recently, Seo et al. reported the successful application of an OPC to convert CO2 

into valuable chemical compounds under conditions commonly used in synthetic 

laboratories (room temperature, 1 atm of CO2 pressure).23,24 The photocatalyst used in this 

reaction is para-terphenyl (pTP), which absorbs in the UV region of the electromagnetic 

spectrum, and undergoes reductive quenching with an amine which acts as sacrificial 

electron-donor, facilitating CO2 reduction via radical single-ET reaction (see Figure 3.1). 

The mechanism proposed by the Seo et al.23 then sees the addition of CO2
• – to a substrate 

of interest, and further reduction step performed by pTP to obtain stable products. Finally, 

Seo et al.23 optimized the scope of reaction testing several substrates, solvent conditions, 

and sacrificial electron donors. For example, under optimal condition the β-selective 

hydrocarboxylation of styrene had an 87% yield and a 29:1 selectivity over the  

α,β-di-carboxylation by-product. In particular, amines were discovered to be the most 

promising electron donors. 

 

 

Figure 3.1. Reaction scheme proposed for the β-selective hydrocarboxylation of styrenes 

investigated by Seo et al.27 where CO2 is directly involved as a reactant. The OPC cycle starts with 

excitation of para-terphenyl (pTP, step 1), continues with a bimolecular redox reaction with a 

sacrificial electron-donor species, N,N-dicyclohexylmethylamine (DCHMA, step 2), and ends with 

CO2 activation via single-ET from pTP• – (step 3). Activated CO2 undergoes addition to the styrene 

bond to form a benzyl radical (step 4) and further reduction through a second OPC cycle before 

forming the final carboxylic acid (stpe 6). Transient-absorption spectroscopy allowed for the 

investigation of the first two steps of the OPC cycle, highlighted by the red square. Figure adapted 

from Seo et al..27 
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A thorough mechanistic investigation of the early steps of this reaction is key to 

further optimize yield and selectivity of this reaction, with specific attention to the 

timescales of the reactive encounter between pTP and the sacrificial electron-donor. It is 

important to also probe the deactivation pathways of pTP* and photoproducts, which will 

result in lower yields. The study presented here makes use of ultrafast transient absorption 

(TA) spectroscopy to access the picosecond to early-nanosecond regime of pTP excited state 

dynamics and reductive quenching with one of the amines selected by Seo et al.,23 For the 

study, N,N-dicyclohexylmethylamine (DCHMA) was chosen, as it was the most stable 

amine under ambient conditions. Ethanol was chosen as an example of protic and polar 

solvent, expected to play a role in the ET reaction between pTP and DCHMA. To the best 

of my knowledge, no prior studies have been reported on the ultrafast transient investigation 

of a photocatalytic system able to make direct use of CO2 as a reactant in a chemical 

synthesis. TA spectroscopy was used to investigate the bimolecular diffusive ET step of the 

reaction cycle, as highlighted in Figure 3.1  

  

 

3.2. Experimental Methods 

para-terphenyl (pTP) and N,N-Dicyclohexylmethylamine (DCHMA) were 

purchased from Sigma Aldrich and used without further purification, and dissolved in 

ethanol (Sigma Aldrich, HPLC, ≥99.8 % purity) for UV-absorption and TA experiments. 

Ethanol-d6 (Sigma Aldrich, anhydrous, ≥99.5% D) was used for DOSY 1H-NMR 

experiments. All measurements were performed at room temperature (~20 ºC). 

 

Table 3.1. Summary of pTP and pTP–DCHMA mixtures investigated (filled dot) with visible and 

near-infrared TA experiments in ethanol. 

pTP:DCHMA 
visible TA near-infrared TA 

concentration / mM ratio 

0.7:0 – ● ● 

0.5:25 1:50 ○ ● 

0.5:50 1:100 ● ● 

0.5:125 1:250 ● ● 

0.5:250 1:500 ● ● 

0.5:500 1:1000 ● ● 
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In transient absorption experiments, the pTP concentration was kept fixed at 0.5 mM, 

a value sufficiently small to exclude pTP aggregation. The DCHMA concentration was 

varied and added in large excess with respect to pTP, to study the bimolecular dynamics in 

the pseudo-first order regime (see Table 3.1 for a summary). 

Steady state ultraviolet absorption spectra were acquired using a Thermo Scientific 

Genesys 10S UV-Vis Spectrophotometer.  

Visible and near-infrared TA measurements were collected using a home-built 

apparatus. A schematic of the setup is given in Figure 3.2. 40% of the fundamental output 

of a 1 W, 1 kHz, 800 nm, Ti:Sapphire amplifier (Coherent, Libra) was sent through a 90:10 

beam splitter, to generate respectively the 267 nm pump and probe pulses necessary for the 

experiment. 

 

 

Figure 3.2. Schematic of the experimental setup used in TA measurements to investigate the ET 

reaction between pTP and DCHMA. 

 

The 267 nm pump pulses were generated via third-harmonic generation (Eksma 

Optics THG kit, FK-800-100), which requires a frequency-doubling step and a subsequent 

frequency-mixing step. The 800 nm fundamental was sent through a β-barium borate crystal 

(BBO) to generate a 400 nm pulse via second-harmonic generation (SHG). The resulting 

400 nm pulse was sent through a group-velocity dispersion compensation calcite plate to 

ensure temporal overlap with residual 800 nm pulses was obtained in the frequency-mixing 

step. As the SHG process results in 400 nm pulses polarised at 90° with respect to the  

800 nm precursor, the pulses were also sent through a dual half-wave plate, to match their 

polarization for third-harmonic generation (THG). Eventually, THG was achieved by 
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mixing the temporally and spatially overlapped 400 and 800 nm pulses through a second 

BBO crystal, to generate 267 nm light. 

The residual 800 nm and 400 nm were removed via dichroic mirrors. Subsequently, 

the 267 nm pump pulses were modulated at 500 Hz through an optical chopper (Thorlabs, 

MC2000) to generate the pump on/off sequency necessary for the TA experiment and sent 

through a half-wave plate and a polarizer to attenuate the power to 400 nJ at the sample 

position. The pump pulse was delayed relative to the probe by an aluminium retroreflector 

(PLX) mounted on a motorized high precision delay stage (Physik Instrumente, M-

531.DG1) with maximum delay of 1.9 ns. A plano-convex lens was used to focus the pump 

into the sample (f = 25 cm). 

 Probe pulses were generated using some of the remaining 10% portion of the 0.4 W 

fundamental 800 nm laser output. The beam was sent through a half-wave plate and a 

polarizer to control the light intensity and guarantee shot-to-shot stability in the probe pulses. 

Subsequently, it was focused onto a sapphire or an yttrium-aluminium garnet (YAG) crystal 

generating, respectively, visible light to investigate the 450–700 nm region or visible and 

near-infrared light, which was filtered to investigate the 830–900 nm wavelength. In both 

cases, the probe beam was focused into the sample (f = 20 cm), recollimated with the 

collinear signal, and spectrally filtered to remove any residual fundamental 800 nm light. 

Finally, the probe pulse and the signal were focused (f = 10 cm) into a spectrograph 

(Shamrock 163, Andor) equipped with a linear 1024 element CCD array detector 

(Entwicklungsbüro Stresing).  

Throughout the experiment, samples were continuously flowed using a customized 

Harrick flow cell (CaF2 windows), with a 200 µm pathlength. For all the samples, TA 

measurements were performed using the magic angle (54.7°) condition. As outlined in 

Section 2.2,  a custom-made LabVIEW (National Instruments) software was used for remote 

control of mechanical components and data acquisition. The spectrograph collected data in 

blocks of 200 shots, each comprised from sequential pump on/off spectrum pair, thus 

resulting in 100 TA spectra per block. For each block, the mean and the standard deviation 

were computed and only data within a standard deviation of 0.4 were retained. This 

procedure was applied to all the investigated pump-probe time-delays to obtain one cycle, 

adding a random waiting time between every time delay to account for periodic intensity 

fluctuations in the laser source. Every measurement was averaged over a minimum of 10 to 
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a maximum of 100 cycles, according to the signal-to-noise ratio of the sample. Data analysis 

was conducted using customised analysis codes with MATLAB (MathWorks). 

The cross-correlation instrument response-function (IRF) was measured via two-

photon absorption in CHCl3 to be ~280 fs. The CHCl3 spectra, given in Figure 3.3(a),  

resulted in a positively chirped signal, with two-photon absorption occurring at earlier time 

delays for shorter wavelengths than for longer wavelengths. This was accounted for by 

shifting the time axis relative to time zero at each wavelength, a process known as chirp-

correction. A set of points where the signal was at the highest intensity at several different 

wavelengths were manually chosen and interpolated to a polynomial function; the 

polynomial form was then used to shift the position of time-zero. After this chirp-correction 

procedure, the IRF trace was extracted by averaging over all wavelengths; extrapolation of 

the FWHM of a Gaussian fit to the trace (Figure 3.3(b)) lead to an estimate of the IRF. As 

for the CHCl3 spectrum, the chirp-correction procedure was applied to each of the TA 

datasets collected on pTP and DCHMA samples.  

 

 

Figure 3.3. Characterization of the pump pulse length via non-resonant two-photon absorption 

spectroscopy in CHCl3 solvent. (a) TA signal, and (b) IRF trace (black dots) obtained after chirp-

correction of TA response and averaging over wavelengths and Gaussian fit (red line).   

 

 

3.3. Results and Discussion 

3.3.1. Steady-State Spectroscopy and Cyclic-Voltammetry 

Prior to the investigation of the excited state dynamics, steady-state spectroscopy 

and cyclic-voltammetry studies were carried out to support the interpretation and the 
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modelling of the TA data. Figure 3.4 shows the UV absorption spectrum of pTP and 

DCHMA in ethanol, at the concentrations and path-length used in the TA studies. 267 nm 

irradiation of samples is predominantly absorbed by pTP, with DCHMA absorption only 

being relevant at concentrations as high as 500 mM. However, even in 0.5:500 mM pTP–

DCHMA mixtures, the DCHMA absorbance is at least three times smaller than pTP, thus it 

is expected that TA spectra will be dominated by pTP absorption and its dynamics. For the 

photocatalytic active molecule, pTP, the S1←S0 feature is assigned to * electronic 

transition, with a characteristically high value of the absorbance even at the low 

concentration of 0.5 mM used in the study.28  

 

 

Figure 3.4. UV absorption spectrum of a 0.5 mM pTP solution (solid red line), DCHMA 50 mM 

(solid blue line) and 500 mM (solid light blue line) solutions in ethanol, in a 200 μm path length cell. 

The fluorescence spectrum of pTP in ethanol (dashed red line) is also shown, normalised to the 

maximum of the absorption spectrum and adapted from Lakowicz.29 

 

Figure 3.4 also presents the fluorescence spectrum of pTP, normalised to the peak of UV 

absorption of pTP,29 highlighting the lack of mirror symmetry between the two. Previous 

time-resolved fluorescence studies have highlighted the anharmonicity of the PES of 

electronic states of pTP, relating the S0 state to a torsional potential and to a plethora of 
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rotamers associated with phenylene ring rotations along the main molecular axis (see Figure 

3.5), while a planar configuration was adopted on the S1 state in a nearly harmonic 

potential.28,30 Calculations showed that the unstructured absorption band arises from the 

several vibrational states lying on the shallow torsional potential, each of them contributing 

to the broadening of the vibronic progression. Oppositely, the fluorescence spectrum 

preserves its vibronic progression as pTP sits in a single vibrational state on the S1 potential, 

its wavefunction overlapping effectively with only one of the S0 vibrational mode just above 

the torsional potential.30 

 

 

Figure 3.5. Representation of pTP, highlighting the planes onto which the phenylene rings lie and 

the torsional angles α and β between each plane and around the main molecular axis. Several 

different pTP conformers are associated to the S0 state (α,β ≠ 0), while pTP in the S1 state assumes 

a planar configuration (α = β = 0). 

 

To confirm whether pTP in the excited state has sufficient energy to extract an 

electron from the amine donor, the standard reduction potential of the couple pTP/pTP• – 

was measured via cyclic voltammetry (CV), as shown in Figure 3.6(a), and compared to the 

energy of the S1←S0 transition. The reduction reaction was found to be quasi-reversible, 

with Eꝋ ≈ E1/2 = -2.808 V vs. ferrocene in acetonitrile (MeCN), a value that agrees with prior 

studies when accounting for the difference in the reference electrodes.23,31 The CV and the 

potential associated to the couple DCHMA•+/DCHMA were also measured (Figure 3.6(b)): 

the absence of a return cathodic peak demonstrates the oxidation reaction of DCHMA is 

irreversible, as hypothesized by Seo et al.,23 with an Eꝋ ≈ E1/2 = 0.400 V vs. ferrocene in 

dichloromethane (DCM). Assuming similar values would be retrieved in different solvents, 

for the reaction in Figure 3.1 the overall electromotive force would be -3.208 V, indicating 

the reaction in the ground state is highly unfavoured, but photoexcitation of pTP at 267 nm 

(4.64 eV) would provide more than sufficient energy to satisfy the thermodynamical 
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requirements. These CV measurements helped to clarify whether photoexcited pTP has 

sufficient energy to function as an oxidant sufficiently strong to undergo multiple redox 

cycles. Per contra, the irreversibility of DCHMA ET confirms CO2 reduction and fixation 

ultimately occurs at the expenses of the amine as sacrificial electron donor.  

DOSY 1H-NMR spectroscopy measurements were performed to extract the diffusion 

coefficients of pTP and DCHMA in ethanol. These data returned diffusion coefficients of 

0.85×10-9 m2 s-1 and 0.67×10-9 m2 s-1, respectively for pTP and DCHMA. Nevertheless, the 

requirement of NMR techniques to use deuterated solvents means that the diffusion 

coefficients obtained are not entirely correct for TA experiments: ethanol-d6 is ~13% heavier 

than ethanol-h6  and the viscosity is altered upon solvent deuteration.32,33 As DOSY  

1H-NMR still provided the most accurate estimate for the diffusion coefficients without 

having to resort to specific and direct measurement techniques (via diaphragm cells or 

capillary systems), the values reported above will be used throughout the following analysis. 

 

 

Figure 3.6. Cyclo-voltammograms of (a) a 5 mM solution of pTP in MeCN, at 0.5 V/s scan rate, 

and (b) of a 5 mM solution of DCHMA in DCM, at 0.1 V/s scan rate. For both reactants, a 0.1 M 

solution of recrystallized tetrabutylammonium hexafluorophosphate (TBAPF6) was used as a 

supporting electrolyte, Pt was used as working and counter electrodes, Ag as pseudo-reference 

electrode and ferrocene was added to the solution as an internal reference; working electrode 

diameter was 1.6 mm. 

 

 

3.3.2. Transient Absorption Spectroscopy of pTP in Ethanol Solutions 

TA studies were performed to investigate the photochemistry of pTP in ethanol 

solution and in mixtures with DCHMA to explore the encounter dynamics and the 
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timescales of photoproduct generation. On the basis of previous transient absorption 

experiments in different solvents, features associated with the pTP radical anion were 

expected in the visible (450–750 nm) and in the near-infrared (830–900 nm) regions of the 

electromagnetic spectrum.34,35 In the visible, signal from pTP ESA was also expected,36 

possibly complicating the spectral interpretation but also providing insights on the relaxation 

dynamics of parent molecules. Therefore, it was important to investigate the photochemistry 

of pTP alone prior to studying mixtures. 

 

 

Figure 3.7. (a) Visible TA spectra in ethanol solution of pTP 0.7 mM and (b) normalized integrated 

signal of the ESA band centred at 560 nm. The arrow in panel (a) indicates the evolution of the 

parent ESA signal. Note that for these data the intensity scale is in ΔOD and not in ΔmOD.  
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Figure 3.7(a) displays the visible TA spectra of a 0.7 mM pTP solution in ethanol, 

showing a structured, positive feature peaking at ~560 nm, associated with the Sn←S1 ESA. 

The signal rises within the first few picoseconds, and the maximum wavelength blueshifts 

by ~2 nm from 561 to 559 nm; at later pump-probe time delays, the signal decays but does 

not completely disappear within the investigated time window. The kinetics associated with 

the photoexcited stated of pTP (Figure 3.7(b)) were extracted by integrating the ESA signal 

in the 557–563 nm region. Three exponential components were required to fit the trace,37 

according to Equation 3.1: 

 

𝐼𝑝𝑇𝑃(560) =  𝐴1𝑒−𝑘1𝑡 + 𝐴2𝑒−𝑘2𝑡 + 𝐴3𝑒−𝑘3𝑡      (3.1) 

 

where 𝐼 is the intensity of the signal, 𝑘𝑛 and 𝐴𝑛 are respectively the rate-constants and the 

amplitudes associated with the n-th component of the multiexponential decay; the first 

component is an exponential rise (𝐴1 < 0) while the other two were biexponential decays 

(𝐴2,3 > 0).  

The time constant for the exponential rise was found to be 5.7 ± 0.7 ps and was 

associated to a geometric rearrangement of pTP on the S1 PES. Consistent with the 

interpretation given for the UV absorption and fluorescence spectra of pTP (Section 3.3.1), 

with reference to Figure 3.5, the vertical S1←S0 transition prepares pTP in a geometry that 

is far from the S1 minimum. Therefore, it is proposed that the strong ESA is maximised 

when pTP adjusts its nuclei to the configuration of the S1 minimum and accounting for the 

rise in the signal. As the phenylene rings of the molecule change from a twisted to a planar 

geometry,28,30 the solvent molecules also slightly rearrange around pTP, leading to a shift in 

the observed peak. The timescale of the conformational rearrangements matches previous 

fluorescence up-conversion measurements in protic solvents with a 267 nm excitation 

pulse.28  

Notably, the fluorescence up-conversion experiments conducted by a different group 

at 290 nm, in the red edge of the pTP UV absorption spectrum, do not show any dynamic 

Stoke-shift, indicating that the solvent is not involved in the relaxation processes, and pTP 

geometry rearrangement was proposed to occur on a sub-picosecond timescale.38 This could 

be reconciled by accepting that the modes that couple to mediate the vibrational relaxation 

also play a role in the conformational rearrangement. Therefore, population of different 
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excited state vibrational modes with different excitation wavelengths, changes the observed 

dynamics accordingly.  

 

 

Figure 3.8. (a) Near-infrared TA spectra in ethanol solutions of pTP 0.7 mM and (b) normalized 

integrated signal of the ESA band centred at 860 nm. The arrow in panel (a) indicates the evolution 

of the parent ESA signal.  

 

The time constants associated to the ESA decay were found to be 41.1 ± 11.7 ps and 

1.14 ± 0.04 ns. Assignment was guided by previous studies. The picosecond decay 

component was associated to further pTP–solvent cooling post nuclei rearrangement, 

consistently with previous time-resolved Raman measurements that have shown the process 
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takes approximately 40 ps.28 The long-time decay component was associated to pTP 

fluorescence, in agreement with TCSPC experiments that reported a fluorescence lifetime 

of 1.18 ± 0.01 ns for pTP in ethanol.39 Finally, no triplet signatures are evident in the spectra 

nor in the kinetic traces, excluding ISC as a potential deactivation pathway. 

Near-infrared TA data for pTP only solutions in ethanol were also acquired (Figure 

3.8(a)), in a region of the electromagnetic spectrum where signal from pTP• – photoproducts 

is expected.34,35 The pTP near-infrared transient response shows a positive broad, 

structureless ESA feature peaking around 840 nm, that rises within the IRF and almost fully 

decays within the investigated time-window. Unlike the visible ESA, for the near-infrared 

ESA feature to be broad, the Sn←S1 transition may involve a shallow Sn potential, and the 

absence of a rise component (Figure 3.8(b)) means the molecule does not need to undergo 

any nuclear coordinates rearrangement prior to absorption to higher states. The near-infrared 

ESA dynamics were not fitted as their contribution was removed via deconvolution when 

investigating pTP–DCHMA mixtures. 

From visible and near-infrared TA data, a schematic of the excited state 

photochemistry of pTP can be proposed, as summarised by Figure 3.9. The S0 and S1 

potentials are displayed as per the prior discussion of the absorption and fluorescence 

spectra, highlighting the wavefunctions responsible for the breakdown of the mirror 

symmetry in pTP.30 Once the molecule is excited, it finds itself in a hot vibrational state, in 

a conformation initially resembling one of the possible rotamer configurations of the ground 

state. On the S1 state, the molecule undergoes a geometric rearrangement forming a planar 

conformer; fluorescence occurs dominantly from this conformation at the S1 minimum to 

vibrationally hot levels of the S0 state lying above the torsional potential. Furthermore, TA 

spectra shows ESA from the S1 state lie in the visible and in the near-infrared region of the 

electromagnetic spectrum. Visible ESA is structured and resolved, and shows a delayed rise, 

associated to geometric rearrangements, so occurs from the bottom of S1 to a Sm state. 

Finally, near-infrared ESA is structureless, its kinetics not showing any rising component: 

the transition occurs from the vibrationally hot sublevel of the S1 state to a Sn state different 

from the one involved in the visible ESA. 
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Figure 3.9. Schematic summary of the photophysical relaxation processes of pTP on the basis of 

visible and near-infrared TA data in ethanol. The PES diagram in the S0 and S1 state as a function of 

the tilt angle among phenyl units is adapted from Heimel et al..30 The tilt angle is defined as the 

angle between the plane of the central phenylene ring and the plane containing the remaining two 

rings (with reference to Figure 3.5 and setting α = β). In the figure: VR: vibrational relaxation.  

 

 

3.3.3. Transient Absorption Spectroscopy of pTP–DCHMA Mixtures 

Following the investigation of pTP photochemistry, visible and near-infrared TA 

spectra of pTP–DCHMA mixtures in ethanol were recorded.  

Upon addition of DCHMA, visible TA spectra in ethanol show an additional distinct  

peak at 475 nm at late pump-probe time delays, associated with pTP• – generation (Figure 

3.10(a,b)).34,35 In conjunction with the observation that no photoproduct peaks are present 
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in absence of DCHMA, it follows that, subsequently to the ET, the formation of DCHMA•+ 

accompanies that of pTP• –. Further increases of the initial amine concentration led to a more 

intense photoproduct signal when compared to the parent ESA (see Figure 3.10(c,d)). The 

pTP• – band rises within hundreds of picoseconds; at late time delays, for high DCHMA 

concentrations, the decay of the photoproduct band is also observed.  

By solely analysing the pTP ESA decay dominant in the visible probe region, a 

complete picture of the ET event cannot be depicted. Insights on the steps and diffusion 

timescales of photoproduct formation require the investigation of spectroscopic features 

associated to pTP• –. This can be more easily achieved in the near-infrared region of the 

electromagnetic spectrum, where the intensity of the signal associated with the parent pTP 

ESA is a few ΔmOD, two orders of magnitude less than in the visible. 

 

 

Figure 3.10. Visible TA spectra in ethanol solutions of (a) pTP:DCHMA 0.5:50 mM, (b) 

pTP:DCHMA 0.5:125 mM, (c) pTP:DCHMA 0.5:250 mM, (d) pTP:DCHMA 0.5:500 mM mixtures. 

The arrows indicate the evolution of the parent ESA signal. Note that for these data the intensity 

scale is in ΔOD and not in ΔmOD. 
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Figure 3.11. Visible TA spectra in ethanol solutions of (a) pTP 0.7 mM, (b) pTP:DCHMA 0.5:50 

mM, (c) pTP:DCHMA 0.5:250 mM, (d) pTP:DCHMA 0.5:500 mM. Note only for this case the 

intensity scale is in ΔOD and not in ΔmOD. The arrows follow the rise and decay of parent signal 

evolves in time and the rise of photoproducts signal.  
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Near-infrared TA data for pTP:DCHMA mixtures are shown in Figure 3.11. 

Addition of DCHMA to pTP solutions changes the TA response, with a new band present 

at ~860 nm and associated with the formation of radical anion pTP species.35 The 

photoproduct is long-lived and persists beyond the longest TA delay studied (Figure 3.11(a-

c)). Notably, at high concentrations of DCHMA, a decay of the photoproduct signal is 

observed (see arrows in Figure 3.11): the higher the DCHMA concentration, the more 

probable a pTP–DCHMA encounter event, and the faster the rise of the pTP• – transient. 

Together with the observation that photoproduct features are not already present at time-

zero, it is evident the rate-determining step of the reaction is the reactants encounter, i.e., the 

reaction is diffusion-limited. Finally, from a cursory analysis of the TA spectra, the pTP• – 

rise in the near-infrared is matched by the parent decay in the visible. 

As for pTP, the visible TA ESA kinetics of the mixtures around 560/565 nm were 

extracted by integrating the signal in the 557–563 nm region (Figure 3.12(a)) and 

normalised. After the initial ~10 ps rise in pTP signal independent on DCHMA 

concentration (inset of Figure 3.12(a)), the signal decays more rapidly in the presence of the 

electron donor species with a timescale of 100 to 1000 ps.  

For the near-infrared data, the residual contribution due to pTP dynamics was 

removed via a Gaussian basis set deconvolution procedure.40 At each pump-probe time 

delay the near-infrared TA spectra of pTP signal (Figure 3.8) was fitted to one Gaussian 

distribution with floating width, amplitude and centroid, recovering the envelope of the 

transient response (see Figure 3.13 in the Appendix for example traces). Subsequently, the 

pTP Gaussian basis set was used to model the residual pTP signal of each pTP–DCHMA 

mixture (Figure 3.11), allowing only the amplitude associated to pTP* decay to float. The 

photoproduct, pTP• –, was modelled by the sum of two Gaussians distributions (see Figure 

3.14 in the Appendix for example traces). Once the photoproduct signal had been isolated, 

the kinetics of photoproduct formation and decay at 865 nm were extracted as for the visible 

ESA, integrating the signal in the 860–870 nm region (Figure 3.12(b)). The near-infrared 

kinetics showed even more clearly what has already been qualitatively discussed on the 

spectra: the timescale of pTP• – signal rise varies greatly with DCHMA concentration and 

photoproduct peak is anticipated at high DCHMA concentrations (250 and 500 mM, orange 

and red traces in Figure 3.12(b), respectively). 
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For visible TA data at 560 nm (Figure 3.12(a)), the signal originated from the 

photoexcited parent molecule. The kinetics of pTP–DCHMA mixtures in the visible were 

initially modelled using a similar approach to pTP alone (see Section 3.3.2). The initial 

growing component and the short-time decay had similar lifetimes to those found for pTP 

only in ethanol (as determined in Section 3.3.2), whilst the long-time decay was altered by 

the presence of DCHMA, again indicating diffusion played a role for this deactivation 

channel.  

 

 

Figure 3.12. Analysis of TA data in ethanol. Normalized integrated signal of (a) the ESA band 

centered at 560 nm in the visible TA data (Figure 3.10) and (b) of the photoproduct band centered at 

865 nm in the near-infrared TA data (Figure 3.11) for the specified pTP:DCHMA ratios, and fit to 

the data (red lines). Any contributions from pTP signal in the near-infrared TA kinetics was removed 

via a gaussian basis set deconvolution. Relative amplitudes of the fitting components contributing 

to the observed signal (c) for the visible traces and (d) for the near-infrared traces. 
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As discussed in Chapter 1, the effects of diffusion on the kinetics of reaction can be 

quantitatively described with a variety of models.41–45 For a diffusion-limited reaction with 

one reactant is in large excess, von Smoluchowski theory can be adapted to include the 

effects of competitive diffusional processes that contribute to the total intensity, 𝐼, of the TA 

signal.46,47 This is given by Equation 3.2: 

 

𝐼 = 𝑒
−𝑐0𝑘𝐷(𝑡+

2𝑎√𝑡

√𝜋𝐷
)
𝑒−𝑘𝑅𝑡        (3.2) 

 

where, 𝑐0 is the initial concentration of the excess reactant, 𝐷 is the sum of the diffusion 

coefficients of the two reactants, 𝑎 is the contact radius – the distance at which the ET event 

occurs – 𝑘𝑅 is the rate constant for any radiative decay competing with diffusion (e.g., 𝑘3 in 

Equation 3.4). In von Smoluchowski theory the rate of ET reaction is considered to be 

infinitely faster than diffusion events, making the bimolecular encounter the rate-limiting 

step. The reaction rate, 𝑘𝐷, that appears in Equation 3.2 is defined: 

 

𝑘𝐷 = 4𝜋𝑁𝐴𝑎𝐷          (3.3) 

 

where 𝑁𝐴 is Avogadro’s number. Therefore, the visible TA data of pTP–DCHMA were 

globally fitted to a function of the form: 

 

 𝐼𝑝𝑇𝑃:𝐷𝐶𝐻𝑀𝐴 (560) =  𝐴1𝑒−𝑘1𝑡 + 𝐴2𝑒−𝑘2𝑡 + 𝐴3𝑒
−𝑘3𝑡−𝑘𝐷𝐶0(𝑡+

2𝑎√𝑡

√𝜋𝐷
)
   (3.4) 

 

Comparing Equations 3.1 and 3.2 with Equation 3.4 it is clear that the third exponential 

component has been substituted with an expression that accounts for the diffusion-limited 

bimolecular ET. 

The dynamics of photoproduct in the near-infrared region around 860 nm (Figure 

3.12(b)) are similarly modelled. The signal intensity is described by two exponentials with 

opposite sign: 

 

𝐼𝑝𝑇𝑃:𝐷𝐶𝐻𝑀𝐴 (865) =  𝐴4𝑒
−𝑘3𝑡−𝑘𝐷𝐶0𝑡(1+

2𝑎√𝑡

√𝜋𝐷
)

+ 𝐴5𝑒−𝑘4𝑡    (3.5) 
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In Equation 3.5, 𝐴4 < 0 and 𝐴5 > 0, and 𝑘4 returns the decay rate of photoproducts. 

Equations 3.4 and 3.5 were used to globally fit the traces in Figure 3.12(a,b) by fixing the 

values of 𝑘1, 𝑘2, and 𝑘3 to those determined from the analysis of isolated pTP, and using 

the values of 𝐷 determined from DOSY 1H-NMR. The parameters 𝑎 and 𝑘4 were shared in 

fitting both near-infrared and visible probe data, while the amplitudes 𝐴𝑖 (Figure 3.12(c,d)) 

were allowed to float. While the lifetime associated with the decay of photoproduct was 

found to be > 2 ns, so it could not be properly estimated as greater than the investigated time 

window (~5.6 ns from fitting), the value for the contact radius could be more accurately 

estimated to be 0.68 ± 0.17 nm. This is comparable to typical values around 0.5 nm.43 

Although the value is large enough not to exclude molecules of ethanol could play a role in 

mediating the ET, TA data and the diffusional model adopted does not provide any definitive 

answers regarding the role of solvent. Finally, knowledge on the contact radius allowed for 

an estimation of the diffusional rate constant 𝑘𝐷 of 7.80 (± 1.99) ×109 M-1s-1. This is the 

same order of magnitude to previously reported ET reactions of other chemical 

systems.43,48,49 A summary of the results of the von Smoluchowski analysis is reported in 

Table 3.2. 

 

Table 3.2. Summary of fitting output from the modelling of pTP photodynamics and diffusion–

limited ET in pTP–DCHMA mixtures. 

 

Process Timescale / ps TA region 

pTP*,hot → pTP* 5.7 ± 0.7 visible 

pTP–solvent post nuclei rearrangement 41.1 ± 11.7 visible 

pTP fluorescence 1140 ± 40 visible 

pTP• –…DCHMA•+ decay > 2000 (~5600) near-IR 

ET parameters 

contact radius 𝑎 / nm 0.68 ± 0.17 

reaction rate 𝑘𝐷 / 109 M-1s-1 7.80 ± 1.99 

 

 The choice of modelling the decrease in signal associated to pTP• –…DCHMA•+ with 

a simple exponentially decaying function is dictated by the experimental limitation of the 

investigated time window in TA. Therefore, it is not possible to assign this channel to a 

specific reactive step. 
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 The relative contribution of all the pathways to the fate of the pTP–DCHMA system 

is given by the amplitudes of the different channels associated with Equations 3.4 and 3.5 

and summarized by the bar plots in Figure 3.12(c,d). For visible TA data, the amplitude 

associated with visible ESA rise is constant for the different pTP:DCHMA ratios (light blue 

bars in Figure 3.12(c)); this is unsurprising, as the rise in pTP signal is independent of the 

ET event. In contrast, the DCHMA concentration alters the relative amplitudes associated 

with pTP decay and ET, the latter increasing at the expenses of the former whilst the number 

of ET-donor molecules is increased (dark blue and green bars in Figure 3.12(c)). At a 

DCHMA concentration of 500 mM, the signal decay is completely due to ET, identifying a 

regime where, in principle, the bimolecular reaction is the most effective. For the near-

infrared TA traces, the amplitude associated to signal rise caused by diffusion-limited ET 

and the amplitude of the photoproduct decaying component in turn dependent on the ET 

maintain the same relative proportion (Figure 3.12(d)). This is consistent with a model 

comprised of steps sequential to one another, where the peak of the signal in the kinetics is 

governed by the DCHMA concentration, as expressed in Equation 3.5. 

 

 

3.4. Conclusions 

This study focussed on the photodynamics of a diffusion–limited ET reaction in a 

chemical system comprised from para-terphenyl and N,N-dicyclohexylmethylamine, 

relevant in carbon dioxide activation and direct utilization.23,24 The excited state dynamics 

of pTP has been thoroughly investigated by means of TA spectroscopy, probing the different 

relaxation dynamics in ethanol, as a prototypical protic and polar solvent. It was found pTP* 

signal has a rise component of 5.7 ps, associated to geometric reorganisation onto the S1 

PES, and decays biexponentially, either dissipating energy via pTP–solvent coupling in 

41 ps post nuclei rearrangement, or in the nanosecond regime via fluorescence. Addition of 

DCHMA influences the photodynamics of pTP by providing a new deactivation pathway. 

Diffusion–limited ET at the expense of DCHMA reduces pTP to its radical anion as evident 

from several spectral signatures and near-infrared probe region dynamics, a necessary 

prerequisite for carbon dioxide activation. The results of the diffusional analysis of the data 

in the Smoluchowski model, returned a rate constant for the ET of 7.80 (± 1.99) ×109  

M-1s-1
. Ethanol was suggested to be able to mediate the ET step, contact radius of ET in the 
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solvent being 0.68 nm, with the effect of reducing the amount of un-reactive encounters 

between pTP* and DCHMA. These findings provide a fundamental basis for rational design 

of pTP–amine systems adopted to perform CO2 activation and a direct, unequivocal proof 

of early step mechanism proposed by Seo et al.23: as a general indication a protic solvent as 

ethanol seems proficient in generating the radical anion pTP• –. 
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3.5. Appendix 

3.5.1. Gaussian Basis Set Deconvolution 

 

 

Figure 3.13. Gaussian basis set modelling of pTP near-infrared TA signal for six pump-probe time 

delays representative of the investigated timescales. The pTP signal (solid red lines) was modelled 

with one Gaussian function, allowing to float its amplitude, width and centroid. Each panel includes 

the residuals of the fitting. 
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Figure 3.14. Gaussian basis set deconvolution of pTP near-infrared TA data for stated mixtures. 

Three pump-probe time delays representative of the investigated timescales are shown for the 

pTP:DCHMA 0.5:0.25 mM mixture (lowest DCHMA concentration, left column) and for the 

pTP:DCHMA 0.5:0.500 mM mixture (highest DCHMA concentration, right column). The pTP 

signal (dashed red lines) was modelled with the Gaussian basis set shown in Figure 3.13 and the 

width, amplitude and centroid were allowed to float. The photoproduct signal (dotted red lines) was 

modelled with a sum of two Gaussian functions. The pTP signal and the photoproduct signal were 

then summed to obtain the total mixture signal (solid red lines). Only the modelled photoproduct 

signal was retained to extract the kinetics at ~860 nm shown in Figure 3.12(b). Each panel includes 

the residuals of the fitting.   
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Figure 3.15. Kinetics of near-infrared TA data and of the Gaussian basis set deconvolution model 

at two representative probe wavelengths, 840 nm and 860 nm, for the pTP:DCHMA 0.5:0.25 mM 

mixture (lowest DCHMA concentration, left column) and for the pTP:DCHMA 0.5:0.500 mM 

mixture (highest DCHMA concentration, right column). In each plot, the deconvoluted pTP trace 

(blue dotted lines) and the deconvoluted photoproduct trace (green dotted lines) sums up to the total 

kinetic trace (red solid lines), that satisfactorily models the TA data (dots). Note that for the two 

stated pTP:DCHMA ratios, data are plotted on different ΔmOD axes. 
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4. Excitation Energy Transfer in Biohybrid Quantum 

Dot–Bacterial Reaction Centre Nanoconjugates 

 

The results, data and discussions presented in this chapter have been published. The reader 

can refer to: G. Amoruso, J. Liu, D. W. Polak, K. Tiwari, M. R. Jones, T. A. A. Oliver. High 

Efficiency Excitation Energy Transfer in Biohybrid Quantum Dot–Bacterial Reaction Center 

Nanoconjugates. The Journal of Physical Chemistry Letters, 2021, 12, (23), 5448–5455. 

I declare that: I designed, grew, purified and characterized the biological samples in 

collaboration with Dr. Kavita Tiwari and Dr. Michael R. Jones; I collected and analysed the data; I 

wrote the manuscript in discussion with Dr. Michael R. Jones and my supervisor Dr. Thomas A. A. 

Oliver. 

 

 

4.1. Introduction 

Purple bacteria such as Rhodobacter (Rba.) sphaeroides are among the simplest 

organisms capable of photosynthesis. These bacteria inhabit aquatic environments where 

they use pigment-protein complexes to absorb spectrally-filtered sunlight to power growth 

and reproduction.1,2 To avoid competing with chlorophyll-containing oxygenic phototrophs, 

bacteria such as Rba. sphaeroides capture primarily near-infrared and blue/near-ultraviolet 

solar wavelengths using bacteriochlorophyll and carotenoid pigments.1,2 In reaction center-

light harvesting 1 (RC–LH1) complexes, a central RC electron transfer (ET) protein is 

encircled by an LH1 light harvesting pigment-protein. These RC–LH1 complexes are in turn 

surrounded in the membrane by peripheral LH2 light harvesting complexes.3–5 Through 

sequential ultrafast electronic energy transfer (EET) steps, the initially-formed excited 

electronic state of LH2 or LH1 pigments is funneled to a RC where the excitation energy is 

used to drive rapid and efficient charge separation. The quantum yield of EET is very high 

because energy migration to the RC is fast (tens of picoseconds) compared to the excited 

state lifetime of bacteriochlorophyll (a few nanoseconds).1,2 RCs perform the crucial energy 

transduction and stabilization processes of photosynthesis with a quantum yield that is near 

unity,6 efficiently separating charge between a pair of bacteriochlorophylls on one side of 

the membrane that act as the primary electron donor (termed P), and a ubiquinone on the 

opposite side (see Figure 4.1(a)).7–9 
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Figure 4.1. (a) Structural model of the 3Hβ RC protein (gray) highlighting the arrangement of light 

absorbing pigments (colored). One of the 3Hβ mutations substitutes the native A-branch 

bacteriopheophytin (HA) with a bacteriochlorophyll (labelled βA). Two different EET pathways are 

expected on the two sides of the RC (dashed arrows). For the B-branch (right) EET occurs between 

the bacteriopheophytin (HB) or the 15 cis-cis' spheroidenone carotenoid (Crt) to a monomeric 

bacteriochlorophyll (BB), and thence to the special pair of bacteriochlorophylls (P). Alternatively, 

on the A-branch (left) the EET path is from bacteriochlorophyll bA to bacteriochlorophyll BA, and 

then on to P. In the WT RC, formation of the excited singlet state of P (P*) triggers charge separation 

to sequentially form the radical pairs P+BA
–, P+HA

–and P+QA
–. It is anticipated in the 3Hβ RC only a 

very minor percent (< 1%) undergo charge separation to form a mixed P+(BAβA)– radical pair. (b) 

Schematic representation of QD-RC nanoconjugates and the energy pathways for collection, 

transfer, and re-emission of light.  

 

These very high quantum efficiencies make RCs and RC–LH1 complexes attractive 

components for alternative solar energy conversion technologies employing 

environmentally-benign materials.10 However, their limited capacity to harvest sunlight 

across much of the visible region of the available solar spectrum has obvious consequences 

for their performance in biohybrid photodevices, with relatively low external quantum 

efficiencies of photocurrent generation across green and red wavelengths in particular.10–17 

In addition, although highly efficient solar energy harvesting in specialized wavelength 

niches may be advantageous to a photosynthetic bacterium in a natural, relatively low-light 

habitat, the high concentrations of photo-protein required to achieve a substantive 

photocurrent in a biohybrid device mean that light harvesting is often saturated at these 

specific wavelengths where absorbance from natural pigmentation is very strong. As an 

illustration, the very strong absorbance band of the light harvesting bacteriochlorophylls of 

the RC–LH1 complex is often under-represented in action spectra of external quantum 

efficiency for bio-photoelectrochemical devices based on this protein.10,13–17 One way to 
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address these drawbacks is to conjugate RC or RC–LH1 complexes with a non-native light 

harvesting system such as a synthetic quantum dot (QD),18–24 a synthetic dye,25–28 or a 

protein with complementary pigmentation.29,30 This enables enhanced light collection over 

parts of the electromagnetic spectrum where the absorbance of the native RC or RC–LH1 

pigmentation is weak. 

Recently, J. Liu and co-workers in Prof. Michael R. Jones group (School of 

Biochemistry, University of Bristol) characterized a biohybrid nanoconjugate in which Rba. 

sphaeroides RCs engineered with a poly-histidine tag were tethered to the surface of water-

soluble CdTe QDs (Figure 4.1(b)).31,32 In these nanoconjugates the QDs served as both an 

assembly hub and an artificial light harvesting antenna for the RCs. On mixing, the His-tag 

bound the RCs to the surface of the QD with high affinity. Quenching of QD fluorescence 

upon increasing the ratio of tethered RCs per QD provided indirect proof of Förster 

resonance energy transfer (FRET) from the QDs to the attached RCs. As wild-type (WT) 

RCs are highly efficient at charge-separation, with a fluorescence quantum yield of virtually 

zero, a second set of nanoconjugates were constructed using a weakly fluorescent RC mutant 

(VL157R), that was unable to carry out charge separation due to the absence of one of the 

bacteriochlorophylls that make up the primary electron donor.31 In this second set, the 

intensity of RC fluorescence peaking at 801 nm rose as the RC:QD ratio increased, mirroring 

a progressive decrease in overlapping QD fluorescence at 750 nm and providing further 

evidence for FRET between the QDs and the bound RCs.31 A variety of other RC mutants 

were used in this prior study to explore the effect of changing the overlap integral between 

QD fluorescence and RC absorption on QD fluorescence quenching. 

A key aspect of natural photosynthesis is the very high quantum efficiency of EET 

even in very extensive antenna systems. One potential way to establish the time scale and 

efficiency of EET in these synthetic biohybrid nanoconjugates is to use time-correlated 

single photon counting (TCSPC) spectroscopy.33 This technique has previously been used 

to interrogate FRET dynamics between a natural plant light harvesting complex and QD 

hybrid.34 However, in previous studies of WT RCs electrostatically bound to QDs it would 

not have been possible to apply TCSPC to the non-fluorescent WT RC energy acceptor.18–

20 Furthermore, although the VL157R RC mutant used in previous studies is fluorescent 

with a maximum at 801 nm,31,35 TCSPC characterization of fluorescence changes at this 

wavelength caused by EET from associated QDs would be hampered by strongly 
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overlapping fluorescence from the 750 nm emitting QD donors. The 801 nm fluorescence 

in VL157R RC is from the retained three monomeric bacteriochlorophylls, this RC having 

lost the red-shifted absorbance at ~870 nm (and associated very weak fluorescence) from 

the pair of P bacteriochlorophylls normally present in the WT RC.35 

To use TCSPC to determine the efficiency of EET in RC–QD nanoconjugates, in 

this study, a new RC mutant was engineered, 3Hβ (Figure 4.1(a)), that retains a normal long-

wavelength primary electron donor but has a drastically-reduced quantum yield for charge 

separation. This was achieved by combining a triple mutation LL131H + LM160H + 

FM197H,36–38 with the so-called ‘-mutation’ LM214H.39,40 The triple mutation adds three 

hydrogen bonds between the protein scaffold and the two bacteriochlorophylls that make up 

P, raising its mid-point potential for one electron oxidation by around 260 mV but without 

markedly affecting its absorption spectrum.37 This has the effect of raising the free energy 

associated with the first radical pair formed during charge separation, P+BA
–, above that of 

the excited singlet state of P (P*), thus severely slowing primary charge separation (causing 

a ~50% decrease in quantum yield) and enhancing the fluorescence of P* through an 

extension of its lifetime from ~3 ps to ~50 ps.38 The ‘-mutation’ replaces the 

bacteriopheophytin that is the second acceptor during charge separation (HA) with a 

bacteriochlorophyll (A) (Figure 4.1(a)).39,40 In isolation this mutation renders the first (BA) 

and second (A) electron acceptor isoenergetic, enabling formation of an admixture of the 

P+BA
– and P+A

– radical pairs. This slows the rate of charge separation by a factor of two 

and lowers its quantum yield to ~60%. Formation of a mixed P+(BAA)– state both greatly 

reduces the probability of further electron transfer to the A branch quinone and strongly 

promotes the reverse electron transfer reaction to re-form P*.39,40 In the combined 3Hβ 

mutant it is expected that the quantum yield of charge-separated species should be 

drastically lower than for WT RCs, and strongly enhanced P* fluorescence should be 

observable with a maximum at ~910 nm.41 

 

 

4.2. Experimental Methods 

4.2.1. 3Hβ RC Engineering and Nanoconjugate Preparation 

The 3Hβ RC has four single point mutations. These are: (i) substitution of leucine at 

position 131 of the L-polypeptide with histidine (LL131H), (ii) substitution of leucine at the 
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position 160 of the M-polypeptide with histidine (LM160H), (iii) substitution of 

phenylalanine at position 197 of the M-polypeptide with histidine (FM197H), and 

substitution of leucine at position 214 of the M-polypeptide with histidine (LM214H). A RC 

with changes (i-iii) has been reported previously; each of the three histidines donates a 

hydrogen bond to a carbonyl group of one of the two bacteriochlorophylls that make up the 

primary electron donor P.36,37,42 The fourth mutation causes replacement of the second 

electron acceptor bacteriopheophytin by a bacteriochlorophyll, and is often referred to as 

the β-mutation.39,40 Using the QuickChange procedure (Agilent) the four mutations were 

introduced sequentially into plasmid pv109, which is a derivative of pUC19 containing a 

1901 bp XbaI–BamHI restriction fragment encompassing the RC genes pufLM modified to 

place the protein sequence LALVPRGSSAHHHHHHHHHH at the C-terminus of the M-

polypeptide.43 The modified XbaI–BamHI restriction fragment was then shuttled into 

plasmid pvLMt,43 and the resulting derivative expressed in Rba. sphaeroides strain DD13.44 

Bacterial growth, cell harvesting and purification of the His10-tagged 3Hβ RCs was as 

described in detail in previous studies,43 as was the assembly of nanoconjugates with 

different RC:QD molar ratios.31,32 The latter involved mixing of RCs with water-soluble 

CdTe QDs that were purchased from PlasmaChem GmbH. These had an emission maximum 

at 750 ± 5 nm and were coated with 3-mercaptopropionic acid, with an average molecular 

weight of 550 kDa. For the preparation of conjugates in water buffer solution, the QD 

concentration was kept fixed at 0.66 µM (corresponding to an OD430 nm ~1) and the RC 

concentration was varied with the ratios ranging from 1:1 to 10:1 RC;QD, from a minimum 

of 0.66 µM (OD800 nm ~0.19) to a maximum of 6.6 µM (OD800 nm ~1.9), using the 

approximation that the molar extinction coefficient of the B-band of 3Hβ mutant was the 

same as wild-type reaction centers (288 mM-1 cm-1).45 

 

 

4.2.2. Transient Absorption Spectroscopy 

A schematic of the experimental setup used for TA spectroscopy is reported in 

Figure 4.2.46 Part (40%) of the 800 nm fundamental laser output of a 1 W, 1 kHz, Ti:Sapphire 

amplifier (Coherent, Libra) was divided with a 90:10 beam splitter to generate pump and 

probe pulses, respectively.  
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Figure 4.2. Schematic of the setup used to perform visible and near-infrared TA measurements on 

3Hβ RCs. Figure adapted from references.46 

 

Pump pulses were generated using a non-collinear optical parametric amplifier 

(NOPA).47 The 800 nm fundamental used to pump the NOPA was divided into two portions 

with a 10:90 beam splitter. The low power portion was used to generate the white-light seed 

pulses, by using a plano-convex lens (f = 5 cm) to focus 800 nm light into a sapphire plate 

(2 mm, c-cut). Stability and homogeneity of the resulting white-light super-continuum were 

achieved by controlling the intensity of the 800 nm fundamental with a neutral density wheel 

and an iris. A plano-concave mirror was used to both re-collimate and focus the white light 

into the amplification BBO crystal (Eksma Optics, 5.0×5.0×2.0 mm crystal, θ = 31.5°,  

ϕ = 90°). The high power portion of the 800 nm fundamental used in the NOPA was 

frequency doubled by second-harmonic generation (SHG) in a BBO crystal to generate  

400 nm pump pulses required in the amplification process. After removing residual 800 nm 

light with dichroic mirrors (CVI, BSR-48-1025), the 400 nm pulses were sent through a 

manual delay stage to ensure temporal overlap with white-light pulses in the NOPA crystal. 

The 400 nm pulses were then focused and spatially overlapped into the NOPA BBO crystal 

using a plano-convex lens (f = 20 cm).  

The NOPA was aligned to obtain a ~50 nm broad spectrum (FWHM) centred at  

595 nm, as shown in Figure 4.3. This was achieved by iteratively optimizing the spatial and 

temporal overlap of the white-light seed and the 400 nm pump pulses in the NOPA crystal. 

The inherit complexity arising from the interplay of all the parameters relevant in optimizing 

the NOPA resulted in a slightly bimodal spectrum (Figure 4.3) and in spatial inhomogeneity 

which was minimized by irising the NOPA output prior to collimation.  
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Figure 4.3. Pump spectrum used for TA experiments. 

 

Positive second order group velocity delay (GVD) was compensated with chirped 

mirrors (Layertech 148545). The number of pairs of bounces on chirped mirrors coarsely 

controlled the GVD correction. Fine control over the chirp was achieved using thin fused 

silica wedges (FemtoOptics, Newport) mounted on translational stages. To characterize the 

pulse duration, polarization gated frequency-resolved optical gating (PG-FROG)49,50 was 

used. The pulse-width for TA experiments on 3Hβ RC mutant is displayed in Figure 4.4.  

 

 

Figure 4.4. (a) PG-FROG trace of NOPA pump pulse, and (b) integrated time-trace (dots) and fit to 

data (red line). 

 

In the homebuilt PG-FROG apparatus the pulse to be characterized was split into two 

identical replicas with a ‘D’-mirror. Henceforth, one is referred to as the gate, and other as 

probe pulse. The probe pulse was routed via a short delay stage (Physik Instrumente,  

M-112.2DG) to control the relative time delay with the gate pulse. The two pulses (polarized 
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parallel) were then focused and spatially overlapped in a thin piece of fused silica at a tight 

crossing angle with a plano-concave silver mirror (f = 5 cm). The gate pulse induces a third-

order non-linear optical Kerr effect, causing the fused silica to behave as a birefringent 

material. Therefore, when the two pulses are spatio-temporarily overlapped in the fused 

silica plate, the substrate acts as a waveplate and slightly rotates the polarization of the probe 

pulse. By scanning the gate-probe time delay, a time-dependent probe pulse polarization 

signal can be measured and used to determine the time duration of the original pulse. After 

passing through the fused silica plate, the probe pulse was collimated and passed through an 

achromatic polarizer. The polarizer was set orthogonal to the polarization of the unperturbed 

gate and probe pulses pair. The resulting PG-FROG signal was then focused into a 

spectrograph (Shamrock 163, Andor) and detected with a linear 1024 element CCD array 

detector (Entwicklungsbüro Stresing), whilst scanning the time-delay between the two pump 

pulse replicas. This resulted in a PG-FROG signal (Figure 4.4(b)), which could be averaged 

over the wavelength axis to extract a time trace (Figure 4.4(c)). The PG-FROG time-trace 

was then fit to a Gaussian function to estimate the pulse length, which was iteratively 

minimized to be 59 ± 5 fs. 

For TA measurements pump pulses were modulated at 500 Hz with an optical 

chopper (Thorlabs, MC2000), delayed with respect to the probe via a motorized high 

precision delay stage (Physik Instrumente, M-531.DG1) with maximum delay of 1.9 ns, 

focused into the sample to a spot-size of 100 μm diameter using a plano-concave mirror  

(f = 20 cm). A half-wave plate and a polarizer were used to attenuate the pump fluence to 

∼16 nJ at the sample to obtain a power density of 2.54 GW cm-2. This pump power ensured 

minimal multiple-exciton formation and were in line with previous RC TA studies.48 

Probe pulse generation and TA signal detection and data acquisition were carried out 

as already described in Section 3.2. Briefly, a portion of the fundamental laser was focused 

into either a sapphire crystal for a visible detection (450 nm to 700 nm) or a YAG crystal 

for a near-infrared detection (860 nm to 1100 nm). The probe beam was then focused into 

the sample, recollimated with the collinear signal, and for visible TA measurements 

spectrally filtered to remove residual fundamental 800 nm light using a dichroic mirror 

(Thorlabs, DMSP750B). Finally, the probe and signal were focused into a spectrograph and 

detector apparatus described in Chapter 3. 
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The 3Hβ RC samples were freshly prepared and purified prior to TA measurements 

and diluted to obtain an absorption of 0.34 at 600 nm (1 mm path length). The sample was 

flowed continuously throughout measurements in a flow cell with a 1 mm path length 

(Starna, Type 48). TA measurements were performed under the magic angle condition. Time 

data were acquired using a randomized sequence of delays. Data were collected in blocks of 

1000 shots. The statistics of each block were analysed and shots that deviated from the mean 

by a standard deviation greater than 0.6 were rejected. The retained data were averaged, and 

the procedure was repeated over 15 cycles for both visible and near-infrared TA 

measurements.  

 

 

4.2.3. Time-correlated single photon counting (TCSPC) 

Time-correlated single photon counting (TCSPC) measurements were recorded 

using a homebuilt apparatus, a schematic of the experimental setup is shown in Figure 

4.5(a). The 860 nm fundamental laser output of a narrowband high-power Ti:Sapphire 

oscillator (3.7 W, 80 MHz, Chameleon Ultra II, Coherent) was focused with a plano-convex 

lens (f = 10 cm) in a 2 mm thick BBO crystal (Eksma Optics,  = 29.2°) and frequency 

doubled to 430 nm. After collimation, residual near-IR fundamental light was removed using 

two dichroic beam splitters (Layertec, Separator 106160). To avoid re-excitation of samples, 

the repetition rate of the laser pulse train was reduced to 3 MHz using a pulse picker (APE 

cavity dumper kit). 

The pulse picker kit was comprised of a quartz crystal attached to a piezoelectric 

transducer driven by a high power (17.5 W) radiofrequency generator. Together they act as 

an acousto-optic modulator (AOM). The propagation of soundwaves in the quartz crystal 

causes periodic and localised compression/decompression in the crystal lattice, which in 

turn induce localised periodic changes in the refractive index of the crystal (Figure 4.5(b)). 

The 430 nm pulse was focussed with a plano-convex lens (f  = 7.5 cm) into the quartz crystal. 

The speed and the repetition rate of the soundwave propagating in the crystal dictate 

whether or not at the focal point the soundwave will coincide with the optical pulse and 

diffract it, at an angle 𝜃𝑜𝑢𝑡 determined by Bragg’s law: 

 

𝜃𝑜𝑢𝑡 ≈ sin 𝜃𝑜𝑢𝑡 = 𝑚
𝜆

𝑛

1

2Λ
        (4.1) 
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In Equation 4.1 𝜆 is the wavelength of the incoming pulse, Λ is the radiofrequency of the 

AOM, 𝑛 is the refractive index of the crystal and 𝑚 is an integer that expresses the order of 

the diffraction; the first order diffraction case is explicitly drawn in Figure 4.5(b). The 

appropriate choice of the repetition rate of the radiofrequency allowed for the diffraction to 

occur at the desired repetition rate. The intensity of the first order diffraction was maximized 

by tuning the crystal position. 

 

 

Figure 4.5. (a) Schematic of the TCSPC setup used to investigate the time-resolved fluorescence of 

3Hβ RCs, CdTe QDs and QD-RC nanoconjugates and (b) schematic of the diffraction of light pulses 

by the acoustic waves in the AOM; only the first positive order diffraction (𝑚 = 1 in Equation 4.1) 

is shown, for simplicity.  

 

The diffracted light from the AOM was subsequently collimated and focused 

through a 10 mm pinhole to remove any of the un-diffracted parent beam (0th order). The 

laser light (10 mW) was subsequently collimated and focused into the sample with a second 

lens. Fluorescence was collected from a 1 cm pathlength sample cuvette at 90º relative to 

the excitation laser with an infinity corrected microscope objective (Nikon, 4/0.2 NA Plan 

Apochromat). The fluorescence was filtered to remove any laser scatter and collected at  

750 nm (using a 10 nm FWHM bandpass filter; Edmund Optics, 87-889) or at 905 nm (using 

a 25 nm FWHM bandpass filter; Thorlabs, FL905-25). A polarizer before the detector was 

set to magic angle relative to the excitation laser to eliminate rotational anisotropy effects. 

The filtered fluorescence was focused onto an avalanche-photodiode detector (IDQ,  

ID100-20-REG) with an achromatic doublet lens (Thorlabs, AC508-075-A). The photon 

counts from the detector were acquired by a time-to-digital converter (Swabian Instruments, 
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Time Tagger 20). This was synced to the pulse picker, using the pulse train at the repetition 

rate of the light diffracted by the AOM as a start clock. Every time an emission photon was 

recorded, the detection acted as a stop clock. The time interval between the start and the stop 

clock was then associated to a time-bin (10 ps width), repeating the process to build-up a 

histogram of the fluorescence trace. TCSPC data were acquired using customized LabVIEW 

software (National Instruments). The instrument response function (IRF) trace for the 

TCSPC experiment was acquired using a colloidal silica solution and fitted to a sum of two 

Gaussian functions; the FWHM of the first Gaussian was determined to be 170 ps, 

considered to be the lower limit for the time-resolution of the experiment. TCSPC traces 

were fitted in MATLAB (MathWorks) to analytical solutions of a Gaussian instrument 

response convoluted with two or more exponential functions.  

 

 

4.3. Results and Discussion 

4.3.1. 3Hβ RCs Characterization 

 The ground state characterization of 3Hβ RCs was performed by means of steady-

state absorption spectroscopy. Bands in the spectrum of the 3Hβ RC can be assigned by 

reference to those associated with WT RCs and known effects of the four mutations. Figure 

4.6 (solid lines) shows an overlay of absorption spectra of the 3Hβ and WT RCs, and the 

fluorescence spectrum of 3Hβ (dashed line). For the WT RC, the bands peaking at 360 and 

390 nm are assigned to the Soret bands of the four bacteriochlorophylls and two 

bacteriopheophytins. The single 15 cis-cis' spheroidenone carotenoid contributes to a broad 

absorption between ~450 and ~600 nm. The sharper features in this region correspond to the 

Qy bands associated with two bacteriopheophytins (between 520–550 nm) and four 

bacteriochlorophylls (at 600 nm). The spectrum of the 3Hβ RC showed the loss of a band at 

~545 nm and the appearance of additional absorbance around 600 nm, consistent with the 

replacement of a bacteriopheophytin by a bacteriochlorophyll. In the WT RC, the major 

bands in the near-IR region are attributable to the two bacteriopheophytins (HA/HB, at 760 

nm), the two monomeric bacteriochlorophylls (BA/BB, at 802 nm) and the two strongly 

excitonically-coupled primary electron donor bacteriochlorophylls (P, at 870 nm). As 

expected, the band associated with bacteriopheophytin at 760 nm was red-shifted and 

lowered in intensity in the spectrum of the 3Hβ RC, with the appearance of additional 
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absorption on the blue side of the 802 nm band. Again, this was consistent with the 

replacement of a bacteriopheophytin by a bacteriochlorophyll.39,43  

 

 

Figure 4.6. (a) Absorption spectra of wild-type RCs (solid red) and 3Hβ RCs (solid dark blue), 

normalized to the ~800 nm band, and fluorescence spectra of the 3Hβ RC (dashed dark blue), 

normalized to the maximum intensity in 700–950 nm region. 

 

Fluorescence from the P bacteriochlorophyll pair peaked at 910 nm (dark blue 

dashed line in Figure 4.6) as expected after the insertion of point mutations in RCs genome. 

To determine the fluorescence quantum yield of 3H RCs, the fluorescence of the near-

infrared dye IR140 in dimethyl-sulfoxide, which has a well characterized fluorescence 

quantum yield, was recorded under the same excitation conditions as used to acquire the 

fluorescence of 3Hβ RCs. Using a previously described procedure,51 the fluorescence 

quantum yield, 𝑓, of the 3Hβ RCs was determined using IR140 as a calibrant via: 

 

𝑓(3𝐻𝛽) = 𝑓(𝐼𝑅140)
𝑛3𝐻𝛽

2

𝑛𝐼𝑅140
2

𝐹3𝐻𝛽

𝐹𝐼𝑅140

1−10−𝐴(595)𝐼𝑅140

1−10
−𝐴(595)3𝐻𝛽

     (4.2) 

 

where 𝐹 is the integrated fluorescence intensity, 𝐴(𝜆) is the absorbance at excitation 

wavelength 𝜆, and 𝑛 is the refractive index of the solvent. Using the known fluorescence 
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quantum yield of 0.20 for IR140 in dimethyl-sulfoxide,52 the fluorescence quantum yield 

for 3Hβ RCs was estimated to be 0.0014. 

 To explore whether 3Hβ RCs were capable of charge separation, ultrafast transient 

absorption (TA) studies of purified RCs were undertaken using 59 fs, 595 nm pump pulses 

and two different supercontinuum probes in the visible or near-infrared. In both 

measurements, pulses at 595 nm excited the strongly overlapping Qx bands of the five 

bacteriochlorophylls present in the 3Hβ RC (solid dark blue line in Figure 4.6). TA data for 

near-IR probe wavelengths between 850 and 1100 nm are shown in Figure 4.7(a). This probe 

wavelength region is particularly important to track the initial steps of charge separation in 

RCs which, if active, will generate P+(BAβA)– as the product of primary electron transfer. 

Absorbance changes at 880 nm report the electronic state of P, and bacteriochlorophyll 

anions have a spectrally distinct absorption band that peaks at ~1000 nm.48,53  

 

  
 

Figure 4.7. (a) Near-infrared transient absorption spectra of 3Hβ RCs for the displayed pump-probe 

time delays. (b) Kinetics for three different probe wavelengths and (dots) and fits to the data (solid 

red lines). 

 

The spectra in Figure 4.7(a) were dominated by a negative feature at 880 nm corresponding 

to ground state bleaching of P, and stimulated emission from P*. This feature developed 

quickly in a biexponential fashion and then decayed monoexponentially. Simultaneous fits 

to multiple probe wavelengths in this region (Figure 4.7(b)) returned exponential rises of 

140 ± 59 fs (93% amplitude) and 2.12 ± 0.49 ps (7%). As 595 nm light excited all five 

bacteriochlorophylls rather than just the two that form P, the fastest time constant was 

associated with (BA/BB/βA)* → P* electronic energy transfer,54–56 whereas the secondary 
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slower rise (< 7% amplitude) is attributed to a small amount of Crt* → BB* → P* electronic 

energy transfer. The latter minor component was due to overlap of the ~50 nm FWHM pump 

pulse with the red-edge of the broad absorbance band of the single 15 cis-cis' spheroidenone 

in the RC protein,7,57,58 as evident from carotenoid spectral signatures in the visible probe 

window (see Figure 4.8). P* then decayed with a time constant of 162 ± 0.2 ps via a 

mechanism that dominantly must have involved direct transfer back to the ground state as 

no discernable transient was seen, within the signal-to-noise ratio, that might be associated 

with formation of BA
– or βA

– products. These anions would be expected as a positive 

shoulder on the ground state bleach/stimulated emission feature at ~1000 nm. Notably, the 

recovery of the ground state bleach was not entirely complete within the 1.9 ns measuring 

window (see the kinetic trace at 880 nm in Figure 4.7(b)), with a small offset remaining. 

This long-lived bleach is likely a signature of a very small percentage of RCs that were able 

to undergo charge-separation. This combination of spectral features was consistent with the 

expected effects of combining the triple H-bond36–38 and β-mutations,39,40 very strongly 

reducing the quantum yield of charge separation and greatly increasing the lifetime of the 

P* excited state from ~3 ps to over 150 ps. 

 

 

Figure 4.8. Visible transient absorption spectra of 3Hβ RCs for the displayed pump-probe time 

delays.  
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TA difference spectra for the 3Hβ RC using 595 nm excitation and a visible white 

light probe supercontinuum (450–720 nm) are displayed in Figure 4.8. Unlike prior 

measurements of R26 RCs (a Rba. sphaeroides RC that lacks the carotenoid cofactor) there 

were no obvious features associated with bacteriochlorin anions, which in this region are 

expected to be present at 630 and 640 nm,48,53 and in accord with near-IR probe data shown 

in Figure 4.7. These results further demonstrate that the charge-transfer is greatly disfavored 

in the 3Hβ RC. The broad bleach between 475 and 565 nm is associated with the  

15 cis-cis' spheroidenone, as the 595 nm (FWHM = 50 nm) excitation catches the long-

wavelength tail of its absorption. The visible region TA spectrum is far more complex to 

decompose compared to the equivalent near-IR spectrum, due to overlapping excited state 

absorption bands and multiple ground state bleaches from the Qx bacteriochlorin bands.  

 
 

4.3.2. FRET in the Nanoconjugates  

 The absorption and emission spectra of the QDs and 3Hβ RCs used to assemble 

nanoconjugates are shown in Figure 4.9.  

 

 

Figure 4.9. Absorption and fluorescence spectra of the 3Hβ RC and QD components of the 

nanoconjugates. The emission spectra and RC absorbance spectrum are normalized to the maximum 

intensity in 700–950 nm region. The QD absorbance spectrum is normalized at 430 nm. 
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Figure 4.10. Absorption spectrum of 3Hβ RC–QD nanoconjugates for a 1:1 ratio. Dashed lines show 

the relative contributions of RC and QD components. 

 

As in previous work,31,32 water-soluble 6.5 nm diameter CdTe QDs were used in the 

nanoconjugates as they have broad absorbance (solid orange line in Figure 4.9) that spans 

the gap between the strong near-IR Qy and near-UV Soret absorbance bands of the RC, and 

a fluorescence profile (dashed orange line) that overlaps well with RC absorption (solid dark 

blue line). Absorption spectra of the RC–QD nanoconjugates at different composition ratios 

were also collected. An example for RC:QD 1:1 mixture is given in Figure 4.10, showing 

the contributions from the constituent chromophores. The RC:QD 1:1 spectrum is in line 

with previous work from collaborators on similar nanoconjugate systems, confirming that 

the molar extinction coefficient of wild type RCs satisfactorily approximates that of the 3H 

mutant RC. 

Having characterized the energy and electron transfer dynamics in isolated 3Hβ RCs 

with TA spectroscopy, the excited state dynamics of QD–RC nanoconjugates were 

investigated using TCPSC. Fluorescence decay traces for QDs, RCs and four QD–RC 

biohybrid nanoconjugates with RC:QD molar ratios of between 1:1 and 10:1 are shown in 

Figure 4.11. Samples were excited with ~100 fs 430 nm laser pulses to preferentially excite 

QDs at a point where background absorbance of RCs was lowest. To achieve different 

RC:QD ratios the concentration of QDs was fixed and the concentration of RCs varied.  
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Figure 4.11. TCSPC analysis of fluorescence decay. (a) Normalized fluorescence data (scatter plots) 

and overlaid fits returned by global analysis (red solid lines) for QDs and RC–QD conjugates for the 

peak of QD fluorescence (750 nm). (b) Equivalent data for 3Hβ and RC–QD conjugates at the peak 

of RC P* fluorescence at 905 nm. In (a) and (b), black arrows indicate the trend upon increasing the 

RC:QD stoichiometry. (c) Contributions of QD fluorescence (two processes summed) and emission 

quenched by FRET (two channels summed) to the 750 nm signal for different RC:QD ratios; the 0:1 

sample had only QDs. (d) Contributions of intrinsic RC fluorescence (two processes summed) and 

FRET (two channels summed) to the 905 nm signal at different RC:QD ratios; the 1:0 sample had 

only RCs. The amplitudes used to determine these percentage contributions are shown in Table 4.1 

and Table 4.2. 

 

Figure 4.11(a) shows the normalized TCSPC signals collected at 750 nm, which 

corresponds to the peak of QD fluorescence. When moving from QD-only sample (Figure 

4.11(a), dark blue trace) to QD–RC conjugates (Figure 4.11(a), other colors), the time 

profiles showed a more rapid fluorescence decay that accelerated as the RC:QD 

stoichiometry increased, consistent with expectations from previous steady-state 

fluorescence quenching experiments.31 These data support the hypothesis that FRET occurs 

between QDs and RCs in the conjugate, and that non-radiative FRET within the 

nanoconjugate competes with the intrinsic QDs radiative decay. 
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Turning to acceptor fluorescence, Figure 4.11(b) shows the normalized TCSPC 

signal collected at 905 nm, a wavelength where RC fluorescence was almost entirely 

spectrally isolated from QD emission (see Figure 4.9). For the conjugates, as the RC:QD 

ratio increased the fluorescence profile at 905 nm (Figure 4.11(b)) displayed the opposite 

trend to that observed for QD fluorescence at 750 nm (Figure 4.11(a)). The normalized 

fluorescence trace for the 1:1 ratio had the slowest decay, and as the RC:QD ratio was 

increased the rate of decay also increased. The 430 nm pulse did not exclusively excite QDs 

due to an appreciable absorption cross-section for the 3Hβ RC at this wavelength. As a 

result, assuming the hypothesis of FRET occurring between QDs and RCs is correct, the 

observed 905 nm fluorescence is a result of the sum of both direct excitation of RCs and 

FRET from associated QDs. The relative contributions of these two processes are dictated 

by the mixture of RC and QD in each sample, with the dynamics tending to resemble those 

of the RCs alone most strongly in the sample with the highest RC:QD ratio, where the 

relative absorbance of the RC at 430 nm was highest. 

To support the interpretation FRET is operating in the nanoconjugate and quantify 

the rate of the process, the TCSPC traces for QDs, RCs and nanoconjugates were fitted to 

the analytical solution of a Gaussian instrument response function convolved with multiple 

exponential decays, in a model that includes the presence of a FRET channel from QDs to 

RCs. For the QD-only sample (Figure 4.11(a), dark blue trace), the fluorescence signal at 

750 nm 𝐼𝑄𝐷𝑠(750), was fitted with a biexponential function: 

 

𝐼𝑄𝐷𝑠(750) = 𝐴1𝑒−𝑘𝐷1𝑡 + 𝐴2𝑒−𝑘𝐷2𝑡       (4.3) 

 

In Equation 4.3, while 𝑘𝐷1 and 𝑘𝐷2 are rate constants dictating the lifetimes associated with 

direct and delayed fluorescence from the QD excitonic state, respectively, 𝐴1 and 𝐴2 are the 

associated amplitudes. For the sake of simplicity, Equation 4.3 and those that follow exclude 

the convolution function. The biexponential function comprised a short 9.56 ± 0.03 ns 

component attributed to fluorescence from the excitonic QD state, and a long 81.89 ± 0.03 

ns component, assigned to delayed fluorescence from the QD excitonic state after de-

trapping of localized surface trap states. In QDs used in this study, approximately 88% of 

the fluorescence originated from the delayed emission (Figure 4.11(c)), in line with previous 

measurements on 6.5 nm CdTe QDs.59,60  



  4. Energy Transfer in a Biohybrid Material  

 131 

For 3Hβ RCs alone (Figure 4.11(b), violet trace) data were fitted with Equation 4.4 

comprising a biexponential decay function, expressing the fluorescence intensity at 905 nm 

𝐼𝑅𝐶𝑠(905) as: 

 

𝐼𝑅𝐶𝑠(905) =  𝐴4𝑒−𝑘𝐴1𝑡 + 𝐴5𝑒−𝑘𝐴2𝑡       (4.4) 

 

where 𝑘𝐴1 and 𝑘𝐴2 were the rate constants, and 𝐴4 and 𝐴5 were the associated pre-

exponential factors. The fitting returned time constants of 209 ± 4 ps and 1.00 ± 0.04 ns, the 

nanosecond component comprising 11% of the total fluorescence decay (Figure 4.11(d)). 

Guided by the near-infrared region TA data, the picosecond component was assigned to 

fluorescence from P* in RCs that were directly excited by the 430 nm pulse. The minor 

nanosecond component is assigned to delayed P* fluorescence from a small percentage of 

directly excited RCs that were able to undergo charge separation and slowly reformed P* 

through reverse electron transfer. To estimate the initial quantum yield of charge-separation 

for 3Hβ RCs it was assumed that all RCs able to charge-separate recombined to form P*. 

Combined with the estimated fluorescence quantum yield of RCs of 0.14% (vide supra), 

this returned an initial quantum yield of charge-separation of 0.02%.  

 For the nanoconjugates, an additional exponential decay component was required to 

account for the quenching of donor fluorescence at 750 nm and an additional exponential 

rise component was necessary to describe the lifetime increase and delay in the fluorescence 

signal from the acceptor fluorescence at 905 nm. However, the QD:RC stoichiometries 

shown in Figure 4.11(a,b) represent average compositions that do not take into account 

heterogeneity. As demonstrated by Liu et al.,31 each mixture is more appropriately described 

by a probability distribution of different QD–RCi ratios (with 𝑖 ≥ 0) as determined by a 

dissociation constant (Kd) that describes a dynamic equilibrium between RCs bound to QDs 

and free in solution. Mathematical formalization of this dynamic heterogeneity resulted in a 

deterministic binding model that accurately predicted the RC:QD stoichiometry probability 

distribution for WT RCs and QDs.31 As the 3H protein still binds through to QDs via His-

tags, and thus in similar way to WT RCs, it is reasonable that the same model would 

accurately predict the 3H−QD binding distributions. With FRET operational in the 

nanoconjugates, the heterogeneity of the RC−QD binding has advantageous implications on 

the total FRET efficiency; the more RC acceptors a given QD donor binds, the increased 
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number of possible degenerate EET pathways, which at a macroscopic level boosts the 

probability of FRET n-fold.61 To account for multiple possible FRET pathways, a 

multiplicative factor (equal to specific stoichiometry in the sum) for the FRET rate constant 

𝑘𝐹𝑅𝐸𝑇 was included for both the direct (𝑘𝐷1) and delayed (𝑘𝐷2) QD fluorescence donor 

channels (750 nm detection). Similarly, the time-resolved fluorescence of the acceptor 

channel at 905 nm for the nanoconjugates was modelled to include the presence of two 

FRET routes, and the emission from two different RCs pathways. Accounting for the 

heterogeneity of the binding, this yielded to an expression for the intensity of the 

nanoconjugate signal 𝐼𝑐𝑜𝑛𝑗, for nanoconjugate fluorescence at 750 nm and 905 nm, 

respectively: 

 

𝐼𝑐𝑜𝑛𝑗(750) = 𝐴3 ∑ 𝑝(𝑖)15
𝑖=0 𝑒−(𝑘𝐷1+𝑖𝑘𝐹𝑅𝐸𝑇)𝑡 +

𝐴2

𝐴1
𝐴3 ∑ 𝑝(𝑖)15

𝑖=0 𝑒−(𝑘𝐷2+𝑖𝑘𝐹𝑅𝐸𝑇)𝑡 (4.5) 

 

𝐼𝑐𝑜𝑛𝑗(905) =  𝐴4𝑒−𝑘𝐴1𝑡 + 𝐴5𝑒−𝑘𝐴2𝑡 + 

+𝐴6 ∑ 𝑝(𝑖)15
𝑖=1

𝑘𝐹𝑅𝐸𝑇

𝑘𝐴1−𝑘𝐷1−𝑖𝑘𝐹𝑅𝐸𝑇
(𝑒−(𝑘𝐷1+𝑖𝑘𝐹𝑅𝐸𝑇)𝑡 − 𝑒−𝑘𝐴1𝑡) +   

+𝐴7 ∑ 𝑝(𝑖)15
𝑖=1

𝑘𝐹𝑅𝐸𝑇

𝑘𝐴1−𝑘𝐷2−𝑖𝑘𝐹𝑅𝐸𝑇
(𝑒−(𝑘𝐷2+𝑖𝑘𝐹𝑅𝐸𝑇)𝑡 − 𝑒−𝑘𝐴1𝑡) +  

+
𝐴5

𝐴4
𝐴6 ∑ 𝑝(𝑖)15

𝑖=1
𝑘𝐹𝑅𝐸𝑇

𝑘𝐴2−𝑘𝐷1−𝑖𝑘𝐹𝑅𝐸𝑇
(𝑒−(𝑘𝐷1+𝑖𝑘𝐹𝑅𝐸𝑇)𝑡 − 𝑒−𝑘𝐴2𝑡) +   

+
𝐴5

𝐴4
𝐴7 ∑ 𝑝(𝑖)15

𝑖=1
𝑘𝐹𝑅𝐸𝑇

𝑘𝐴2−𝑘𝐷2−𝑖𝑘𝐹𝑅𝐸𝑇
(𝑒−(𝑘𝐷2+𝑖𝑘𝐹𝑅𝐸𝑇)𝑡 − 𝑒−𝑘𝐴2𝑡)   (4.6) 

 

In Equations 4.5 and 4.6, the pre-exponential terms 𝑝(𝑖) are the probabilities associated with 

the binding distribution at each RC:QD ratio. The kinetic model also assumed that, 

regardless of trapping/de-trapping in the QDs, FRET could occur only from the excitonic 

bright state of QD. Together with Equations 4.3 and 4.4, Equation 4.5 and 4.6 were used to 

globally fit the QD–RC data for the two different probe wavelengths (750 nm for QDs and 

905 nm for RCs), where the binding probabilities 𝑝(𝑖), and 𝑘𝐹𝑅𝐸𝑇 were shared parameters 

across all datasets. To minimize the number of free parameters, the QD and RC fluorescence 

lifetimes and the relative amplitudes associated with excited species decay were fixed to the 

values determined from QD-only and RC-only fluorescence data. Furthermore, the ratio of 

direct vs. delayed FRET was constrained to the same ratio as in QD-only data. 𝐴3, 𝐴6 and 

𝐴7 were allowed to float, accounting for the signal amplitude in nanoconjugate traces.  
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The global fitting optimized the rate constant 𝑘𝐹𝑅𝐸𝑇 revealing a 26.6 ± 0.1 ns time 

constant for the QD → RC FRET process, with fits to data overlaid to TCSPC traces in 

Figure 4.11(a,b). Optimization of Kd in the global kinetic analysis returned a value for 3H 

RC of 17.3  10-9 M, which was ~two-fold larger than determined for WT RCs, indicating 

a slightly weaker binding. Knowledge of the value of Kd implied direct determination of the 

pre-factors 𝑝(𝑖); the associated binding probability distributions at each investigated RC:QD 

ratio are given in Figure 4.12. As is evident from Figure 4.12(a), even at the lowest 

concentration mixtures the probability that a single QD binds multiple RCs is > 20%, 

meaning there will multiple degenerate QD→RC FRET pathways in each sample. Based on 

the calculated stoichiometry probability distributions for the mixtures studied, it is apparent 

that the fluorescence decay profiles need to account for a sum between 0–15 RCs as the 

probability of binding 15 RCs per single QD in the mixtures studied is negligible. 

 

 

Figure 4.12. Calculated probability distributions for the RC:QD stiochiometry based on the 

following RC:QD mixture ratios: (a) 1:1, (b) 2:1, (c) 5:1 and (d) 10:1. 

 

Amplitudes of the fits to data are shown in Figure 4.11(c,d) and reported in Table 

4.1 and Table 4.2. For the donor channel at 750 nm, even at low RC:QD ratios the relative 

amplitude of the intrinsic QD fluorescence (blue bars) was outcompeted by the 
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corresponding FRET amplitude (green bars). This is indirect evidence of the effectiveness 

of the QD→RC FRET, as at stoichiometries of 1:1 or 2:1 the subpopulation of QDs with no 

bound RCs is still significant. Inevitably, increasing the RC:QD ratio increases the 

probability of FRET, and thus accounts for the observed shortening of the fluorescence 

decays (orange trace in Figure 4.11(a)), as slow QD emission was outcompeted by faster 

FRET. 

 

Table 4.1. Amplitudes associated with the globally fit time constants for different samples at 750 

nm and used to obtain the bar plot in Figure 4.11(c). 

 

Relative amplitudes (%) for channels associated to QDs fluorescence (750 nm) 

RC:QD 

Ratio 

A1p(0) 

(QDs direct 

τ = 9.56 ns) 

A2p(0) 

(QDs delayed  

τ = 81.89 ns) 

A3(1–p(0)) 

(QDs direct + FRET  

τ = 9.56 + 26.6 ns) 

(A2/A1)A3(1–p(0)) 

(QD delayed + FRET 

τ = 81.89 + 26.6 ns) 

0:1 12.1 87.9 — — 

1:1 4.6 33.5 7.5 54.4 

2:1 1.7 12.0 10.4 75.9 

5:1 0.1 0.3 12.0 87.6 

10:1 0.0 0.0 12.1 87.9 

 

Table 4.2. Amplitudes associated with the globally fit time constants for different samples at 905 

nm and used to obtain the bar plot in Figure 4.11(d). 

 

Relative amplitudes (%) for channels associated to RCs fluorescence (905 nm) 

RC:QD 

Ratio 

A4 

(RCs direct 

 = 209 ps) 

A5 

(RCs 

delayed 

 = 0.99 ns) 

A6 

(FRET to 

P* from 

QDs direct) 

A7 

(FRET to 

P* from 

QDs 

delayed 

(A5/A4)A6 

(FRET to 

P+(BAA)–  

from QDs 

direct) 

(A5/A4)A7 

(FRET to 

P+(BAA)–  

from QDs 

delayed) 

1:0 87.2 12.8 — — — — 

1:1 3.5 0.5 53.1 30.6 7.8 4.5 

2:1 4.5 0.6 52.5 30.3 7.7 4.4 

5:1 5.3 0.8 52.0 29.9 7.6 4.4 

10:1 5.7 0.8 51.7 29.8 7.6 4.4 

 

The 26.6 ns FRET pathway dominated the decay in the 5:1 and 10:1 nanoconjugates (Figure 

4.11(c), green bars), peaking at the 5:1 ratio with consequent disappearance of the QD 

fluorescence channels. For the acceptor channel at 905 nm, even at the lowest 1:1 

stoichiometry most of the fluorescence decay was caused by RCs being excited through 
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FRET (Figure 4.11(d)). This percentage only slowly declined as the relative amount of RCs 

increased, due to an increased probability of direct excitation and subsequent fluorescence 

from the RCs.  

 

 

4.3.3. FRET Efficiency and Distance and its Role in the Nanoconjugates 

The average QD–RC donor-acceptor distance and the efficiency of the transfer were 

determined directly using the FRET rate constant obtained from the analysis of TCSPC data. 

To determine the FRET pair efficiency, the weighted average lifetime of the donor 𝜏𝐷 was 

first calculated using:  

 

𝜏𝐷 =
∑ 𝛼𝑖𝜏𝑖

2

∑ 𝛼𝑖𝜏𝑖
          (4.7) 

 

Where 𝛼𝑖 and 𝜏𝑖 are the 𝑖-th amplitude and lifetime of the donor, respectively. The 

calculation returned an associated fluorescence rate constant of 1.24   107 s-1 for the QDs 

and was used together with the FRET rate constant to obtain the FRET efficiency via 

Equation 1.17. The analysis returned a value of 𝐸𝐹𝑅𝐸𝑇 of 0.75 ± 0.01, which was close to a 

value of ~0.71 estimated in previous work by collaborators for 5:1 and 10:1 conjugates 

formed from RCs with the  sole β-mutation.31 Notably, the total quantum yield of FRET 

(<14%) was far lower than the FRET efficiency as it is limited by the ~20% QD fluorescence 

quantum yield, as determined by a high non-radiative relaxation quantum yield. A higher 

FRET quantum yield could potentially be achieved with far more fluorescent QDs, but this 

is not without its own issues. To increase the fluorescence quantum yield of QDs often 

requires surface functionalization/passivation to suppresses the number of trap states which 

predominantly decay non-radiatively and thus lower the fluorescence quantum yield. 

However, whilst this would increase the direct prompt radiative channel of QDs (9.56 ns), 

it would also deplete the reservoir of QDs which have delayed fluorescence from the 

excitonic state after de-trapping of surface states (81.89 ns). Kinetic analysis of QD–3H 

hybrids revealed the latter channel contributes the most to FRET ( = 26.6 ns) in the 

nanoconjugates (see Table 4.1), due to the more favorable competition of radiative and non-

radiative lifetimes. 
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The FRET rate constant also allowed direct calculation of the Förster distance after 

rearrangement of Equation 1.15.62 In Equation 1.15, the refractive index of the medium was 

chosen to be that of water buffer solution, 1.33, the fluorescence quantum yield of the 

isolated QD donor was taken to be 0.197 from previous work;31 for the orientation factor, 

𝜅2 was assumed to be 2/3 and the Förster spectral overlap integral of QD fluorescence and 

3Hβ RCs absorption was calculated to be 4.61 10-12 M-1 cm3 using software freely available 

at FluorTools.com. The calculation returned a FRET distance of 6.28 ± 0.04 nm. This was 

close to values of 6.4 – 6.9 nm estimated in previous studies from collaborators for a mutant 

RC with just the β-mutation (and therefore the same pigment composition as the 3Hβ RC).31 

The new value is more reliable, as the use of TCSPC enabled direct determination of the 

FRET rate constant from a global analysis of the fluorescence lifetime data, as opposed to a 

more complex analysis which required extrapolation.  

 

 

Figure 4.13. Schematic of radiative and non-radiative decay pathways in 3Hβ RC–QD 

nanoconjugates, indicating EET and ET components. Measurements on nanoconjugates revealed a 

mixture of three processes depending on the QD:RC stoichiometry: (a) direct excitation of RCs, and 

subsequent biexponential fluorescence; (b) excitation of QDs and the associated intrinsic radiative 

decay from quantum and surface trap states and (c) excitation of QDs, FRET to bound RCs, and 

fluorescence from those RCs. (d) Energy level diagram with the main radiative and non-radiative 

pathways associated with QD–3Hβ RC conjugates and their associated time constants. Note FRET 

to the cofactors of the RC B-branch and subsequent energy transfer to P* is omitted from (d) for the 

sake of clarity. 
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A summarizing schematic of the competing absorption, non-radiative decay and 

fluorescence pathways in the 3Hβ RC nanoconjugates is shown in Figure 4.13. Depending 

on the precise RC:QD ratio investigated, 430 nm light preferentially excited either the QD 

or RC components of the nanoconjugate. Direct RC excitation (Figure 4.13(a)) leads to a 

biphasic fluorescence decay due to minimal (~0.04%) charge separation. Excitation of the 

QDs can lead to direct or delayed fluorescence from the excitonic state (Figure 4.13(b)) or 

FRET to conjugated RCs and subsequent red-shifted 905 nm fluorescence from RCs (Figure 

4.13(c)). The FRET donor–acceptor pair-wise efficiency was determined to be 0.75 ± 0.01. 

The high FRET efficiency allied with the high surface coverage of QDs with multiple RCs, 

even at 5:1 RC:QD mixtures, meant that the FRET channel dominated the radiative 

relaxation dynamics. 

 

 

4.4. Conclusions 

To explore the kinetics and efficiency of energy transfer to purple bacterial RCs from 

a synthetic antenna complex a RC mutant was engineered with a new combination of 

mutations that almost completely switches off charge separation, creating a fluorescent 

energy transfer acceptor. These 3Hβ RCs have a dominant excited state lifetime of 162 ± 

0.2 ps, with a fluorescence maximum at 910 nm consistent with emission from the excited 

state of the primary electron donor. Conjugation of 3Hβ RCs to 6.5 nm diameter CdTe QDs 

generated an efficient FRET pair, the energy transfer dynamics of which could be directly 

monitored using TCSPC. FRET occurred within the nanoconjugate with a 26.6 ± 0.1 ns 

lifetime and a pair-wise efficiency of 0.75 ± 0.01. These parameters enabled a direct 

determination for the donor-acceptor distance of 6.28 ± 0.04 nm. This combination of 

natural and synthetic components in a nanoconjugate allows light harvesting to occur with 

an appreciable quantum yield from the entire visible and near-infrared spectrum. It is  

envisaged that the incorporation of additional light harvesting moieties could produce 

further enhancements in the light harvesting process, that can be characterized using this 

approach combining ultrafast spectroscopy with the tailoring of photoprotein properties. 
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5. Conclusions and Future Work 

 

 

This thesis has explored the dynamics of bimolecular photochemical processes in 

two chemical systems and a biohybrid nanomaterial, demonstrating the paramount 

importance of gaining insights into the mechanisms of bimolecular dynamics with ultrafast 

spectroscopies. 

In Chapter 2, the bimolecular excited-state proton transfer (ESPT) reaction between 

a coumarin derivative (CouOH) and 1-methylimidazole (MI) in deuterated chloroform was 

studied using a combination of experimental ultrafast time-resolved techniques and 

computational calculations. The ground-state properties of the system while working at 

comparable concentrations of reactants were investigated to extract an equilibrium constant 

for the hydrogen-bonding association between CouOH and MI and determined to be  

300 M-1. The CouOH–MI system was then investigated with time-resolved infrared (TRIR) 

and transient-absorption (TA) spectroscopies. The former relied on time-dependent density 

functional theory calculations for the assignment of vibrational states of S1 CouOH and of 

proton-transfer photoproducts, definitively identified as the CouO–*…HMI+ species. Based 

on the characterization of the CouOH–MI ground state association equilibrium, ESPT was 

found to be effective only for pre-associated molecules. Contributions from photoexcited 

CouOH molecules freely diffusing and reacting with MI do not occur within the short 

CouOH excited state lifetime (52 ps) at the concentration used in this study. From transient 

absorption data, the on-contact ESPT timescale was found to be ~1 ps, and complementary 

with time-resolved infrared data, the CouO–*…HMI+ pair was found to rearrange to form an 

exciplex via π-stacking interaction. Finally, working at low absolute concentrations did not 

provide any evidence of excited-state tautomerization of CouO–*, which was excluded to be 

operational among the possible deactivation pathways of the system. 

 A direct extension of the work presented in Chapter 2 would focus attention on the 

investigation of the CouO–*…HMI+ exciplex in the nanosecond regime, exploring its 

relaxation dynamics. Time-correlated single photon counting (TCSPC) spectroscopy would 

provide an ideal tool of investigation, given the high value of the fluorescence quantum yield 

of the exciplex species. Moreover, the study could be extended to the investigation of 

various solvents or differently functionalised coumarins, to explore whether the ESPT rate 
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is slowed or accelerated as a response to the different environment, whether the mechanism 

involves or bypasses the formation of exciplexes, to further clarify the role of excess proton-

acceptor in the mechanism. Prior to any excited dynamics study, a thorough characterisation 

of the ground-state properties and of pre-aggregation equilibria would be required, as they 

directly impact the dynamics of the ESPT. Finally, high-level dynamical theoretical 

calculations would be necessary for a correct interpretation of TRIR and TA data, as well as 

determining the role solvent plays mediating the ESPT. 

In Chapter 3, the early step of a photocatalytic reaction adopting para-terphenyl 

(pTP) for carbon dioxide activation and utilization was studied. In particular, the electron-

transfer (ET) reaction between pTP and a sacrificial amine electron-donor species 

(DCHMA) in ethanol was studied with transient absorption spectroscopy. Initially, the pTP 

transient absorption response was investigated to clarify its photoexcitation dynamics: the 

molecule undergoes a fast geometric rearrangement on the S1 PES involving torsions among 

its constituent phenyl rings within 5.7 ps, and then decays or via solvent coupling post nuclei 

rearrangement in 41 ps, or via fluorescence on nanosecond timescales. Subsequently, the 

dynamics of the pTP–DCHMA system were investigated, identifying features uniquely 

associated to photoproducts and assigned to the formation of the radical anion pTP• –. The 

ET governing the pTP–DCHMA photochemistry was found to be a diffusion-limited 

process, with a rate constant of 7.80 (± 1.99)×109 M-1s-1, determined with an associated 

contact radius of 0.68 ± 0.17 nm.  

Experimentally, an immediate extension of this study would require the investigation 

of the nanosecond transient regime,  for the assignment of long-time photoproduct decay; 

TCSPC to study how the relaxation dynamics of pTP are affected, and nanosecond regime 

TRIR and TA to directly follow the evolution of photoproduced pTP• – could be used for the 

purpose. Potential deactivation channels could involve back-ET in pTP• –…DCHMA•+ to 

reform the parent molecules, direct reaction of pTP• – with CO2, or a further ET step with 

solvent, to clarify its role in mediating the reaction. The modelling of the data would benefit 

from a treatment beyond the Smoluchowski approximation, including an exponentially 

decaying dependence on donor-acceptor distance for the ET, as dictated by Marcus theory. 

To support the modelling, time-dependent density-functional theory or high level ab initio 

methods could be used to calculate the barrier to the ET step. Finally, the study could be 

extended to different amines and different solvents, to compare the changes in the dynamics 
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of the ET, and on different catalysts, as addition of phenyl groups could be of use tuning the 

energy of the S1←S0 transition. Substituent effects and comparisons with ortho-terphenyl 

or meta-terphenyl isomers and could offer a deeper understanding of the dynamics at a 

fundamental level.  

In Chapter 4, the dynamics of energy transfer from quantum dot (QD) nanoparticles 

to reaction centre (RC) protein complexes in a biohybrid material were investigated by 

means of time-correlated single photon counting spectroscopy. To enable this study, a new 

RC mutant, 3Hβ, was designed, isolated and purified. In 3Hβ RC the charge-separation 

chain of events is almost completely disrupted cf. wild-type RC, favouring fluorescence at 

910 nm. The mutant 3Hβ RC was characterized with TA spectroscopy, recovering a 

fluorescence timescale of 162 ± 0.2 ps. In the biohybrid material, time-resolved fluorescence 

from QDs was found to decrease upon conjugation, indicating energy was flowing out of 

QDs; in parallel, signals from RCs required an additional component to be satisfactorily 

fitted, with the same timescale responsible for QD fluorescence quenching. This component 

was assigned to Förster resonance energy transfer (FRET), with a timescale of 26.6 ± 0.1 

ns, at an average distance of 6.28 ± 0.04 nm and an efficiency of 0.75 ± 0.01. These results 

showed biohybrid QD-RC nanoconjugate can efficiently harvest light over the entire visible 

and near-infrared spectrum and that time-resolved spectroscopies were able to decipher the 

dynamics of a bimolecular energy transfer event.  

 At a fundamental level, in QD-RC nanoconjugates, it would be important to study 

the influence of QDs radius and, consequently, of the position of the QDs fluorescence band, 

to completely characterise the QD-RC binding and the FRET efficiency, in terms of both 

spectral overlap and average amount of RCs bound per QD. Further work on QD-RC 

nanoconjugates would focus on incorporating additional light-harvesting moieties to further 

enhance photon collections in the 650–700 nm region, where QDs absorption is less 

effective. Genetic engineering techniques would be adopted to provide the subcomponents 

of histidine tags that guarantee an effective aggregation onto the QDs and providing routes 

for energy transfer to RCs either directly or through the QDs. With FRET operational in 

such materials, TCSPC would once again be effective in interrogating the dynamics of the 

electronic energy transfer steps among the components.  

 To summarise, the thesis has demonstrated the applicability of several spectroscopic 

time-resolved techniques to the study of three bimolecular reactions, from ultrafast excited-
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state proton transfer to diffusion-limited electron transfer, to electronic energy transfer. 

Although bimolecular photochemistry in the condensed phase sits at the border of inherently 

complex field of research, from molecular computation  to ensemble dynamics of solvation, 

to the influence of diffusion or pre-aggregation processes, time-resolved spectroscopies 

have proven an investigation tool versatile enough to analyse and investigate these 

complexities and their contributions. It is expected time-resolved spectroscopies will play a 

pivotal role in the study of bimolecular photochemistry and in developing a more accurate 

picture of the dynamics, reaction rates and the mechanisms by which they occur. 
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