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ABSTRACT 19 

Subsurface stress conditions evolve in response to earthquakes or fluid injection/withdrawal. 20 

Using observations of an induced seismicity sequence from a dense local array, anisotropy 21 

analysis is employed to characterise stress changes around a fault. The dataset comprises high 22 

signal to noise ratio S-wave data from 300 events, ranging in magnitude from -0.45 to 4.1, 23 

recorded on 98 3-C geophones cemented in shallow wells. It is found that the orientation of the 24 

fast S-wave direction remains relatively constant for all the stations over time, but the 25 

magnitude of the anisotropy, as measured by the delay time between the fast and slow S-wave, 26 

exhibits significant local variations. Some stations experience a systematic increase or decrease 27 

in the delay time, with a spatial coherence about the injection well. The stress changes due to 28 

hydraulic fracturing, aseismic slip and the observed earthquakes are modelled to determine the 29 

best fit to the observed anisotropy changes. Our analysis indicates that the creation of a network 30 

of tensile hydraulic fractures during fluid injection is likely to be the cause of the observed 31 

anisotropy changes. This study confirms that measurements of seismic anisotropy over time 32 

reflects the evolving stress state of a fault prior to and during rupture. 33 

 34 

35 
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1. INTRODUCTION 36 

Induced seismicity caused by subsurface fluid injection has been generated by a range of 37 

industries, including hydraulic fracturing for shale gas (e.g., Bao and Eaton, 2016; Clarke et al., 38 

2019; Verdon and Bommer, 2021), oilfield waste-water disposal (e.g., Ellsworth, 2013), CO2 39 

sequestration (e.g., Stork et al., 2015), geothermal energy (e.g., Buijze et al., 2019), and natural 40 

gas storage (e.g., Ruiz-Barajas et al., 2017). There is a clear and pressing need to better 41 

understand the perturbations caused by subsurface injection activities, and how these 42 

perturbations result in the activation of faults and the occurrence of induced seismicity 43 

(Atkinson et al., 2020, Schultz et al., 2020).  44 

Hydraulic fracturing perturbs the state of stress in the subsurface in a number of ways. The 45 

elevated pore pressures associated with fluid injection reduces the effective normal stresses, 46 

while leaving shear stress essentially unchanged. In low-permeability shale formations, the 47 

volume influenced by pore pressure increases is generally limited to a region in close proximity 48 

to the injection well, unless pre-existing high permeability fracture corridors are present to act 49 

as a hydraulic conduit (e.g., Riazi and Eaton, 2020; Igonin et al., 2021). By design, the process 50 

of hydraulic fracturing creates fractures that open in a tensile manner (mode 1 failure). This 51 

tensile opening perturbs the stress field in the surrounding rocks (e.g., Kettlety et al., 2020).  52 

The direct stress changes created by the hydraulic fracturing may cause slip on pre-existing 53 

structural features such as natural fractures and faults. This slip may be accommodated as 54 

aseismic slip, low-magnitude microseismicity, or as larger-magnitude induced seismicity 55 

(Eaton, 2018). Slip on pre-existing fractures or faults (whether seismic or aseismic) can create 56 

further stress perturbations in the subsurface (e.g., Kettlety et al., 2019) that, in turn, causes 57 

additional fault reactivation in a cascading effect (e.g., Eyre et al., 2019a; 2020; Peña Castro et 58 

al., 2020).   59 

To date, imaging the relative contributions of these different perturbations has proved 60 

challenging. Typically, the locations of observed events are compared with modelled stress 61 

perturbations to investigate whether the observed events fall within regions that have 62 

experienced positive Coulomb Failure Stress (ΔCFS), 63 

 Δ𝐶𝐹𝑆 = Δ𝜏 − 𝜇!(Δ𝜎" − ∆𝑃),         (1) 64 

where Δτ is the change in shear stress, Δσn is the change in normal stress, ΔP is the change in 65 

pore pressure, and μf is the coefficient of friction (e.g., Stein, 1999; Steacy et al., 2004). 66 
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However, for hydraulic fracturing cases, the results may be non-unique, making it difficult to 67 

fully constrain geomechanical processes associated with fault reactivation and induced 68 

seismicity (e.g., Deng et al., 2016; Schultz et al., 2017). Discriminating between different 69 

potential fault reactivation mechanisms is of paramount importance, since they have differing 70 

implications for mitigation. For example, if faults are being reactivated by direct pressurisation 71 

of pore fluids, then an improved understanding of subsurface hydrology is required (e.g., Igonin 72 

et al., 2021), whereas if poroelastic stress transfer is the key process causing fault reactivation, 73 

then a better understanding of subsurface geomechanics, and the relative positions and 74 

orientations of wells, hydraulic fractures, and faults may be required (e.g., Kettlety et al., 2020).   75 

In order to assess the impact of hydraulic fracturing and fault activation on the subsurface stress 76 

state, we explore the possibility of using changes in seismic anisotropy. To do so, we use shear 77 

wave splitting (SWS) measurements from microseismic waveforms recorded during 78 

stimulation (Verdon et al., 2009). Seismic anisotropy is generated by the alignment of fabrics 79 

such as sedimentary layering (e.g., Baird et al., 2017), fracture networks (e.g., Verdon et al., 80 

2009), and stress-induced microcracks (e.g., Verdon et al., 2008) in the subsurface. In the 81 

immediate vicinity of rocks where new hydraulic fractures are being created, changes in 82 

anisotropy will be driven by the generation of new fracture networks, and SWS observations 83 

have been used to image and characterise hydraulic fractures (e.g., Verdon et al., 2010; 84 

Wuestefeld et al., 2011; Verdon and Wuestefeld, 2013; Baird et al., 2013; Gajek et al., 2018). 85 

Away from the immediate vicinity of the hydraulic fractures, however, we do not expect to see 86 

any significant alterations to structural fabrics, and so any changes in seismic anisotropy must 87 

be driven by changes in the in situ stress field. Such stress changes will act to preferentially 88 

open or close microcracks and fractures, leading to changes in the strength and polarization of 89 

seismic anisotropy (e.g., Crampin, 1987; Zatsepin and Crampin, 1997; Verdon et al., 2008). 90 

In this study we analyse the Waskahigan microseismic dataset, which was recorded by a dense 91 

surface array deployed to monitor hydraulic fracturing of the Duvernay Shale Formation in the 92 

Fox Creek area, Alberta, Canada. In this area, hydraulic fracturing in the Duvernay Shale 93 

formation has generated induced seismicity (e.g., Bao and Eaton, 2016; Igonin et al., 2021), 94 

and the regulator has imposed a Traffic Light Protocol for induced seismicity mitigation (AER, 95 

2015). At the site studied here, the largest event reached magnitude MW 4.1, exceeding the red-96 

light threshold and resulting in the cessation of operations (Eyre et al., 2019b). Temporal 97 

changes in SWS have already been observed at the site (Li et al., 2019) using data from four 98 

broadband seismograph stations.  99 
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We perform SWS measurements on microseismic events observed using a dense surface array 100 

of over 90 stations. We find evidence for precursory and co-seismic changes in SWS associated 101 

with a MW 4.1 induced event. Some regions experienced an increase in anisotropy strength, 102 

while other areas experienced a decrease. To interpret our SWS observations, we produce 103 

models of the stress perturbations that would be created by different geomechanical processes, 104 

including tensile hydraulic fracture opening, microseismic slip on pre-existing faults, and 105 

aseismic slip on faults. The relative ability of these different mechanisms to account for the 106 

observed anisotropy changes provides important inferences with respect to their relative 107 

importance in reactivating the fault that produced the MW 4.1 mainshock.    108 

2. DATASET  109 

The Waskahigan dataset used in this study is from near Fox Creek, Alberta, where hydraulic 110 

fracturing has been conducted in the Devonian-age Duvernay Formation. This site was one of 111 

the first in the area to experience an earthquake above magnitude 4.0 (Bao and Eaton, 2016). 112 

This dataset has been the focus of several publications (e.g. Wang et al., 2016; Li et al., 2019; 113 

Eyre et al., 2019a;b; 2020). A dense surface microseismic monitoring array was deployed, 114 

providing high quality microseismic observations that have been used to image fault 115 

reactivation by hydraulic fracturing. The largest event (MW 4.1), occurred on January 12, 2016, 116 

during stimulation of the 26th injection stage. This event occurred towards to the heel of the 117 

well, as shown in Figure 1. As a result of this event, which exceeded the red-light threshold 118 

(Kao et al., 2018), further operations were suspended at this site. 119 

Figure 1a shows the geometry of the seismic monitoring stations in relation to the single well 120 

that was completed. At each of the 98 stations, a 4.5 Hz 3-component geophone was cemented 121 

at the bottom of a 27 m deep borehole. The average station separation is less than 500 m; this 122 

dense station coverage is advantageous for detailed spatial mapping of anisotropy. A study of 123 

anisotropy at this site has been performed at this site by Li et al. (2019), using data from four 124 

broadband seismometer stations (WSK01-04), which are labelled in Figure 1a. The Li et al. 125 

(2019) results are further examined in our discussion section.  126 

The shallow borehole array was active for 17 days, from December 29, 2015 to January 16, 127 

2016. A catalog processed by a commercial contractor identified 9,769 microseismic events 128 

that occurred during that period (Figure 1). A limited amount of operational microseismicity 129 

(i.e., generally weak, M < 0 event clouds that align with hydraulic fractures) was observed. The 130 

bulk of the observed seismicity was associated with the activation of a complex fault structure 131 

to the east of the well. Several fault strands can be identified by examining lineations revealed 132 
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by the microseismic event locations. In particular, a trend of events beginning near to the toe 133 

of the well, and extending approximately 1.7 km in a NNE direction, represents the first 134 

structure to activate. A second fault structure, with a N-S strike, can be seen towards the heel 135 

of the well, on which the MW 4.1 mainshock occurred. The focal mechanisms for the three 136 

largest events (MW 2.2, MW 2.6 and MW 4.1) can be seen in Figure 1b, and they are right-lateral 137 

strike-slip mechanisms for which the primary nodal plane aligns with the first and second fault 138 

structures. A number of smaller structures can also be identified. Much of the reactivated fault 139 

structures, as imaged by the microseismicity, occurred in the Ireton and Wabamun Formations 140 

which overly the Duvernay. The faults imaged by the microseismicity are consistent with faults 141 

imaged by reflection seismic surveys at the site (Eyre et al., 2019a). The regional stress field in 142 

this area is characterised by SHmax orientation that is approximately NE-SW (045°), but some 143 

local variability in this orientation has been observed (e.g., Igonin et al., 2021).  144 

Eyre et al. (2019a) studied the microseismicity at this site and noted that the bulk of the 145 

seismicity was observed in the strata overlying the Duvernay Formation, with gaps in the 146 

microseismicity between where stimulation was taking place, and where the resulting 147 

seismicity was observed. The faults on which the seismicity occurred were observed in the 3D 148 

reflection seismic data to extend through the Duvernay into the overlying strata. They inferred 149 

that the depth gap in microseismicity was generated by aseismic slip of the fault strands within 150 

the Duvernay Formation, with this aseismic slip then promoting seismic ruptures in the 151 

overlying Ireton and Wabamun Formations. Eyre et al. (2019a) argued that this aseismic slip 152 

outpaced the impacts of direct pore pressure communication along the faults. However, they 153 

did not examine any of the other potential mechanisms for generating fault slip that we describe 154 

above, and they did not present any independent observations to show whether or not this 155 

aseismic slip did take place.  156 

3. SWS ANALYSIS 157 

When a shear wave passes through an anisotropic material, it is split into orthogonally-polarised 158 

waves that travel with different velocities. This shear wave splitting is typically characterised 159 

by measurements of the delay time between the fast and slow waves, δt, and the orientation of 160 

the fast S-wave polarisation, ψ. The delay time is typically normalised by the S-wave path 161 

length, D, and the average S-wave velocity along the path, VSavg, to give the percentage 162 

difference between fast and slow S-wave velocities, δVS: 163 

	𝛿𝑉# = 100 ×	$%	×	(!"#$
)

.      (2) 164 
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In this study we assume a straight-line path from event to receiver when performing the 165 

normalisation, rather than computing ray-bending effects. The average S-wave velocity is 166 

calculated for each event, and ranges between 1927 – 1965 m/s.  167 

We performed SWS measurements on the recorded horizontal components of particle velocity, 168 

using 300 of the largest events, where signal-to-noise ratios were highest. The smallest event 169 

used in the analysis had a magnitude of −0.45. We used the semi-automated multi-windowing 170 

method described Teanby et al. (2004) to perform the measurements and to quality control the 171 

results. Further details are provided in the Supplementary Materials. This procedure produced 172 

5,931 good quality SWS measurements from the 28,800 individual event-receiver 173 

combinations (300 events × 96 receivers). 174 

Figure 2 shows orientation of ψ for all of the SWS measurements at each station. We find that 175 

the results for ψ are very consistent at each station, while there is variability between stations, 176 

with ψ generally striking NNE-SSW, but varying from N-S to ENE-WSW. We did not observe 177 

any significant temporal variations in ψ. The spatial variations in ψ may reflect either local 178 

variations in natural fracture orientations, or variations in SHmax orientation in response to nearby 179 

reefs (just south of the study area) and the faults on which seismicity was observed (Eyre et al., 180 

2019b).   181 

In contrast to the ψ measurements, many stations showed clear temporal variations in the path-182 

averaged S-wave anisotropy strength, δVS. Examples from four stations are shown in Figure 3. 183 

Some stations showed changes in δVS prior to the MW 4.1 mainshock, and others showed 184 

coseismic changes with the mainshock. Some stations showed δVS changes both prior to the 185 

mainshock and during it. The temporal variations for all of the stations are shown in the 186 

Supplementary Material and discussed further therein. In Figure 4 we plot the overall trends 187 

observed for every station. We note clear and coherent spatial distributions of stations that 188 

experienced either increases or decreases in δVS. Both prior to the MW 4.1 mainshock and during 189 

it, stations that experienced an increase is δVS are found to the north and west of the stimulated 190 

region, while stations that experienced a decrease in δVS are found to the south and east of the 191 

stimulated region. More stations experienced δVS changes prior to the MW 4.1 mainshock than 192 

coseismically with it, and in general the δVS changes prior to the MW 4.1 event were of larger 193 

magnitude than those that occurred coseismically.  194 

Previous observations of temporal SWS changes during hydraulic fracturing have been 195 

interpreted with respect to changing structural fabrics created by hydraulic fracture propagation 196 

(e.g., Verdon et al., 2010; Verdon and Wuestefeld, 2013; Baird et al., 2013). However, those 197 
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examples have used downhole receivers placed in the reservoir, such that most of the raypaths 198 

were through rocks directly affected by the hydraulic stimulation.  199 

In contrast, for this study events were monitored with a surface array, so most of the raypath is 200 

through the overburden. Moreover, most of the events used in our SWS analysis occurred above 201 

the injection zone (the Duvernay Formation) in the Ireton and Wabamum Formations. As such, 202 

we do not anticipate the volume of rock through which the seismic waves have passed to have 203 

experienced significant changes in structural fabric (i.e., the formation of pervasive new sets of 204 

fractures). Since we do not anticipate significant generation of new structural fabrics in the rock 205 

volume traversed by the seismic waves, any temporal changes in anisotropy must, by a process 206 

of elimination, be caused by modulations of fracture or microcrack densities within the 207 

overburden resulting from stress changes produced by deformation within the reservoir and 208 

within the overlying fault system. In the following section we develop deformation models for 209 

a selection of different geomechanical processes that may have acted within the reservoir during 210 

the hydraulic stimulation in order to assess the extent to which they may have contributed to 211 

the observed SWS changes.  212 

4. STRESS PERTURBATION MODELS  213 

We consider five potential sources of stress perturbation that could have created the changes in 214 

seismic anisotropy in the layers overlying the reservoir: tensile hydraulic fracture opening; 215 

microseismicity; aseismic fault slip; dilatant fault opening; and coseismic slip associated with 216 

the MW 4.1 mainshock event (Table 1). We use the PSCMP code developed by Wang et al. 217 

(2006), which uses the Okada (1992) equations to model stress perturbations. We compute 218 

stress changes throughout the rock volume around the well. In all of the following models, we 219 

use Lamé parameters of λ = 25 GPa and G = 25 GPa, and a friction coefficient of μf = 0.7, and 220 

a Skempton coefficient of 0.4. In the Supplementary Materials, we perform a sensitivity 221 

analysis to these parameters, finding that the choice of values has little impact on the resulting 222 

modelled anisotropy changes.  223 

4.1 Tensile hydraulic fracture opening  224 

The tensile opening of hydraulic fractures within the reservoir will generate stress changes in 225 

the surrounding rock. In this study we follow the method described by Kettlety et al. (2020) 226 

whereby, rather than relying on a single model case for the hydraulic fractures, we 227 

stochastically sample the parameters that define hydraulic fracture geometries from appropriate 228 

statistical distributions (as described in the following paragraph), producing 100 such models 229 



 9 

and computing the median stress changes at each subsurface point. By doing so, we are able to 230 

examine the generic impact of tensile hydraulic fracture opening on the surrounding stress field. 231 

In this case we consider two alternative parameterisations. In the first model, which we refer to 232 

the homogenous HF case (HHF), the hydraulic fracturing from each stage follows identical 233 

parameterisation, which is based primarily on microseismic observations of hydraulic fracture 234 

geometries from other sites within the region. The initiation point for each fracture is positioned 235 

relative to the injection point with a normal distribution with a standard deviation of 30 m. 236 

Fractures strike in the direction of maximum horizontal stress, either to the NE (45°) or SW 237 

(235°), with a standard deviation of 5° from these orientations. All of the fractures are vertical. 238 

Fracture lengths are selected from a uniform distribution between 0 – 300 m in length, and have 239 

an aspect ratio (i.e. fracture height vs. fracture length) of 0.5. Each fracture accommodates 2 240 

mm of purely tensile opening. The number of fractures is controlled by the injection volume 241 

for each stage – we continue to populate fractures according to the aforementioned 242 

parameterisation until the total volume of the open fractures matches that of the stage injection 243 

volume. Figure 5a shows an example hydraulic fracture model generated by this 244 

parameterisation.  245 

From Figure 1, we note that the majority of the observed microseismicity is found to the east 246 

of the well. Such asymmetric fracture growth is not uncommon, and may be driven by gradients 247 

in the in situ stress conditions or geomechanical properties (e.g., Maxwell and Norton, 2012). 248 

We also note that the early stages at the toe of the well would have immediately intersected the 249 

large, NNE-trending structure. We might expect the intersection with this structure to have 250 

limited the length of the resulting hydraulic fractures, and potentially have allowed significant 251 

volumes of fluid leak-off to take place. We therefore adjusted our HHF model to take these 252 

factors into consideration. In the leak-off hydraulic fracturing model (LOHF), the asymmetry 253 

in hydraulic fracture propagation direction is recognised by assigning a 75 % probability that a 254 

given HF will propagate to the NE (and a 25 % probability of striking to the SW). All fractures 255 

that strike to the SW have a maximum length of 100 m. For the first seven stages, fractures that 256 

strike to the NE have a maximum length of LMAX = [50, 55, 60, 65, 100, 100, 100], respectively. 257 

All subsequent stages have LMAX = 300 m. For the first ten stages, the effective fluid injection 258 

volumes, which we use to define the total number of hydraulic fractures as described above, is 259 

reduced by the following leak-off fractions FLO = [0.1, 0.1, 0.1, 0.1, 0.1, 0.5, 0.5, 0.5, 0.5, 0.5]. 260 

Figure 5b shows an example hydraulic fracture model generated by this parameterisation, and 261 

we note that the resulting modelled hydraulic fractures are constrained such that they do not 262 

cross the large NNE-trending structure imaged by the microseismicity.   263 
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4.2 Microseismicity 264 

The observed microseismicity, which in this case primarily represents shear slip on pre-existing 265 

faults and fractures, will create stress changes in the surrounding rocks. The microseismic 266 

contractor who processed these events computed source mechanisms for every identified event. 267 

For this study we only utilise events with magnitudes greater than -1.0, since these are more 268 

likely to have robust focal mechanisms. Since deformation will scale with magnitude, they 269 

represent the largest potential sources of deformation. We examine the coseismic effects of the 270 

MW 4.1 mainshock separately (see below), so for the microseismicity we only consider events 271 

prior to the mainshock. Each event is treated as a square slip patch centred on the event 272 

hypocentre. The strike, dip and rake for each event are determined from the source mechanisms. 273 

We do not have any independent measurement of the rupture area or slip amount. We therefore 274 

assume that each event has a stress drop of Δσ = 1 MPa (we show the impact of using different 275 

Δσ values in the Supplementary Materials), with the rupture area, A, then being determined by 276 

the seismic moment, MO (Kanamori and Brodsky, 2004) 277 

 𝐴 = 5*%
∆,
6
&
',         (3) 278 

and slip d, given by: 279 

 𝑑 = *%
-.

.          (4) 280 

4.3 Aseismic Slip 281 

As described above, the lack of seismicity within the Duvernay Formation itself, in comparison 282 

to the numbers of events located in the overlying Ireton and Wabamun Formations, led Eyre et 283 

al. (2019a) to interpret that the mainshock was triggered by a process of aseismic slip. We 284 

therefore generate stress transfer models to evaluate this hypothesis. Based on the microseismic 285 

observations, we simulate aseismic slip on two structures – the large, c. 1.7 km long NNE-286 

trending structure that reactivated near to the toe of the well, and the N-S trending fault towards 287 

the heel of the well on which the mainshock is located. We define 5 aseismic slip patches along 288 

the NNE-trending structure (numbered 1 – 5 in Figure 5c), and a single slip patch along the N-289 

S trending fault (numbered 6 in Figure 5c). Following the aseismic slip model presented by 290 

Eyre et al. (2019a), we assume that each aseismic slip patch extends from 2,700 to 2,300 mbsl 291 

(metres below sea level) depth, and that 2 cm of right-lateral slip occurs on each patch during 292 

stimulation.  293 
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In addition to aseismic strike-slip motion on these faults, the increased pore pressure within the 294 

reservoir could have created dilatant motion. We therefore generated an additional model to 295 

simulate this process. The same slip patches as shown in Figure 5c were used. Since the models 296 

developed by Eyre et al. (2019a) showed that pore pressures would not extend as far along the 297 

faults as the aseismic slip, we modelled the dilatant slip as extending from 2,600 to 2,400 mbsl, 298 

with 2 cm of tensile opening taking place.   299 

4.4 MW 4.1 Mainshock 300 

Since some stations showed a change in anisotropy that is coseismic with the MW 4.1 301 

mainshock, we also compute the stress perturbations that would be created by this event. We 302 

follow the same procedure as described above for the microseismic events to compute the 303 

position, dimensions and slip amount for this event (Equations 3 and 4). For the source 304 

mechanism of this event, we use the inversion results of Wang et al. (2016), who estimated a 305 

strike/dip/rake of 184/82/166°.  306 

4.5 Stress Changes and Anisotropy 307 

For all of the models described above, we use the PSCMP code (Wang et al., 2006) to compute 308 

the stress perturbations in the reservoir and surrounding rocks. To make comparisons between 309 

the models and the observed anisotropy, we need to consider the impact of stress changes on 310 

seismic velocities. In general, increases in compressive stress will produce increases in seismic 311 

velocity, as both fractures and grain-boundary microcracks are forced closed (e.g., Verdon et 312 

al., 2008). Increases in compressive stress will reduce seismic anisotropy, since it is the 313 

alignment of these fractures and microcracks that creates anisotropy in sedimentary rocks. In 314 

the following results, we map changes in the mean of the principal stresses, Δp, 315 

 ∆𝑝 = ∆,(/∆,&/∆,'
0

,        (5) 316 

where Δσ1,2,3 are the principal components of the change in stress generated by the PSCMP 317 

code, where positive Δp denotes a reduction in compressive stress, and a negative Δp denotes 318 

an increase in compressive stress. We consider the mean principal stress change because an 319 

increase in compressive stress will serve to close cracks and fractures regardless of their 320 

orientation, thereby reducing the anisotropy, whereas a decrease in compressive stresses will 321 

allow cracks and fractures to open, thereby increasing anisotropy.    322 
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The net change in anisotropy measured at a given station will be determined by overall changes 323 

along the raypaths travelled to each station. We consider straight line paths from putative event 324 

locations within microseismic event to each receiver. For the raypath to each station, we 325 

compute the mean value of Δp along this path. We can then compare the modelled changes in 326 

stress along given raypaths with the observed changes in anisotropy.  327 

4.6 Results 328 

In Figure 6 we plot maps and cross-sections of the stress changes produced by each of the 329 

models described above. The maps are plotted at a depth of 2,100 mbsl, as this represents a 330 

depth through which most of the observed raypaths travelled, while the cross-sections are 331 

plotted through the centre of the microseismic cloud. We find that the aseismic slip patch and 332 

microseismic event models produce similar results, with lobes of increased compressive stress 333 

to the northwest and southeast of the stimulated zone, and lobes of reduced compressive stress 334 

to the SW and NE of the stimulated zone. The stress changes from the aseismic slip model are 335 

generally larger than those produced by the microseismic events. The dilatant fault slip model 336 

produces a zone of reduced compressive stresses above the fault, with smaller zones of 337 

increased compressive stress to the east and west.  338 

The results from the two tensile hydraulic fracture opening models are similar to each other, 339 

and very different to the aseismic slip, microseismicity, and dilatant fault slip results. The 340 

hydraulic fracture models have reduced compressive stresses in the region overlying the 341 

hydraulic fractures, and increased compressive stresses in the regions to the NW and SE. The 342 

coseismic slip model produces lobes of increased compressive stress to the NW and SE of the 343 

mainshock location, and decreased compressive stress to the NE and SW. The coseismic stress 344 

changes are large, but more spatially limited in extent that the changes produced by the other 345 

models.  346 

Figure 7 shows the resulting modelled stress changes along the raypaths to each receiver. For 347 

the hydraulic fracturing, aseismic slip, dilatant fault slip, and microseismic models, we compute 348 

stress changes along raypaths originating at x = 3,925 m, y = 3,635 m, z = 2,300 mbsl, in the 349 

centre of the cloud of microseismic events that occurred before the mainshock. After the 350 

mainshock, the loci of microseismicity shifted onto the northernmost fault strand, so for the 351 

coseismic model we plot the stress changes along raypaths originating at x = 3,925 m, y = 5,135 352 

m, z = 2,100 mbsl.  353 
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The model results presented in Figure 7 allow us to make direct comparisons with the observed 354 

δVS changes at each station. Prior to the occurrence of the MW 4.1 mainshock, we observed 355 

increases in δVS for stations to the north and west of the well, and decreases in δVS for stations 356 

to the south and east of the well.  357 

The aseismic slip patch model produces relatively small Δp changes in the rocks above the 358 

reservoir, and the mean changes in Δp are negative along the raypaths to all stations. 359 

Conversely, the dilatant fault slip model and the homogenous hydraulic fracturing model both 360 

produce mean changes in Δp that are positive along the raypaths to all stations. Given that the 361 

observed anisotropy is observed to increase along some raypaths, and to decrease along others, 362 

these models struggle to account for the observed trends in increasing and decreasing δVS. 363 

The microseismic event model produces a more complicated pattern of negative and positive 364 

mean Δp changes, with negative values for receivers close to the well and to the north, and 365 

positive values for stations to the south and east. Again, however, this model does not match 366 

the trends in δVS that we observed.  367 

The LOHF model, which accounts for potential fault intersections and leak-off in the growth 368 

of hydraulic fractures, produces a pattern of mean Δp changes that has positive values for 369 

stations to the north and west of the well, and negative values for stations to the south and east. 370 

This broadly matches the pattern of δVS changes that we observed. It is therefore reasonable to 371 

surmise that the changes in anisotropy that we have observed prior to the occurrence of the MW 372 

4.1 mainshock are consistent with the stress changes that would be produced in the overburden 373 

by tensile opening of hydraulic fractures in the reservoir, so long as the hydraulic fractures at 374 

the toe of the well are limited by their interaction with the fault which has been mapped by both 375 

microseismic and 3D reflection seismic observations.    376 

Figure 7e compares the modelled Δp changes along raypaths to every station with the observed 377 

changes in δVS coseismic with the mainshock. The model produces positive changes in Δp for 378 

stations to the NE and SW of the well, and negative changes in Δp for stations to the NW and 379 

SE of the well. This does not match the observed coseismic δVS changes, which have a similar 380 

pattern to the δVS changes observed prior to the mainshock, with increases in δVS to the NW of 381 

the well. In fact, the hydraulic fracturing models, and in particular the LOHF model, produces 382 

modelled Δp changes that provide the closest match to the δVS observations. We therefore 383 

suggest that the coseismic δVS observations do not represent a substantial change in deformation 384 

produced by the MW 4.1 event, but simply represent a continuation of the deformation produced 385 

by the propagation of hydraulic fractures.  386 
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In the following section, we explore the implications of the observed anisotropy trends and how 387 

they can be used to potentially distinguish between different triggering mechanisms.  We also 388 

discuss the temporal anisotropy results and interpretations of Li et al., as compared to the results 389 

shown in this paper. Finally, we conclude with a short discussion on how SWS observations 390 

can be used in the monitoring of injection induced seismicity.  391 

5. DISCUSSION 392 

5.1 Implications for fault reactivation mechanisms 393 

As described above, Eyre et al. (2019a) proposed a model for fault reactivation whereby 394 

aseismic slip on faults in the reservoir is the driving force in reactivating the faults, leading to 395 

the MW 4.1 mainshock. However, they did not investigate alternative potential triggering 396 

mechanisms. The modelling work presented above suggests that the observed changes in 397 

seismic anisotropy are most consistent with the stress changes in the overburden that would be 398 

generated by tensile opening of hydraulic fractures. It is therefore of interest to compare the 399 

fault reactivation potential for the hydraulic fracturing and aseismic slip patch models.   400 

Fault reactivation due to subsurface stress changes is typically considered within the framework 401 

of perturbations in the Coulomb Failure Stress, ΔCFS (Equation 1). A positive ΔCFS implies 402 

that conditions on a fault have moved towards the failure envelope, increasing the likelihood 403 

that slip will occur, while a negative ΔCFS implies a move away from failure conditions. 404 

Hence, perturbations that create significant positive changes in ΔCFS can be thought of as 405 

representing plausible mechanisms for generating induced seismicity.  406 

In Figure 8 we plot the ΔCFS, as resolved onto the MW 4.1 mainshock fault plane, produced by 407 

the LOHF and aseismic slip models. The ΔCFS maps are plotted at 2,130 mbsl, the depth of 408 

the mainshock hypocentre. Both models produce positive ΔCFS changes at the mainshock 409 

hypocentre prior to its occurrence, indicating that both mechanisms represent potential causal 410 

mechanisms for triggering the induced seismicity. A wide range of ΔCFS values have been 411 

invoked as being necessary to reactivate faults, from 0.001 to 0.5 MPa (e.g., Kilb et al., 2002; 412 

Freed, 2005; Shapiro et al., 2006). The 0.15 < MPa < 0.3 MPa ΔCFS changes produced by both 413 

models are above triggering thresholds that have previously been invoked to account for fault 414 

reactivation during hydraulic fracturing (e.g., Deng et al., 2016; Kettlety et al., 2019; Kettlety 415 

et al., 2020). 416 
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We can further investigate the plausibility of both potential mechanisms by evaluating the 417 

temporal evolution ΔCFS produced by each model. For the tensile hydraulic fracture LOHF 418 

model, we simulate the cumulative ΔCFS at the mainshock hypocentre as each stage is 419 

emplaced. To assess the temporal evolution of ΔCFS for the aseismic slip model, we assume 420 

that slip on patches 1 – 5 (see Figure 5c) occurs at a constant rate during stimulation of Stages 421 

1 – 22, and that slip on patch 6 occurs at a constant rate during stimulation of Stages 23 – 26.     422 

Figure 9 shows the modelled temporal evolution of ΔCFS at the mainshock hypocentre. Both 423 

models produce small ΔCFS changes during the early stages of stimulation, with ΔCFS 424 

increasing sharply in the 24 hours prior to the mainshock. Hence, the modelled temporal 425 

evolutions of ΔCFS produced both by the tensile hydraulic fracture opening and the aseismic 426 

slip patch models are both consistent with the timing of the MW 4.1 mainshock.  427 

Hence, with respect to the timing and magnitude of ΔCFS changes produced on the fault 428 

responsible for the MW 4.1 mainshock, both aseismic slip on reservoir faults (as proposed by 429 

Eyre et al., 2019a) and stress changes produced by tensile hydraulic fracturing are both 430 

plausible candidates for generating the induced seismicity that was observed at this site. In the 431 

absence of further geophysical observations it would be challenging to further discriminate 432 

between the relative importance of these two phenomena. However, as shown in Figure 7, the 433 

overburden stress changes from the tensile hydraulic fracture model produce a much better 434 

match to the observed seismic anisotropy changes than do the overburden stress changes from 435 

the aseismic slip model. As such, this indicates that the stress changes from tensile hydraulic 436 

fracture opening were the dominant process affecting rocks in the overburden, and were 437 

therefore the predominant cause of the fault reactivation. However, we note that, in making this 438 

conclusion, it is entirely plausible that several factors including stress changes from tensile 439 

hydraulic fracture opening; aseismic slip on reservoir faults, and indeed pore pressure migration 440 

along faults (e.g., Igonin et al., 2021) could all have jointly contributed to the fault reactivation 441 

that produced the MW 4.1 mainshock.      442 

5.2. Li et al. (2019) 443 

Li et al. (2019) performed a study of changes in seismic anisotropy using data recorded by four 444 

broadband seismometers that were also deployed at this site (Figure 1). They found that main 445 

temporal change in the anisotropy occurred after the MW 4.1 mainshock, and they hypothesized 446 

that the SWS changes were generated by a loss of fluids from the hydraulic fracture system into 447 

the fault, which caused the hydraulic fractures to close. However, the small number of stations 448 

used by Li et al. limits the number of measurement points used in their analysis. Of the four 449 
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broadband stations, WSK01 was discarded by Li et al. as being beyond the shear-wave window 450 

(Booth and Crampin, 1985). Stations WSK02 and WSK04 are more than 4 km laterally from 451 

the well, while the events are located at a depth below ground of approximately 3 km, so it is 452 

difficult to determine if these stations are within the shear-wave window. The results obtained 453 

by Li et al. (2019) did not show any temporal changes at stations WSK02 and WSK03, and the 454 

only evidence for any temporal change found by Li et al. (2019) came from six measurements 455 

made at station WSK04. However, these temporal changes were associated with different 456 

clusters of events, and their method did not account for normalising the observed delay times 457 

by path length. As such, it is unclear whether the changes they observed actually represent a 458 

change in anisotropy, or simply a change in the loci of events used to make the measurements, 459 

since a change in path length will produce a change in δt even if there is no change in the 460 

strength of the anisotropy. For this reason, we stress the importance of normalisation in our 461 

results.  462 

With respect to the physical mechanism proposed by Li et al. (2019), the microseismic events 463 

on which SWS measurements were made are located in the overlying Ireton and Wabamun 464 

Formations, with an upward raypath to the near-surface stations. As such, no part of the raypath 465 

could have sampled the reservoir, and so any changes in anisotropy cannot have been generated 466 

directly by hydraulic fractures themselves (except through the impact of the stress changes they 467 

might generate in overlying strata, as we have demonstrated). As such, the hypothesis proposed 468 

Li et al. (2019) may not be plausible.  469 

We proposed and tested several hypotheses in our study because we were able to make use of 470 

thousands of SWS measurements recorded on a dense surface array, which affords us the 471 

resolution to investigate in detail the spatial and temporal changes in anisotropy. While we have 472 

observed some changes in anisotropy at some stations associated with the MW 4.1 mainshock, 473 

we show that many stations showed a gradual temporal evolution through time as the hydraulic 474 

fracturing progressed, prior to the occurrence of the mainshock. Similarly, the dense spatial 475 

coverage has allowed us to characterise the spatial distribution of anisotropy changes, where 476 

some regions experienced increases in anisotropy, and others experienced decreases, at the 477 

same time. Such changes cannot be accounted for by the Li et al. fracture closure model, 478 

however as we have demonstrated, they are entirely consistent with the stress changes we would 479 

expect to occur around and above tensile-opening hydraulic fractures.    480 

5.3. Implications for injection induced seismicity 481 
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To date, SWS measurements on microseismic datasets during hydraulic fracturing have 482 

primarily been performed using downhole monitoring arrays placed in or near the reservoir. As 483 

such, raypaths are predominantly through reservoir rocks, allowing us to directly image 484 

sedimentary structures (e.g., Baird et al., 2017) and fracturing (e.g., Verdon et al., 2010; 485 

Wuestefeld et al., 2011; Verdon and Wuestefeld, 2013; Baird et al., 2013; Gajek et al., 2018) 486 

within the reservoir.  487 

For microseismic datasets recorded using surface arrays, the majority of the raypath is through 488 

the overburden, meaning that we cannot directly image hydraulic fractures within the reservoir. 489 

However, this study shows that measurements of SWS made using dense surface arrays can 490 

still provide useful information with respect to geomechanical processes occurring within the 491 

reservoir. The fact that the LOHF model, which incorporates the effects of leak-off and 492 

limitations in HF length, produces a better match to the observed SWS than the HHF model, 493 

which does not, provides independent evidence as to the interaction between the hydraulic 494 

fractures and the fault. Similarly, we have shown that different geomechanical processes 495 

occurring within the reservoir produce very different patterns of stress change that extend into 496 

the overburden, and the relative importance of these different processes can therefore be 497 

distinguished through careful observations of SWS changes made using dense surface arrays.   498 

Although the results in this paper are related specifically to hydraulic fracturing, these methods 499 

can also be used for interpreting seismicity due to wastewater injection or carbon capture and 500 

sequestration. Since both of these processes change the subsurface stress conditions, it is 501 

possible that these changes can be monitored using SWS measurements over time.  502 

5. CONCLUSIONS 503 

The process of hydraulic fracturing perturbs the stress field in the target reservoir and the rocks 504 

that surround it. These perturbations can reactivate pre-existing faults, leading to induced 505 

seismicity. The occurrence of induced seismicity has posed a challenge for operations in several 506 

important shale gas plays around the world. Methods to image the stress perturbations created 507 

by hydraulic fracturing are of key importance to better understand these geomechanical 508 

processes. In this study, we have performed measurements of seismic anisotropy using SWS 509 

recorded by a dense surface monitoring array deployed above a hydraulic fracturing site in the 510 

Fox Creek region of Alberta, Canada. A MW 4.1 event was triggered at this site, which caused 511 

the shut-down of the operation.  512 
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We observed clear and coherent temporal changes in SWS during the hydraulic fracturing 513 

process. Given that the recorded raypaths travelled almost exclusively through the overburden, 514 

stress changes generated by hydraulic fracturing are the most plausible driver of the temporal 515 

anisotropy variations. We developed several candidate models to simulate stress perturbations 516 

around the reservoir, including tensile hydraulic fracturing, microseismic slip on faults, 517 

aseismic slip on faults, and coseismic slip with the MW 4.1 mainshock. We also developed a 518 

modified hydraulic fracturing model whereby the growth of hydraulic fractures was limited by 519 

their intersection with a known, mapped fault. We compared the results of these various models 520 

with the observed anisotropy, finding that the only case with stress perturbations that matched 521 

the positions where increases and decreases in anisotropy were observed was provided by the 522 

modified hydraulic fracture model. We then assessed the stress changes produced at the 523 

hypocentre of the MW 4.1 mainshock, finding that this model produces significant positive 524 

ΔCFS changes at the hypocentre in the 24 hours prior to the event, and therefore represents a 525 

plausible candidate mechanism for the triggering of this event.   526 

Data and Resources  527 

Passive seismic data used in this study were provided by Repsol Oil & Gas Canada Inc. and are 528 

proprietary. The vendor event catalog is also proprietary and cannot be released to the public. 529 

All of the figures were made using Matlab. The supplementary material for this paper contains 530 

further details about how the fast S-wave orientation and delay time were calculated. Time 531 

series of the fast S-wave direction and delay time for each station are also included in the 532 

supplementary material.  533 
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TABLES 681 

Table 1: Summary of the six model scenarios used to simulate stress and anisotropy changes 682 

around the Waskahigan wells.  683 

 Model Name Model Overview 
1 Tensile HF This model simulates stress changes generated by tensile opening of hydraulic fractures 

around the well. 
2 Tensile HF with 

leak-off 
As above, but the geometry of tensile hydraulic fractures is adjusted to reflect (i) the 
predominantly eastward HF propagation, and potential limits on HF propagation at the 
toe of the well due to potential intersection with observed faults. 

3 Aseismic fault 
slip – strike slip 

This model simulates aseismic right-lateral slip along the observed NE-trending fault 
structures, as postulated by Eyre et al. (2019a).   

4 Observed 
Microseismicity 

This model computes stress changes that would be generated by the observed 
microseismic events, with slip amounts determined by event magnitudes, and slip 
orientations determined by observed source mechanisms.   

5 Aseismic fault 
slip – dilatant 

This model simulates aseismic dilation along the observed NE-trending fault structures: 
this dilation might be expected as elevated pore pressures in the reservoir intersect the 
faults.    

6 Coseismic with 
mainshock 

This model simulates the co-seismic stress changes that would be generated by the MW 
4.1 mainshock. The slip amount is based on the event magnitude, and the slip 
orientation is based on the observed focal mechanism.    

  684 

  685 

 686 

 687 
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FIGURES 688 

 
(a) 

 
(b) 

 
(c) 

Figure 1: The Waskahigan microseismic dataset: in (a) we show a map of the well (black square 689 

and line), monitoring stations (green triangles) and events grey dots. In (b) we show a map of 690 

the recorded events, showing event locations (circles coloured by occurrence time and sized by 691 

magnitude), and locations of each injection stage (squares coloured by the start time of each 692 

stage) along the well (black line). The hypocenter of the MW 4.1 event is shown by the star. The 693 

focal mechanisms for the three largest events are also shown (Wang et al., 2017). In (c) we 694 

show a cross section of event and injection stage locations. The approximate depths of the 695 

Duvernay, Ireton and Wabamun Formations are marked by the black dashed lines. 696 

 697 

 698 
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 699 

Figure 2: Map of fast S-wave polarization direction at each station. Rose diagrams show values 700 

of anisotropy orientation, binned at 5-degree increments. Size of rose diagram denotes number 701 

of measurements at each station, with many of the distal stations having no results that passed 702 

the quality control criteria. 703 

 704 

 705 

 706 

 707 

 708 
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 709 

Figure 3: Examples showing stations that experienced temporal changes in δVS during the 710 

stimulation: Station 71 (a), 58 (b), 44 (c), 34 (d). Stations 71 and 58 experienced increases and 711 

decreases in δVS prior to the MW 4.1 mainshock on Jan 12, while Stations 34 and 44 experienced 712 

increases and decreases in δVS that were co-seismic with the mainshock.  The background 713 

shaded regions correspond to the times of stages 6 to 26 and match the color scale in Figure 714 

1. Vertical lines from the measurement points indicate the uncertainty.  715 
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(a) 

 
(b) 

Figure 4: Observed changes in anisotropy strength (δVS) during stimulation prior to the MW 723 

4.1 mainshock, and co-seismic with the mainshock; stations which show a clear increase are 724 

plotted in red, those that show a decrease are plotted in blue, stations for which no clear 725 

trend was observed are shown in black, and stations for which no SWS measurements were 726 

returned are shown in white. 727 

 728 

 729 

 730 

 731 

 732 

 733 



 26 

 
(a) 

 
(b) 

 
(c) 

Figure 5: In (a) we show an example of a stochastically-generated HHF hydraulic fracture 734 

model used to simulate the impacts of tensile fracture opening. In map view, we show the 735 

injection points (squares) coloured by stage number, with the modelled fractures shown as 736 

coloured lines extending from each injection point. In (b) we show an example of the alternative 737 

LOHF model, which accounts for the potential impacts of the intersection between hydraulic 738 

fractures and the structures at the toe of the well. In (c) we show the positions of the aseismic 739 

slip patches (red lines numbered 1 – 6) used to simulate the stress perturbations created by 740 

aseismic slip. Patches 1 – 5 represent the large NNE-trending structure, and patch 6 represents 741 

the N-S striking fault at the heel of the well. In all plots, observed microseismic events with M 742 

> -1 are also shown as grey dots. 743 

 744 

 745 

 746 

 747 

 748 

 749 



 27 

 
(a) 

 
(b) 

 
(c) 

 
 (d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 



 28 

 
(i) 

 
(k) 

 
(j) 

 
(l) 

Figure 6: Maps (a, b, e, f, i, k) and cross sections (c, d, g, h, j, l) showing the changes in mean 750 

principal stress, Δp (in MPa), generated by the HHF (a,c), LOHF (b,d), aseismic slip (e, g), 751 

microseismic slip (f, h), dilatant fault slip (i, j) and coseismic slip with the MW 4.1 mainshock 752 

(k, l) models. The maps show the stress changes at a depth of 2,100 mbsl, and the cross-sections 753 

are plotted along a line of y = 3,825 m. In the map plots, the locations of monitoring stations 754 

are shown, coloured by the observed temporal changes in SWS prior to the MW 4.1 mainshock 755 

(a, b, e, f, i) and the MW 4.1 coseismic changes (k), as per Figure 4. Microseismic event 756 

locations are shown with grey dots, and the well with a black solid line.  757 
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(b) 

 
(c)  

(d) 

 
(e)  

(f) 

Figure 7: Average Δp along the raypaths to each station (coloured circles) for each stress 763 

model: HHF (a); LOHF (b); aseismic slip (c); microseismic events (d); dilatant fault slip (e); 764 
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and coseismic slip (f). We also plot the observed changes in δVS for stations where a measurable 765 

trend was observed (green-outlined triangles) as per Figure 4.    766 
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 769 

 
(a) 

 
(b) 

Figure 8: Modelled ΔCFS changes produced by (a) tensile opening of hydraulic fractures 770 

(LOHF model), and (b) aseismic slip patches, plotted at the depth of the MW 4.1 mainshock. 771 

The mainshock location is marked by the green star. The well and injection points are marked 772 

(black line and grey squares), as are the positions of all MW > -1 events (grey dots). 773 
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 779 

Figure 9: Modelled temporal evolution of ΔCFS at the MW 4.1 mainshock hypocenter, prior to 780 

the occurrence of this event, as generated by the tensile hydraulic fracture LOHF model (green 781 

squares) and the aseismic slip model (blue diamonds). The symbols along each curve are 782 

placed at the start-time of each fracturing stage (from 1 to 26). The timing of the mainshock is 783 

shown by the vertical dashed line.      784 
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