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Abstract—The tunicate swarm algorithm (TSA) is a newly 

proposed population-based swarm optimizer for solving global 

optimization problems. TSA uses best solution in the population 

in order improve the intensification and diversification of the 

tunicates. Thus, the possibility of finding a better position for 

search agents has increased. The aim of the clustering algorithms 

is to distributed the data instances into some groups according to 

similar and dissimilar features of instances. Therefore, with a 

proper clustering algorithm the dataset will be separated to some 

groups and it’s expected that the similarities of groups will be 

minimum. In this work, firstly, an approach based on TSA has 

proposed for solving partitional clustering problem. Then, the 

TSA is implemented on ten different clustering problems taken 

from UCI Machine Learning Repository, and the clustering 

performance of the TSA is compared with the performances of 

the three well known clustering algorithms such as fuzzy  

c-means, k-means and k-medoids. The experimental results and 

comparisons show that the TSA based approach is highly 

competitive and robust optimizer for solving the partitional 

clustering problems. 

 
 

Index Terms—Clustering, fuzzy c-means, k-means,  

k-medoid, tunicate swarm algorithm. 

I. INTRODUCTION 

HE PURPOSE of unsupervised learning technique is to 

find out potential views from data without any class 

information and data clustering which is an important 

unsupervised learning technique is a considerable part of data 

mining [1, 2]. The intention of the clustering algorithms is to 

split instances into some groups according to their similar and 

dissimilar features. If one of the clustering technique is 

implemented on any dataset, the dataset separated to some 

groups and it is expected that the similarities of these groups 

will be in a minimum level [3, 4]. The main goal of the using 

the previous data samples is to obtain a conclusion, estimate a 

future statement and in diagnosis process [2]. Data clustering 

methods are used for various research areas such as marketing 

[5], text mining [6], financial analysis [7], web analysis [8], 

image segmentation [9], education [10], bioinformatics [11], 
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medical diagnosis [12], wireless sensor networks [13], data 

science [14], business [15] and so on.  

Many techniques proposed in literature such as hierarchical 

approaches [16], graph based methods [17, 18], partitional 

(non-hierarchical) techniques [19-28], density based methods 

[29] and optimization-based clustering approaches [30-32] for 

solving data clustering problems [2, 33]. Some of 

optimization-based local search algorithms are Tabu Search 

(TS) algorithm [34] and Simulated Annealing (SA) algorithm 

[35]. In recently, optimization-based metaheuristic algorithms 

are used for many different optimization problems, because of 

problem free, has a simple structure and easy adaptable to any 

optimization problems [36]. Some of these metaheuristic 

algorithms for solving data clustering problems are such as 

Genetic Algorithm (GA) [37, 38], Teacher Learning Based 

Optimization (TLBO) [39], Ant Colony Optimization (ACO) 

[40], Artificial Bee Colony (ABC) [3, 41], Gravitational 

Search Algorithm (GSA) [42], Particle Swarm Optimization 

(PSO) [43], Grey Wolf Optimizer (GWO) [4] and Cuckoo 

Search (CS) [44, 45] algorithms. 

In this study, the tunicate swarm algorithm (TSA) which is 

one of the swarm behavior based optimization algorithm 

proposed by Kaur et al. [47] to solve global optimization 

problems is implemented on ten different partitional clustering 

problems which are taken from UCI Machine Learning 

Repository [46]. The remainder section of this paper is 

detailed as follows: the clustering problem is extended in 

Section II. In Section III, the partitional clustering techniques 

such as Fuzzy C-Means, K-Medoids and K-Means are 

explained. In Section IV, each steps of the Tunicate Swarm 

Algorithm (TSA) are detailed. In Section V, the experimental 

outputs are given. The conclusions of experiments are given in 

Section VI. 

II. THE CLUSTERING PROBLEM 

In the phase of clustering process, the data instances are 

divided into some sub groups according to their similar and 

dissimilar attributes. Eventually, the main goal of the data 

clustering is to obtain some homogeneous sets [3, 4, 45]. 

Partitional clustering methods are distributed the N data 

instances to k clusters (sets) in accordance with the similarity 

of the data instances. When data instances are distributed to 

clusters, some distance metrics [3, 45] such as Manhattan 

distance [48], Euclidean distance [49] and Minkowski distance 

[50] are used to find the best centroids. Therefore, the dataset 

is distributed homogeneously and the efficiency of the 

clustering is increased. In my study, the sum of squared 
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Euclidean (SSE) distance which is calculated by present 

instance and the cluster center of the present instance is used 

as the objective function of the algorithms. The mathematical 

formulation of objective function SSE is given in Equation (1) 

[4, 21]. 
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In Equation (1),  indicates the set of k centers ,  is the 

data instance which assigned to the  cluster and  

shows the SSE distance between center  and  instance. 

III. PARTITIONAL CLUSTERING TECHNIQUES 

In this study, one of the newest optimization-based 

metaheuristic algorithm which is called TSA is implemented 

on a dataset taken from UCI Machine Learning Repository for 

solving partitional clustering problems, and also some 

classical partitional clustering methods such as  

Fuzzy C-Means, K- Medoids and K-Means approaches are 

also implemented on the same dataset. The steps and 

framework of these approximate methods are detailed in under 

this section. 

A. K-Means Algorithm 

K-Means method is one of the important and simple, and 

besides an effective partitional clustering algorithms. When  

K-Means algorithm is executed, it is tried to find the best 

possible centroid (total centroids is k) for each data instances 

in N.  In K-Means approach the data instances are distributed 

into the centroids according to their maximum similarities and 

each instance can belong to just one cluster. The fitness value 

of K-Means is calculated with Equation (1). The value of the 

each center ( ) is calculated with Equation (2) [4]. 
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Step 1: Create the centers of  k cluster randomly in upper 

and lower boundaries. 

Step 2: Find the nearest cluster center for each data 

instances. 

Step 3: After the each instance is distributed to the nearest 

cluster, update the center of the each cluster. 

Step 4: Until the center of clusters are being stable or reach 

the maximum number of iteration, return the Step 2. 

Fig. 1. The pseudo code of K-Means method [23] 

 

Where  indicates the number of instances related to  

cluster.   indicates a binary value in a set of [0,1] and if  

is assigned with ‘1’, it is mean that  is associated with  

cluster, otherwise  is not a member of  cluster. The steps 

of k-Means algorithm detailed by Velmurugan [23] and they 

are shown in Fig 1. The centers of clusters are generated with 

a random initializing in K-Means algorithm. Hence, the 

performance of K-Means clustering method increases or 

decreases according to the position of starting centers. 
 

B. K-Medoids Algorithm 

The framework of K-Medoids method is similar to K-means 

algorithm. However, the selection strategy for cluster centers 

are different to each other. When a cluster center is determined 

in K-Means algorithm, any location in upper and lower bound 

can be a center of cluster. In K-Medoids method the best 

medoids are selected as cluster centers and a medoid should be 

an instance from all dataset [4, 51]. In this study, the 

Partitioning Around Medoids (PAM) [24] is selected as K-

Medoids algorithm. The steps of K-Medoids algorithm are 

given in Fig. 2. 

 

Step 1: Create the centers of  K-Medoids randomly from 

dataset. 

Step 2: Find the nearest cluster center for each data 

instances. 

Step 3: For any medoid (m) instance and non-medoid  

instance which depended with m; swap m and , and now  

is a potential medoid. After then, the fitness values are 

calculated according to the Equation (1) for new potential 

medoid set and update position of k medoids. 

Step 4: Until the center of clusters are being stable or reach 

the maximum number of iteration, return the Step 2. 

Fig. 2. The pseudo code of K-Medoids method [21, 43] 

C. Fuzzy C-Means Algorithm 

The framework of Fuzzy C-Means method is similar to K-

Means algorithm. Fuzzy C-Means approach is developed by 

Dunn [27] and an extended version of this algorithm is 

developed by Bezdek [28]. In traditional clustering algorithm 

like K-Means and K-Medoids methods each data instance only 

can distribute to the one cluster. However, in fuzzy algorithm, 

each instance can belong to the one or more than one data 

clusters according to the membership degree of each cluster. 

For each instance, the sum of the membership degree for all 

clusters is equal to 1. The objective of the Fuzzy C-Means 

algorithm is given in Equation (3) [4, 25, 26]. 
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In here, N indicates the total data instances, k shows the 

total number of clusters,  shows the  data instance, m 

shows a value upper than 1,  shows the membership degree 

of the  instance in  cluster and  shows the center of the 

 
cluster. When an iteration is carried out 

 
and  values 

are updated by the Equation (4) and (5). 
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The value of each membership degree is generated randomly 

in a range of [0,1] and the constraints are given below: 

 

1
0 1 1

k

ij iji
u and u


    for each   

The steps of Fuzzy C-Means algorithm are detailed in  

Fig. 3. 

 

Step 1: Create membership degree matrix (u) randomly. 

Step 2: Calculate the Equation (4) and determine the 

center of clusters according to the matrix u. 

Step 3: Recalculate the matrix  u  with Equation (4). 

Step 4: If the stopping criteria is not met, repeat the 

Step 2 and Step 3. 

Fig. 3. The steps of Fuzzy C-Means algorithm [23] 

IV. TUNICATE SWARM ALGORITHM (TSA) 

The tunicate swarm optimization method is a population-

based swarm approach proposed to solve global optimization 

problems. Tunicates are shining bio-luminescent and generates 

a faded blue–green light that can be realized from more than 

many meters away [52]. Each tunicate has a few millimeters 

length. There is a collective gelatinous tunic in each tunicate, 

and thanks to this feature all tunicate are connected to each 

other. Besides, each tunicate separately gets the water from the 

present sea and creating the jet propulsion by its open end 

through atrial siphons. Tunicate change the its current position 

with a propulsion like fluid jet. This propulsion makes to 

migrate the tunicates vertically in deep ocean. The most 

spectacular features of tunicate are their jet propulsion and 

swarm behaviors [47].  

 

 
Fig. 4. swarm behavior of tunicate [47] 

 

TSA uses the position of the best tunicate of the population 

for the purpose of improve the intensification and 

diversification of the tunicate. Thus, the possibility of finding 

a better position for search agents has increased. The swarm 

behavior of TSA is given in Fig. 4. Although tunicate has no 

idea what is the quality of food source, tunicate has the ability 

to locate the food source in the sea. tunicate uses Jet 

propulsion and swarm behavior structures while reaching the 

food source. Tunicate has three behaviors during Jet 

propulsion behavior. These behaviors are; Avoiding conflicts 

between the population of tunicate during the discovering 

process is that any tunicate constantly try to mobilize itself 

towards the individual with the best fitness value and try to 

keep itself close to the best individual. In order to prevent 

conflicts between tunicates, the vector  is used to create the 

new position of the current tunicate and it is calculated 

according to the equations given below: 

 

 

  (6) 

  (7) 

  (8) 

 

Where,  refers to gravity force and  indicates to the 

direction of water in the depths of the ocean. ,  and  

represent a random reel value generated in the range of [0,1]. 

The vector is expressed the social forces between the 

tunicates (search agents) in the search space and calculated 

according to Equation (9). 

 

  (9) 

 

Where,  and  values shows the initial and 

secondary velocities for social interaction, and these values are 

accepted as 1 and 4, respectively [47]. After conflicts between 

adjacent tunicates are prevented, search agents begin to move 

towards adjacent tunicate which has the best fitness value. The 

movement of present tunicate to the best tunicate is calculated 

by Equation (10): 

 

  (10) 

 

Where,  refers to the distance between the food source 

and the search agent, x refers to current iteration,  is the 

position of the tunicate with the best fitness value,  is the 

location of the present individual, and  indicates a 

random reel value generated in the range of [0,1] . The new 

position of  is calculated according to Equation (11). 
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(11) 

 shows the new position created for  according 

to the position of the best food source . The mathematical 

model of the swarm behavior for tunicates is explained by 

Equation (12); the first two best optimum solutions are 

memorized and the positions of the other search agents are 

updated according to the location of these recorded best 

solutions. 

(12) 

After position update process, the latest position of tunicate 

will be in a random location, within a cylindrical or 

cone-shaped. , , and  promote the location of tunicates to 

move randomly in a specific search space and prevent the 

conflicts in tunicates population. The capability exploration 

and exploitation of TSA is provided by vectors , , and . 

After these explanations, the steps of TSA are given in Fig. 5. 

Step 1: Create the initial tunicate population ( . 

Step 2: Determine the control units of TSA and stopping 

criteria. 

Step 3: Compute the fitness values of the initial 

population. 

Step 4: Select the position of the tunicate with the best 

fitness value. 

Step 5: Create the new position for each tunicate by using 

the Equation (12). 

Step 6: Update the position of the tunicates which are out 

of the search space. 

Step 7: Compute the fitness values for the new positions of 

tunicates. 

Step 8: Until stopping criteria is satisfied, repeat steps 

between 5 to 8. 

Step 9: After stopping criteria is satisfied, save the best 

tunicate position. 
Fig. 5. The steps of tunicate swarm algorithm [47] 

The flowchart of TSA to solve partitional clustering 

problem is shown in Fig. 6. It is understood from Fig. 6, 

firstly, the TSA is initialized with control parameters. Then, 

the other steps of TSA are executed for solving clustering 

problem. And finally, the position of the tunicate which has 

the best fitness value is registered.  

Fig. 6. The flowchart of TSA for solving data clustering problem 

245

http://dergipark.gov.tr/bajece


BALKAN JOURNAL OF ELECTRICAL & COMPUTER ENGINEERING,     Vol. 9, No. 3, July 2021                                                

  

 

Copyright © BAJECE                                                                ISSN: 2147-284X                                                     http://dergipark.gov.tr/bajece        

V. EXPERIMENTAL RESULTS 

In this study, TSA is applied on data clustering problem. 

For experiments, a dataset within 10 instances were taken 

from UCI Machine Learning Repository [46]. And besides,  

Fuzzy C-Means (F. C-Means), K-Medoids and K-Means 

partitional clustering algorithms are implemented on the this 

dataset. All experiments were carried out on a Windows 10 

Pro OS laptop using Intel(R) Core(TM) i7-6700HQ 2.60 GHz 

CPU, 24 GB of RAM and F.C-Means, K-Medoids, TSA and 

K-Means algorithms are coded in MATLAB platform. All 

algorithms are run 30 independent times and the experimental 

outcomes are reported as best, mean, worst and standard 

deviation (Std. Dev.) of 30 runs. For all methods the stopping 

criteria is selected as maximum iteration and it is set to 1000. 

The population size is set 100 for TSA and the other control 

parameters of TSA are selected according to the Kaur et al. 

[47] study.  

TABLE I 

THE ATTRIBUTES OF THE DATASET [46] 

 

 Data  
N. of 

Clusters 
N. of 

Dimensions 
N. of 

Instances 

D1 Balance  3 4 625 

D2 Cancer  2 30 569 

D3 Cancer-Int  2 9 699 

D4 Credit  2 14 690 

D5 Dermatology  6 34 366 

D6 E. Coli  5 7 327 

D7 Glass  6 9 214 

D8 Iris  3 4 150 

D9 Thyroid  3 5 215 

D10 Wine  3 13 178 

 
TABLE II 

COMPARISON RESULTS OF TSA WITH K-MEANS, K- MEDOIDS AND F. C-MEANS ALGORITHMS 

 

 Data  Criteria TSA K-Means K-Medoids F. C-Means 

D1 Balance  

Best 1424.97 1423.85 1661.82 1722.24 
Worst 1426.39 1433.64 1813.56 1722.24 
Mean 1425.58 1425.95 1721.79 1722.24 
Std. Dev. 3.85E-01 2.15E+00 3.94E+01 1.16E-12 
Time 75.406 1.204 0.696 1.275 

D2 Cancer  

Best 1.34E+154 1.34E+154 1.79E+308 7.63E+156 
Worst 1.34E+154 1.34E+154 1.79E+308 7.63E+156 
Mean 1.34E+154 1.34E+154 1.79E+308 7.63E+156 
Std. Dev. 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
Time 110.937 1.565 0.865 2.339 

D3 Cancer-Int  

Best 2968.81 2986.96 3311.56 3286.11 
Worst 2973.64 2988.43 4717.47 3286.11 
Mean 2971.34 2987.94 3733.51 3286.11 
Std. Dev. 1.24E+00 7.03E-01 3.99E+02 1.08E-12 
Time 86.058 1.412 0.497 1.408 

D4 Credit  

Best 556749.66 748491.65 558644.51 759180.47 
Worst 556834.46 808744.44 688213.99 759180.47 
Mean 556769.82 789553.64 591941.43 759180.47 
Std. Dev. 2.17E+01 2.69E+04 3.49E+04 6.84E-11 
Time 95.497 1.536 0.633 1.748 

D5 Dermatology  

Best 2247.38 2022.26 2732.90 5196.38 
Worst 2376.46 2197.77 3131.02 5196.38 
Mean 2309.36 2090.85 2930.87 5196.38 
Std. Dev. 3.13E+01 5.87E+01 1.04E+02 1.38E-11 
Time 180.005 1.525 4.710 8.680 

D6 E. Coli   

Best 69.72 66.02 133.02 108.44 
Worst 92.14 70.42 249.46 108.44 
Mean 75.60 67.52 160.47 108.44 
Std. Dev. 4.83E+00 1.20E+00 2.13E+01 5.48E-10 
Time 57.812 0.721 1.234 1.574 

D7 Glass  

Best 303.02 213.42 307.46 400.98 
Worst 372.19 262.57 479.53 404.41 
Mean 341.11 235.98 358.90 402.35 
Std. Dev. 1.41E+01 1.48E+01 5.19E+01 1.6042 
Time 54.44 0.515 1.375 1.621 

D8 Iris  

Best 97.88 97.33 184.54 106.36 
Worst 128.13 122.28 240.30 106.36 
Mean 101.46 99.00 210.46 106.36 
Std. Dev. 7.29E+00 6.33E+00 1.62E+01 7.07E-14 
Time 22.340 0.291 0.361 0.310 

D9 Thyroid  

Best 1886.96 2000.12 2085.73 2812.50 
Worst 2066.64 2024.62 2457.95 2812.50 
Mean 1916.41 2011.52 2224.35 2812.50 
Std. Dev. 2.97E+01 8.21E+00 9.43E+01 5.94E-11 
Time 31.546 0.427 0.423 0.492 

D10 Wine  

Best 16323.45 16555.68 17048.52 17128.46 
Worst 16380.04 18436.95 31007.19 17128.46 
Mean 16338.28 18044.71 20981.74 17128.46 
Std. Dev. 1.10E+01 7.60E+02 2.88E+03 6.19E-12 
Time 40.718 0.416 0.494 0.674 
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The objective function is selected as Equation (1) for all 

methods. The attributes of the dataset taken from UCI 

Machine Learning Repository are given in Table I, and in 

Table I, N. of Clusters indicates the total number of clusters, N. 

of Dimensions shows the size of problem and N. of Instances 

shows the size of samples. The obtained experimental 

outcomes of F.C-Means, K-Medoids, TSA and K-Means 

algorithms are given in Table II. As seen from Table II, TSA 

obtains the best mean results for 6 problems (the total number 

of data instances is 10) such as Balance, Cancer, Cancer-Int, 

Credit, Thyroid and Wine samples, and TSA finds the second 

best results for Dermatology, E. Coli, Glass and Iris samples. 

K-Means algorithm is found the best mean results for 5 

problems such as Cancer, Dermatology, E. Coli, Glass and Iris 

samples. In the light of these obtained experiments, it is shown 

that the performance of the TSA is higher than F.C-Means, K-

Medoids and K-Means algorithms. K-Means algorithm reaches 

the second best results and the experimental results of  

F. C-Means algorithm are the worst results among the 

compared algorithms. In addition, the running time of  

F.C-Means, K-Medoids, TSA and K-Means algorithms are 

also given in Table II. It is understood that TSA uses up more 

time than the other compared algorithms in terms of running 

time of the methods. The reason of TSA consumes more time 

is TSA one of the population based metaheuristic algorithm. 

Metaheuristic algorithms are problem free and they can easily 

adaptable any problem in generally. But approximate 

algorithms such as K-Means, K-Medoids and F. C-Means 

algorithms are proposed for solving clustering problems and 

they cannot adaptable any other problem in generally. So, it is 

expected the running time of the approximate methods less 

than metaheuristic algorithms.  

 
TABLE III 

COMPARISON RESULTS OF TSA WITH K-MEANS,  

K- MEDOIDS AND F. C-MEANS ALGORITHM 

 

Data  Criteria TSA K-Means K-Medoids F.C-Means 

D1  
Mean 1425.58 1425.95 1721.79 1722.24 

Rank 1 2 3 4 

D2  
Mean 1.34E+154 1.34E+154 1.79E+308 7.63E+156 

Rank 1 1 4 3 

D3 
Mean 2971.34 2987.94 3733.51 3286.11 

Rank 1 2 4 3 

D4  
Mean 556769.82 789553.64 591941.43 759180.47 

Rank 1 4 2 3 

D5 
Mean 2309.36 2090.85 2930.87 5196.38 

Rank 2 1 3 4 

D6 
Mean 75.60 67.52 160.47 108.44 

Rank 2 1 4 3 

D7 
Mean 341.11 235.98 358.90 402.35 

Rank 2 1 3 4 

D8  
Mean 101.46 99.00 210.46 106.36 

Rank 2 1 3 4 

D9  
Mean 1916.41 2011.52 2224.35 2812.50 

Rank 1 2 3 4 

D10  
Mean 16338.28 18044.71 20981.74 17128.46 

Rank 1 2 4 3 

 

For a comprehensive analysis of experimental results of 

compared algorithms, the mean results of 30 run and the rank 

values of F.C-Means, K-Medoids, TSA and K-Means are 

shown in Table III. A comparison of rank rate of TSA,  

K-Means, K-Medoids and F. C-Means algorithms is given in 

Fig. 7. When the sum of rank rates dedicated in Fig. 7 are 

considered, the total rank rate of the TSA is 14, and TSA has 

shown a more powerful yield compared with F.C-Means, K-

Medoids and K-Means. And according to the rank results, K-

Means algorithm has shown the second best performance and 

the rank rate of K-Means is 17, the third best solver algorithm 

is the K-Medoids and the rank rate of K-Medoids is 33, and the 

performance of F. C Means algorithm is less than the other 

compared algorithms with 35 rank value.  

 

 

Fig. 7. The total ranks of compared algorithms 

VI. CONCLUSIONS 

In this study, an approach based on TSA which is newly 

proposed a population-based swarm optimizer for solving 

global optimization problems has implemented for solving 

partitional clustering problem. The experimental outcomes of 

TSA is compared with three state-of-art classical clustering 

algorithms: F .C-Means, K-Medoids and K-Means algorithms. 

In accordance with the analysis and comparisons, the TSA 

based clustering approach finds a better or comparable 

performances than K-Means, K-Medoids and F .C-Means 

algorithms on the UCI Machine Learning Repository dataset in 

terms of solution quality and robustness. 
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