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A bstract

North Atlantic (NA) variability has wide-spread implications locally and 

globally. This study investigates mechanisms driving NA variability using a simple 

box model incorporating time evolution of interacting upper ocean temperature 

anomalies, horizontal (Gyre) and vertical (meridional overturning circulation, or 

MOC) circulation, driven by surface air temperature, wind, and Labrador Sea 

temperature forcings. Simulated upper ocean responses to external atmospheric 

forcing result in solutions with redder spectra than solutions by white noise 

atmospheric forcing, implying that the ocean acts as a low-pass filter to this external 

forcing. Simulated ocean dynamic response may be viewed as a response to a 

cumulative atmospheric forcing over an interval defined by system damping 

properties. A strong anti-correlation links simulated MOC and Gyre circulation 

intensity suggesting a mechanism, in which system heat balance is maintained via 

communication between the dynamic components, (e.g. excess of heat supply from a 

stronger Gyre circulation would be balanced by lack of heat from a weaker MOC 

circulation and vise versa). Wind was the dominant forcing for NA upper ocean 

temperature anomalies and the intensity of MOC and Gyre circulations. Further 

investigations of NA variability mechanisms are important as they have serious 

implications on global heat transport.
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1 .  Introduction

1 . 1  General o verview  of the North Atlantic Ocean

Extending northward from the Equator to a latitude near 70°N is the North 

Atlantic Ocean (Figure 1 .1 ) .  The ocean is physically bound to the north by the 

islands of Greenland and Iceland, as well as the Labrador, Greenland, and Norwegian 

Seas. This basin is confined to the w est at approximately 75°W  by the northern 

coast of Brazil, the eastern limits of the Caribbean Sea and Gulf of Mexico, and the 

east coast of North America. The eastern extent of the basin is located near 15°W , 

and is bound by the w est coast of Africa and Europe, and the Straight of Gibraltar. 

While the Atlantic Ocean extends south towards the shelf of Antarctica, the southern 

extent of the North Atlantic Ocean is physically limited to the Equator.

Figure 1.1 Bathym etry map of the North Atlantic. From Encyclopedia Britannica, 2010 .
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The bathymetry of the North Atlantic Ocean is displayed in Figure 1 . 1  with 

the continental shelves of bordering continents sloping down to the depths of the 

North American and Cape Verde Basins. The Mid-Atlantic Ridge dividing these 

basins has formed as the North American and Eurasian tectonic plates moved apart 

since Jurassic times. The mid-ocean spreading resulted in the ridge that curves 

through the North Atlantic starting just northeast of Greenland and extending 

through the South Atlantic Ocean. The average depth of the ocean plains ranges 

from approximately 3,700 to 5,500 meters (Encyclopedia Britannica, 20 10 ), while 

locations along the Mid-Atlantic Ridge are much shallower with portions of the ridge 

even extending above sea level in Iceland to form the Reykjanes Ridge (Redfern, 

2 00 1).

Prevailing wind patterns over the North Atlantic exert stress on the ocean 

surface, influencing the dominant surface ocean currents. The Northeast trade 

winds drive surface waters near the equator westw ard across the North Atlantic 

Basin in the North Equatorial Current (Figure 1.2) with a maximum stress exerted 

on the surface near 15 °N  (Tomczak and Godfrey, 2003). This current transports 

surface waters to the w est where they encounter the continental shelf of North 

America and feed the Florida and Antilles Current.

The Florida Current flows through the Yukatan Strait and enters the Gulf of 

Mexico with a mean w ater transport rate of 30 Sv (Tomczak and Godfrey, 2003; 

Wunsch and Roemmich, 1985), while the Antilles Current passes to the east of the 

Caribbean Islands. These two currents combine off the East Coast of Florida to feed 

the Gulf Stream Current, flowing along the bathymetry of the East Coast of the US 

with a transport rate of 70 - 10 0  Sv (Tomczak and Godfrey, 2003).

At approximately 35°N, near Cape Hatteras, North Carolina, this western 

boundary current departs from the continental shelf of North America. It is the 

strongest current in the basin with transport rates accelerating as the current 

departs from the continental shelf to a maximum near 55°W  of 15 0  Sv (Hendry 

19 8 2 ; Hogg, 19 9 2 ; Tomczak and Godfrey, 2003).
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Figure 1.2 Map of North Atlantic Ocean surface currents. From Tom czak and Godfrey, 2003 .

From approximately 30°N to 55°N the prevailing w esterly winds dominate 

the atmosphere exerting stress on the ocean surface across the basin from the 

southwest to the northeast. The strength of this wind pattern is dependent upon the 

sea level pressure (SLP) gradient between the Azores High and Icelandic Low, 

expressed as the North Atlantic Oscillation index, or NAO (Walker, 19 2 4 ; Marshall et 

al., 20 0 1a ; Hurrell et al., 2003). During winter months the largest temperature 

gradients are present, causing the deepening of the Icelandic Low and the 

enhancement of the Azores High. Periods of enhanced (weakened) SLP gradient are 

described by the positive phase of the NAO (negative phase of the NAO), which 

cause stronger (weaker) w esterly winds and enhance (weaken) the Gulf Stream 

Current.

As the Gulf Stream extends northeast across the basin a section is deflected 

eastward in the Azores Current to continue in the Canary Current completing the
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Subtropical Gyre, while the main current continues to the Norwegian Seas from 

approximately 35°N  to 60°N, transporting a net northward heat flux of 1.2  PW ( 1  

PW = 10 15 W) from the mid to high latitudes (Hall and Bryden, 19 8 2 ; Roemmich and 

Wunsch, 19 8 5 ; Lavin et al., 1998). The northern branch of the extended Gulf 

Current is once again split here, with one current branch following the bathymetry 

of the western Iceland continental shelf, turning towards the w est as it is influenced 

by the polar easterly winds forming the Subpolar Gyre. The other branch of the 

extended Gulf Current feeds the Norwegian Current passing along the w est coast of 

Scandenavia, where the surface water mass is transformed due to local processes.

Surface flow
Deep flow
Bottom flow
Deep Water Formation

O  Wind-driven upwelling L Labrador Sea
©  Mixing-driven upwelling N Nordic Seas

Salinity > 36 %o W Weddell Sea
Salinity < 34 %o R Ross Sea

Figure 1.3 Diagram of global ocean circulation. Surface flows are shown in red, deep flows are 

shown in blue, and bottom  flows are shown in purple. From Schm ittner et al., 2007 .

The net meridional heat transport by these surface currents is responsible 

for the moderate climates of Europe and Scandinavia (Hurrell et al., 2003; 

Schmittner et al., 2007) and it is also an important surface component of a large- 

scale vertical ocean circulation belt known as the Meridional Overturning
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Circulation (MOC; Marshall et al., 200 1a), which is driven by differences in the 

densities of ocean water masses in the North Atlantic. The MOC is one of the main 

mechanisms driving the overall global ocean conveyor belt (Figure 1.3), which 

effectively transports heat through the oceans worldwide (Schmittner et al., 2007).

1 .2  North Atlantic w ater m asses

Due to redistribution of waters with oceanic circulation, air-sea interactions, 

and atmospheric forcing, ocean waters contained in the North Atlantic are not 

uniform. Distinct properties like temperature, salinity and oxygen concentration 

distinguish water m asses of different origins, and as a result the w ater column may 

be broken into layers such as the North Atlantic Deep Water (NADW), Labrador Sea 

Water (LA), Greenland Sea Water (GS), and Eurafrican Mediterranean Water (EMW) 

according to variations in these properties (Figure 1.4).

The ocean's mixed layer is characterized as a surface layer of relatively 

uniform density where the direct impact of atmospheric forcing is clearly seen in 

water properties (Marshall and Plumb, 2008). In the tropics there is strong 

absorption of incoming solar radiation, and precipitation dominates evaporation 

(Tomczak and Godfrey, 2003). High sea surface temperature (SST) at low latitudes 

(seen in the shallow warm  layer greater than or equal to 20°C in the top panel of 

Figure 1.4  between 20°S and 20°N) causes an increase in sea level height with 

decreasing surface density, resulting in a fairly stable and shallow mixed layer.

In the sub-tropical region near 20-35°N, dominated by easterly winds, 

evaporation exceeds precipitation and salinity plays a key role in determining the 

depth of the mixed layer. The surface water here is still warm, but as freshwater 

leaves the ocean surface through evaporation, the surface water becomes more 

saline with values greater than 35 psu, leading to a deeper mixed layer (middle 

panel of Figure 1.4 ; Marshall and Plumb, 2008). The Straight of Gibraltar is also 

located in this sub-tropical region, which allows the very saline waters from the 

Mediterranean Sea to enter the North Atlantic Basin. This w ater mass is identified
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by its moderate temperatures and high salinity as the EMW layer, characterized by a 

potential temperature of 4°C and a salinity of 35.5 psu (middle panel of Figure 1.4 ; 

Tomczak and Godfrey, 2003). This water mass gathers in this intermediate layer of 

the Atlantic because it is denser than the surface mixed layer due to salinity 

properties, but it is less dense than the NADW due to thermal properties.

>20

2000

4000

>,37 0 36.5

200

400

Figure 1.4 Cross-sectional North Atlantic profiles o f (top) potential tem perature (C), (Middle) 

salinity (psu), and (bottom ) oxygen concentration (ml/l) for the Atlantic Ocean at 

approxim ately 4 5 ° W. Arrows indicate direction of w ater transport. Labeled w ater m asses 

include: North Atlantic Deep W ater (NADW), A ntarctic Interm ediate W ater (AAIW), Eurafrican 

M editerranean W ater (EMW), Labrador Sea W ater (LS), Greenland Sea W ater (GS), and the 

Antarctic Bottom  W ater (AABW). From Tomczak and Godfrey, 2003 .
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In mid latitudes near 35 - 60°N the surface water is cooler and precipitation 

dominates evaporation due to the storms brought across the North Atlantic by the 

jet stream. The water mass structures in this layer vary across the basin with 

warm er surface waters east of the Mid-Atlantic Ridge owing to the extended Gulf 

Current, and cooler surface w aters in the w est of the Mid-Atlantic Ridge owing to 

the Greenland and Labrador Currents.

In the high latitudes north of 60°N and w est of the Mid-Atlantic Ridge, 

evaporation exceeds precipitation, however surface salinity is mainly determined by 

seasonal changes in surface freshwater melt by glaciers and icebergs as well as 

runoff from bordering continents. In this part of the basin the Sub Polar Gyre 

intensifies in winter months bringing denser waters to the surface that are replaced 

by less dense waters below (van Aken, 2007). In the Labrador and Nordic Sea 

basins, the net effects of warm  stratified saline surface water parcels, cyclonic 

winds, and latent and sensible heat flux at the air-sea interface results at times in an 

unstable water column (Marshall and Schott, 1999 ; Pickart and Spall, 2007). This 

system then undergoes a process known as deep sea convection, where denser 

surface waters are mixed down and replaced by less dense waters from below (van 

Aken, 2007). This physical process leads to the formation of the densest water in 

the North Atlantic basin, the NADW, which makes up part of the global MOC 

(Tomczak and Godfrey, 2003). Production of the NADW has a large impact on the 

MOC with increased production leading to an enhancement of the overall water 

mass transport by the MOC. East of the Mid-Atlantic Ridge, surface salinity values 

are also impacted at extreme northerly latitudes by seasonal changes in sea ice, 

which forms in the Norwegian seas each winter. In this process freshwater is frozen 

in the surface ice and a brine solution is rejected and released below. This increases 

the salinity above 34.9 psu (Tomczak and Godfrey, 2003), creating a higher density 

surface layer that sinks to the ocean floor following the bottom bathymetry of the 

North Atlantic to form the NADW occupying depths between 1000  and 4000m
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(Figure 1 . 1 ;  Tomczak and Godfrey, 2003), which returns equatorward as part of the 

MOC (Figure 1.3).

2. North Atlantic variability

In this chapter of the thesis, spatial and temporal scales of North Atlantic 

atmospheric and oceanic variability are discussed. The most important time scales 

of variability over the North Atlantic are decadal with a period of approximately 10  

years (e.g. Deser and Blackmon, 199 3), and multidecadal, with a period of 50 - 80 

years (e.g. Delworth and Mann, 2000). Key climate variability indices involving the 

North Atlantic are presented, followed by an overview of proposed mechanisms that 

may be driving the observed climate patterns. The chapter concludes with a 

discussion of the impacts and importance of North Atlantic variability both 

regionally and globally.

2 .1  North Atlantic atm ospheric variability

The most dominant and persistent mode of atmospheric variability over the 

North Atlantic basin is the NAO (Hurrell et al., 2003). The NAO is usually defined as 

normalized, time-averaged index of sea level pressure differences between its two 

centers of action, the Azores and Iceland (Rogers, 1984 ; Hurrell, 1995a). Although 

the centers of action for this definition may not always account for the largest 

explanation of variance, the major advantage of this definition is the consistent 

historical observation records at each center of action, dating back to 18 6 4  

(Marshall et al., 2001b).

The NAO is the key pattern responsible for the atmospheric redistribution of 

heat surplus from the subtropical Atlantic to the Arctic. By the definition above, a 

positive (negative) phase of the NAO implies a stronger (weaker) than average 

pressure gradient between these two centers of action, resulting in an increase 

(decrease) of poleward heat transport by stronger (weaker) than average westerlies 

across the Atlantic basin. Due to the enhanced pressure gradient during positive 

phases of the NAO (NAO +) stronger winter storms develop that cross the Atlantic
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with average storms tracking northeast across the basin towards northern Europe 

(left panel Figure 2 .1) , while negative phases of the NAO (NAO -) are associated with 

fewer and weaker winter storms taking on a more zonal track towards south central 

Europe (right panel Figure 2 .1 ; Wanner et al, 200 1).

Figure 2.1 Graphical representation of positive (left) and negative (right) NAO phases. Filled 

dashed contours rep resent warm (orange) and cool (blue) SST patterns. Sea-ice extent is 

represented by the hatched blue regions. Directional arrow s show the flow system s in ocean, 

atm osphere and rivers. SLP system s are represented as High (H, red) and Low (L, blue) with 

relative contour locations, and white rectangles describe characteristic clim ate conditions or 

im portant processes. From W anner et al., 2001 .

While present in all seasons, the strongest NAO patterns appear in winter 

months when the north-south temperature gradient is at its peak, resulting in an 

amplification of the SLP gradient between these two centers of action. The NAO has 

also been linked with the leading atmospheric mode over the Northern Hemisphere 

(NH), the Northern Hemisphere Annular Mode (NAM, also referred to as the Arctic 

Oscillation, AO), defined as the leading Empirical Orthogonal Function (EOF) of 

monthly mean SLP in the NH. As seen in Figure 2.2, the spatial patterns of the AO 

and the NAO are remarkably similar, leading some scientists to view  the NAO as a 

regional expression of the AO (Marshall et al., 200 1a). The leading EOF mode of the
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NAO explains approximately 37%  of the 500 hPa geopotential height variability 

over the basin (right panel of Figure 2.2) during the December, January, February 

(DJF) months (Wallace and Gutzler, 19 8 1 ;  Esbensen, 1984 ; Barnston and Livezey, 

19 8 7 ; Kushnir and Wallace, 1989 ; Wallace, 1996, Cayan 1992).

Figure 2.2 First EOF of w inter (DJFM) mean SLP anom alies (1 8 9 9 -2 0 0 6 ) for (left) the AO (20- 

90N) and (right) the NAO (20-70N , 90W -40E). Contour interval of 0.5  hPa with dots in right 

panel representing locations of centers of action (Lisbon, Portugal and Stykkisholmur, 

Iceland). From Hurrell and Deser, 2009 .

There are a wide variety of temporal scales expressed by the NAO as can be 

seen in the monthly standardized NAO Index from 19 5 0 -2 0 10  and its spectra shown 

in Figure 2.3. The bottom panel shows the slightly white power spectra at short 

periods (< 3 months), increasing to a seasonal peak, followed by redder power 

spectra as the period increases beyond a year for this monthly index. In this 

analysis a slight maximum appears in the spectra with a period near 7 - 8 years, and 

a smaller maximum appears with a period near 2 years. This feature can also be 

seen in the 13-m onth averaged NAO (black bars, top panel of Figure 2.3) with the 

NAO switching between positive and negative phases at an approximately decadal 

time scale.

EOF1 W inter (DJFM) SLP (hPa)

AO NAO



11

Frequency [cycles/year]

Figure 2.3 (Top) Standardized EOF based NAO Index 1 9 5 0 -2 0 1 0  , monthly index (black 

dashed line), 13 month mean (black bars). (Bottom ) Power spectra for monthly NAO 

Index (red). Based on data obtained from  NOAA Climate Prediction Center (2 0 1 0 ).

2.2  North Atlantic oceanic variability

When examining atmospheric and oceanic temporal and spatial variability 

patterns over the North Atlantic, some similarities appear. For example, regression 

analysis of sea surface temperatures (SST) on the wintertime NAO Index provide an 

indication of a key link between atmospheric and oceanic variability, with a tripole 

pattern emerging over the North Atlantic Ocean (Figure 2.4a), coinciding with the 

SST for a NAO+ phase (Figure 2 .1, left). These SST patterns are likely the direct 

feedback of air-sea turbulent heat flux anomalies with energy being released to the 

atmosphere over the positive SST anomaly subtropical region and energy being
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absorbed by the ocean over the negative SST anomaly subpolar region. These latent 

and sensible heat anomalies are associated with NAO wind forcing patterns as seen 

in Figure 2.4b and 2.4c. Ocean currents like the Gulf Stream, and ocean circulations 

including the Subtropical and Subpolar gyres also play a role in the SST anomaly 

patterns (McCartney and Talley, 1984 ; Kerr, 199 7 ; Sutton and Allen, 1997).

(a) SST (Cl = 0.1 K) (b) Surface turbulent heat flux (Cl = 5 Wm 2)

(c) Surface wind stress curl (Cl = 2.10-8 Pa m '1)

Figure 2 .4  Regression maps for North Atlantic anom alies of (a) SST (CI = 0.1 K, negative 

values dashed), (b) surface latent and sensible heat flux (CI = 5 Wm-2 , dashed out of the 

ocean), (c) surface wind stress curl (CI = 2 x 1 0 -3 Pa m-1 , dashed for anticyclonic) onto the 

NAO index. From M arshall e t al. (2001b ).
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These processes occurring at the air-sea interface allow the atmosphere to 

modify the surface wind stress and heat fluxes, resulting in the modification of 

ocean surface layer temperatures, however this process does not take place 

instantaneously, SST anomalies lag atmospheric anomalies by approximately 1  

month (Marshall et al., 200 1a). This lag time results in the peak SST tripole pattern 

emerging in the late winter months following a NAO+. Watanabe and Kimoto 

(2000) found that this tripole persisted for approximately one year, which is four 

times longer than would be expected by local air-sea dampening processes (decay 

scale of ~ 3  months, Frankignoul et al., 1998). The spectra of this tripole pattern, 

(see Figure 3b in Marshall et al., 200 1b ) is red, suggesting that upper mixed layer 

ocean processes may enhance the persistence of atmospheric modes of variability 

(Hasselman, 19 76 ; Alexander and Deser, 1995). Czaja and Marshall (200 1) 

examined SST variability trends based on SST differences on either side of the Gulf 

Stream and found a re-emergence of opposite sign in the SST differences with a 6 

year delay, suggesting that heat advection by anomalous ocean currents and 

atmospheric feedback as possible causes. According to Marshall et al. (2001a), 

wintertime SST anomalies from the subpolar gyre appear to propagate eastwards 

on a decade time scale. In addition, ocean gyre intensity was studied by Curry and 

McCartney (2001) and was found to have interannual to interdecadal links to the 

NAO.

Another climate variability pattern found in North Atlantic is referred to as 

the Atlantic Multidecadal Oscillation (AMO). The AMO is defined as the detrended 

area averaged time series of SST north of the equator (Enfield et al., 20 0 1). As seen 

in Figure 2.5, the decadal running mean of the AMO reveals an oscillating signal of 

mean North Atlantic SST anomalies with a period near 65-75 years, and a maximum 

amplitude near +/- 0.4°C over the instrumental record (IPCC, 2007). Schlesinger 

and Ramankutty (1994) identified a similar multidecadal pattern (65-70 years) in 

North Atlantic surface temperature oscillation through singular spectrum analysis 

of temperature records dating back to the 1850 s. Similar multidecadal climate
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trends have also been found in paleoclimate reconstructions over the North Atlantic 

dating back to 16 5 0  A.D. with periods of approximately 6 0 - 110  years (Delworth and 

Mann, 2000; Gray et al., 2004). In addition, climate models agree with observations 

suggesting that the thermohaline circulation may be the prim ary source of the 

multidecadal oscillating SST anomaly signal (Delworth and Mann, 2000; Latif, 2 0 0 1; 

Sutton and Hodson, 2003; Knight et al., 2005).

Figure 2.5 AMO Index from  18 5 0  to 2 0 0 5 , represented by annual anom alies of SST in the North 

Atlantic (3 0 -6 5 °N) relative to 1 9 6 1 -1 9 9 0  m ean SST (°C). Smooth blue line shows decadal 

variations. From IPCC, 2007 .

To further examine the North Atlantic Ocean temperature variability we can 

examine the vertical water column trends. Polyakov et al. (2009) present an EOF 

analysis of the two leading modes of zonal average w ater temperature variability in 

the North Atlantic basin (Figure 2.6). The first EOF associated with the nonlinear 

trend provides an explanation of 2 8 .1%  of the variance, while the second EOF 

associated with multidecadal variability explains 20.2%  of the variance. The inset of 

Figure 2.6a displays the associated time series for EOF-1 which demonstrates a 

positive trend that has a correlation of R=0.95 with anthropogenic radiative forcing 

(red line of Figure 2.6a inset). The associated time series for EOF-2 however 

correlates favorably with the AMO Index (R=0.59). These significantly separated



vertical ocean temperature variability patterns suggest two distinctly different 

temporal variability scales.

15

Figure 2.6 Patterns of zonal average North Atlantic Ocean tem perature variability associated 

with (a) EOF-1, nonlinear trend; insert shows PC1, (C, black) and radiative forcing, (red) for 

com parison (b) EOF-2, m ultidecadal variability; insert shows PC2, C for com parison. From 

Polyakov et al., 2009 .

The deep ocean variability is largely linked to variability in the MOC, and as a 

result it imposes longer time scales of variability. For example, ocean convection 

processes contribute to North Atlantic variability with the dominant convection 

processes ongoing in the Labrador Sea (Dickson et al., 1996 ; Lab Sea Group, 1998). 

One such example of a deep ocean variability event is the Great Salinity Anomaly 

(GSA), which occurred 196 8  to 1 9 7 1  (Levitus, 1989). During the event deep 

convection processes in the Labrador Sea were interrupted by a large, fresh surface 

layer, which can be seen in Figure 2.7 where the isohalines become tightly packed 

and the salinity gradient between the surface and middle ocean layers inhibits 

convection processes. Studies have shown the GSA may have been caused by the 

combined effects of atmospheric forcing and a great manifestation of quasi-decadal 

fluctuations (Kushnir, 1994 ; Reverdin et al., 19 9 7 ; Belkin et al., 1998). McCartney

(19 9 7) found a link between end of winter mixed water properties and propagating 

SST anomalies, suggesting that the LSW underwent warming and cooling phases 

consistent with NAO phases. Dickson et al. (2002) also found decadal timescale
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hydrographic trends in Arctic and subarctic seas that could imprint onto the deep 

layers of the Labrador Sea in turn impacting the MOC. It is clear that climate 

patterns of variability exist throughout all layers of the ocean as well as in the 

atmosphere.

T medians (Sigma2-year) Year

Figure 2.7 Median changes in central Labrador Sea potential tem perature (top panel) and 

salinity (bottom  panel, 1 9 3 8 -2 0 0 0 ). Provided by Igor Yashayaev.
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2 .3  M echanism s governing North Atlantic atm ospheric variability

Upon examining the normalized monthly NAO index in Figure 2.3 the signal 

appears relatively white at high frequencies, and there is no clearly favored cycle 

over which the NAO behavior is easily predicted. This idea logically makes sense as 

we reflect on the physical processes governing this North Atlantic system. SLP 

patterns vary considerable when looking at short timescales. The behavior of the 

pattern is governed by synoptic scale mean eddy flow interaction and the complex 

internal dynamics of the atmosphere. Observational evidence however points to 

two prim ary temporal variability scales of interest concerning the NAO when 

looking towards longer time periods. Studies concerning low frequency SST 

variability and its association with the atmosphere revealed a decadal variability of 

about 10  - 1 5  years (Deser and Blackmon, 19 9 3 ; Kushnir, 1994) possibly provoked 

by air-sea interactions, and multi-decadal variability of about 40 - 80 years 

(Delworth and Mann, 2000) possibly linked to MOC circulations.

Several leading hypothesis have emerged as mechanisms driving 

atmospheric variability. Interaction between the atmosphere's troposphere and 

stratosphere may provide the key to one of the foremost atmospheric mechanisms 

governing atmospheric variability. Perlwitz and Graf (19 9 5) and Kodera et al. 

(1999) both found a strong connection between North Atlantic tropospheric 

circulation and the stratospheric polar vortex. It is hypothesized that variations of 

upper troposphere winds caused by periods of NAO+ or NAO- may condition a 

waveguide, such as the westerlies. This conditioning may enhance the propagation 

of planetary w aves in the upper troposphere, where this waveguide could provide a 

medium by which upper level stratospheric winds could be mixed down to the 

surface (Perlwitz and Graff, 19 9 5 ; Baldwin and Dunkerton, 1999). Thus the 

tropospheric NAO feature could be provoked by an enhanced stratospheric polar 

vortex (Marshall et al., 2001b). Several ideas have been presented for means by 

which the polar vortex could be enhanced, including global warming, ozone
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depletion, and tropical volcanic eruptions (Perlwitz and Graff, 19 9 5 ; Thompson and 

Wallace, 1998).

Another large-scale climate pattern is persistent on the opposite side of the 

globe in the Pacific Ocean basin and is known as the El Nino/Southern Oscillation 

(ENSO). By definition, ENSO "describes the basin-wide changes in air-sea 

interaction in the equatorial Pacific region" (Glantz, 1996). Unlike the NAO, 

scientists are fairly confident in the mechanisms driving this climate pattern, with 

SST patterns across the equatorial Pacific forcing the atmospheric boundary layer, 

in turn impacting the ocean's response to changing surface wind stresses, resulting 

in the oscillating ENSO coupled ocean-atmosphere system (Marshall and Plumb, 

2008). The time period between warm  El Nino events varies between 2 and 8 years 

(Trenberth, 1997). Since this is a large scale coupled air-sea climate pattern, the 

impacts of ENSO may stretch beyond the limits of the Pacific basin, and some 

scientists suggest it may be impacting the NAO through modulation of the Hadley 

cell, which may act as a connecting "bridge", or teleconnection between the Pacific 

and Atlantic basins (Marshall et al., 2001b). Several observational studies have 

found the Pacific ENSO may impact Atlantic wind fields and SST on interannual time 

scales (Hameed et al., 19 9 3 ; Nobre and Shukla, 1996) with a time lag of 4 - 5 months 

(Enfield and Mayer, 1997) possibly caused by w eaker trade winds reducing surface 

latent heat flux in the tropical Atlantic (Klein et al, 1999).

2.4  M echanism s governing North Atlantic oceanic variability

The atmospheric mechanisms alone cannot explain the reddening of the NAO 

spectra associated with decadal variability, nor the decadal and multidecadal 

variability patterns observed in the ocean. However, atmospheric forcing affects 

oceanic variability patterns. For example, observations show that the effects of 

atmospheric forcing leave behind patterns in SST, surface heat flux, and surface 

wind stress (Figure 2.4). Observations have also shown that the ocean may 

integrate high-frequency atmospheric forcing which may re-emerge each winter in
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the mixed ocean layer impacting the overlying atmosphere (Alexander and Deser, 

1995). Finally, due to the much greater heat capacity of ocean w ater compared with 

air, the w ater mass may acquire a "memory" of winter conditions through 

subduction into the thermocline (Stommel, 19 79 ; Marshall and Molteni, 19 9 3) or 

through seasonal sequestering of winter conditions from below the seasonal 

thermocline (Qiu and Huang, 1995).

One of the proposed oceanic mechanisms involves processes at the air-sea 

interface in mid-latitudes. Barsugli and Battisti (1998) offer a simple model in 

which the ocean mixed layer is in thermal equilibrium with atmospheric forcing. As 

the system is in equilibrium, heat exchange is reduced, resulting in the thermal 

damping of the NAO or other atmospheric forcing. Barsugli and Battisti (1998) 

suggest that thermal coupling with the ocean mixed layer provides a mechanism by 

which the persistence of atmospheric modes such as the NAO are enhanced. Czaja 

and Frankignoul (1999) support this oceanic influence with observations, as they 

found evidence that a significant fraction (~ 25% ) of winter NAO variance could be 

predicted from the prior basin scale SST pattern.

A modeling study was performed by Rodwell et al. (1999) in which the 

Hadley Center model was forced with an SST tripole forcing similar to the pattern 

depicted in Figure 2.4a. They set the lower boundary conditions with the tripole 

SST pattern, and found that the ensemble of model runs displayed the low frequency 

components of both modeled and observed NAOs tracking one another over a 50 

year period. Interpretation of these results suggests that by understanding ocean 

variability, low frequency NAO variability may also be better understood.

Variations in the ocean gyres may provide another mechanism for reddening 

of the SST spectrum by changing the heat transport (and SST patterns) over the 

basin, indirectly impacting the atmosphere as well. Bjerknes (1964) was one of the 

first to investigate air-sea interactions over the North Atlantic. Following the 

groundwork laid by Bjerknes (1964), Marshall et al. (2001b) summarized a system 

of atmosphere and ocean interactions over the North Atlantic for oscillating NAO
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phases (Figure 2.8). They first consider a North Atlantic climate where a positive 

NAO has persisted for a period of time (Figure 2.8, left). In this scenario, the 

enhanced wind stress would drive an anti-cyclonic gyre anomaly (intergyre gyre, 

IGG, circle with anti-cyclonic directional arrows in top left panel of Figure 2.8) at the 

confluence of the subpolar and subtropical gyres. Marshall et al. (2001b) suggests 

that this IGG would interact with the mean North Atlantic current trajectory 

(diagonal line across basin in top panels of Figure 2.8), resulting in enhanced 

poleward heat transport. Over a decadal timescale, net northward heat flux (curly 

arrows in bottom left panel of Figure 2.8) may increase the SST over the northern 

portion of the basin, and through air-sea interactions this anomalously warm 

surface ocean could imprint on the atmosphere resulting in anomalously warm  air 

temperatures, decreasing the temperature North-South gradient across the basin 

and through thermal wind processes result in a weakened atmospheric jet stream 

(Marshall et al., 200 1b). As a result of these processes the SLP gradient would 

decrease between the Azores and Iceland (i.e. - NAO anomaly), and the net heat 

transport across the basin would take on a more zonal flow, driving a weaker 

cyclonic IGG (circle with cyclonic directional arrows in top right Figure 2.8). This 

climate setup is representative of a negative NAO state, while over time zonal heat 

transport would result in anomalously higher SST in the southern part of the basin 

and lower SST in the northern part of the basin, increasing the temperature gradient 

communicated to the atmosphere and allowing an oscillation back to a positive NAO 

state of the climate system. The time delay between the coupling of the ocean gyres 

with the atmospheric jet stream in this oscillatory system has a decadal scale and 

may be linked to the time required for the first baroclinic mode of oceanic Rossby 

wave to cross the mid-Atlantic basin (Latif and Barnett, 1994 ; Jin, 1997 , Weng and 

Neelin, 1998, Cessi, 2000, Goodman and Marshall, 1999, Neelin and Weng, 1999; 

Marshall et al., 20 0 1). While some coupled ocean models have attempted to model 

this system, observations have yet to confirm or deny the coupled system 

mechanism described by Marshall et al. (2001b).
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Vertical transport through thermohaline circulations (curly arrows, Figure 

2.8) may also modify ocean heat transport, as SST anomalies coinciding with NAO 

phases induce anomalies in the MOC, providing another mechanism to explain 

patterns of the North Atlantic variability (Marshall et al., 2001b). Timmerman et al.,

(1998) suggests processes modulating heat transport by the MOC, which indirectly 

impact the atmosphere through air-sea interactions with SST anomalies, may 

regulate decadal variability over the North Atlantic. There is also some debate 

regarding the mechanism behind multidecadal variability with some arguing that it 

is ocean driven (Delworth et al., 19 9 3) and others arguing that it is a combined 

coupled air-sea mechanism (Selten et al., 1999 ; Hakkinen, 2000). While large-scale 

observations have yet to test mechanisms of multidecadal oceanic variability, 

experimental evidence from coupled GCM runs by Delworth and Mann (2000) 

supports the theory that MOC circulation does indeed play a role in SST variability 

on multidecadal time scale of ~70  years. On decadal timescales, convective 

processes in the Labrador Sea and other Arctic and subarctic seas have also been

N A O  (+ )
N A O  ( - )

*•

North

Figure 2.8 Diagram displaying theoretical feedback of NAO phases on the ocean (top + NAO, 

bottom  - NAO). Solid arrow s rep resent surface winds and curly arrow s rep resent anom alous 

air-sea heat flux or MOC heat transport. From M arshall et al. 2001 .
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linked with North Atlantic variability (Dickson et al., 2002). Spall (1996) found that 

the southward propagation of LSW may impact the stability of the western 

boundary current off the east coast of the USA, indirectly impacting the circulation 

by the Gulf Stream current as well as air-sea interactions.

2 .5  Global and local im pacts of North Atlantic variability

It is of great importance to understand the mechanisms driving decadal and 

multidecadal patterns of variability in the North Atlantic because the impacts of the 

variability are vast both locally and globally. The NAO influences local and global 

surface temperature trends, storm tracks and precipitation, ocean circulations, 

ecology, and even local economies (Hurrell et al., 2003, Figure 2 .10), while the AMO 

has been linked with surface air temperature and precipitation patterns, as well as 

Atlantic hurricane trends impacting the United States (Enfield et al., 2 0 0 1; 

Goldenberg et al., 2001).

Changes in the phase of the NAO result in different local temperature trends 

across continents surrounding the North Atlantic basin, as depicted in Figure 2 .1  

(left). These trends are important not only for their local impacts but also for the 

long-term global impacts. For instance variability of more and 1°C  in the winter- 

averaged (December, January, February; DJF) surface temperatures are linked with 

one standard deviation change in the NAO index (Figure 2.9). The spatial pattern of 

these DJF surface temperatures shows highest variability over the European and 

North American continents (Figure 2.9). This may be significant, as recent (19 8 0 ­

2000) winter temperatures have been 1-2°C  warm er than average over the 

Eurasian continent as well as much of North America (Hurrell et al., 2003). With 

much of the global temperature increases in recent decades occurring over northern 

continents in winter and spring seasons (Folland et al., 20 0 1) periods of NAO+ or 

NAO- may have global climate change impacts.

Storm tracks and precipitation trends across the North Atlantic are modified 

by both the NAO and AMO phases. The general spatial patterns of precipitation
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associated with NAO phases are depicted in Figure 2 .1, with the largest impacts 

occurring in Europe. These patterns have significant impacts on the economies of 

European and Scandinavian nations, including agricultural harvests, hydroelectric 

energy generation (see Figure 2 .10  for an example of these impacts for Norway), as 

well as other industries dependent upon winter snowfall (Beniston, 19 9 7 ; Marshall 

et al., 200 1a). Storm tracks over the North Atlantic also impact wave heights, with 

NAO+ associated with decreased wave heights south of 40°N and increased wave 

heights over the northeast Atlantic (Bacon and Carter, 19 9 3 ; Kushnir et al., 1997). 

These wave height variations impact shipping practices, off-shore natural resource 

exploration, coastal development, as well as local ecology (Marshall et al., 2001a).

NAO Index, Surface Temperature

Dec-Mar 1900-2002 (x10 ’°C)

180

Figure 2 .9  Changes in mean w inter (December-M arch) land surface and sea surface 

tem peratures (x 10 -1 ° C) corresponding to a unit deviation of the NAO index over 1 9 0 0 ­

2 0 0 2 . The contour increm ent is 0.2° C. Tem perature changes >0.2° C are indicated by dark 

shading, and those <-0.2° C are indicated by light shading. Regions of insufficient data (e.g., 

over much of the Arctic) are not contoured, and the zero contour has been excluded. From 

Hurrell e t al., 2003 .
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The warm  phase of the AMO coincides with less than average rainfall over 

most of the United States (US), examples of such events include the droughts of the 

19 3 0 's  and 19 5 0 's  (Enfield et al., 20 0 1). Precipitation variations coinciding with 

warm  and cold phases of the AMO are largest in summer months, resulting in large 

deviations from the normal outflow of water basins between phases with the 

outflow of the Mississippi varying by 10 %  and of Lake Okeechobee in Florida 

varying by as much as 40%. In addition to modifying the precipitation patterns, the 

warm  phase of the AMO has been linked with the frequency of Atlantic hurricanes 

(Gray, 1990; Goldenberg et al., 200 1), with large implications for coastal 

communities along the Gulf of Mexico and the eastern seaboard of the US.

In the North Atlantic the MOC defines the largest portion of oceanic heat 

transport, and intensity variations can have large-scale and widespread impacts. 

Under current greenhouse warming scenarios depicted in GCMs it has been 

suggested that the atmosphere may move to a state where a NAO+ phase is 

preferred (Marshall et al., 200 1a). If the NAO+ phase were preferred, it can be 

inferred that there would be anomalous warming of the northern ocean mixed layer, 

which would decrease the density of the surface ocean waters and as GCM 

projections suggest, weaken the intensity of the MOC in the North Atlantic 

(Rahmstorf, 1999 ; Rahmstorf and Ganopolski, 1999 ; Delworth and Dixon, 2000). If 

this scenario were to play out, northern Europe and the northeastern North America 

would experience rapid cooling owing to the lack of poleward heat transport 

(Marshall et al., 200 1a). Paleoclimate records show evidence that a similar rapid 

cooling event abruptly took place over the North Atlantic during and following the 

last Ice Age (Broecker and Denton, 1989 ; Marotzke, 2000). Both current coupled 

GCMs and paleoclimate records show that such a climate event may occur on a 

timescale as short as a few decades (Marshall et al., 200 1a). While the current 

observational records are relatively short and the mechanisms driving North 

Atlantic variability are still open to interpretation and discussion, the implications of 

a weakened MOC should be taken seriously. Based on the widespread impacts of
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Figure 2 .10  Comparison of w inter NAO index (light gray bars, positive referring to +NAO 

phase) with local im pacts in Norway. Monthly values are represented by a thin black line, 

and annual values by a th ick  b lack line. (a) Hydroelectric energy production in TWh, (b) 

Difference betw een energy production and consum ption (Twh), positive values implying 

surplus energy to be exported, (c) EOF of average of rainfall over Scandinavia (mm/day), (d) 

Norwegian hydroelectric dam reservoir levels (% ), (e) Electric energy m arket price. From 

Hurrell e t al., 2003 .

variability over the North Atlantic, attempts to better understand mechanisms 

driving variability over the basin should continue, with focus on changes occurring 

in the atmosphere, air-sea interface, as well as the interior ocean.
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3. Model description

In this chapter of the thesis, an overview  of the experimental box model and 

methods used to complete model experiments are discussed. The governing 

equations of the model first are summarized, followed by an explanation of the 

external stochastic system forcings. Methods of numerical solutions to the 

governing equations are presented, and the chapter concludes with a discussion of 

the design of model experiments completed with the box model.

3 . 1  Governing equations

In the analysis we used a model proposed by Marshall et al. (2001b). The 

model simulates changes in the intensity of North Atlantic Ocean gyres and upper 

ocean temperature anomalies in response to air-sea interactions. These 

interactions include the damping of upper ocean temperatures by latent and 

sensible heat fluxes at the air-sea interface, as well as heat transport by Ekman 

pumping in the upper ocean layers. Together these equations form the foundation 

of a simple box model used to describe the interactions and feedbacks between the 

model forcing components.

Following Marshall et al. (2001b), the North Atlantic Ocean is approximated 

by a box with an east-west dimension, Lx ,  of 3000 km, a north-south dimension, Ly ,  of 

3000 km, and a depth, h, of 200m. The model divides the North Atlantic basin into 

north and south triangular ocean and atmosphere boxes (Figure 3 .1) . The triangles 

were split along a line that approximately coincides with the mean climatological 

zero wind stress line as is depicted in Figure 3 .1. Marshall et al. (2001b) argued that 

the climatological anomalies in w ater temperature would be approximately equal 

and of opposite sign for the northern and southern boxes, and for simplification, the 

equations describing the model were set up for the northern triangular box ocean 

temperature anomalies.
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30° N

60° >

— I y = 0

Figure 3.1 Diagram of box model. N and S show the northern and southern triangles of

North Atlantic domain, divided by the thick  black diagonal line, which coincides with the 

mean clim atological zero wind stress line. The eastern  boundary is set a t x  = 0, with the 

width of the basin se t a t Lx. The north-south scale is Ly, and extends from 30°N to 60°N. 

From M arshall e t al. (2001).

The model equations describing this system are Eqs. 3 .1-3 .4 . Equation 3 .1  

describes the anomaly in upper ocean mixed layer temperature, T, in the northern 

triangle of the box model resulting from changes in the MOC, intensity of the 

horizontal ocean gyre, and external stochastic forcing. The MOC streamfunction 

anomalies, Wm, (i.e. anomalies in the vertical cell of the circulation) are defined by 

Eq. (3.3). The ocean gyre streamfunction anomalies, Wg, (i.e. anomalies in the

hori zontal cell of the circulation) are defined in Eq. (3.2) with the wind stress term, 

t , defined in Eq. (3.4). The stochastic forcing of the atmosphere, FT, is defined in 

Eq. 3 .1, while the stochastic wind forcing, FT, is included in Eq. 3.4. Note that 

following Marshall et al. (2001b), these equations are written in dimensionless 

form. The scaling factors used to transfer dimensional variables to non-dimensional 

are presented in Table 3 .1.

mWm + gW
dt

XT + Ft (3 .1)

dWg dWg
(3.2)

dt dx



28

(3.3)
dt

(3.4)

In addition to the forcings described above following Marshall et al. (2001b) 

we include an addition term to explore the system response to Labrador Sea deep- 

sea convection processes. This Labrador forcing term may be added to Eq. (3 .1) to 

result in:

where a  is a non-dimensional Labrador factor, and TLab is the Labrador Sea 

potential temperature, both will be defined clearly in Section 3.2.

The non-dimensional factors g  and m describe the efficiency of heat transport by the 

horizontal gyre and MOC, while A describes the effectiveness of damping of ocean 

temperature anomalies by air-sea interactions and feedback of Ekman layers. The 

solenoidal factor, s, refers to the efficiency of the thermal ocean dipoles driving the 

meridional overturning in the basin. The meridional overturning is similar to 

electric current being passed through the metal coils of a solenoid. The factor f  

describes the feedback of ocean temperatures on wind stress, and other non- 

dimensional terms used in the model (including definitions for the above factors) 

are explained in Table 3.2, while the model variables used to define the model 

parameters are defined in Table 3.3.

mWm + gW
dt

XT + Ft + a TLab, (3.5)
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Table 3.1 Definitions of Marshall box model scaling factors

Scaling Factor Description Value

y Temperature anomaly scale 1°C

MOC scale 15  Sv (= 10 6 m3 s '1)

% Gyre scale 10  Sv (= 10 6 m3 s 1)

tdelay
Time scale 

(time for Rossby wave to cross 

domain)

4 years

QM= p 0c 0W 'U M
MOC heat transport scale 6.4297 x 10 14 kg m2 s 3

^  . m zerocurL^r
Q<; = PoC,AT %

Gyre circulation heat transport 

scale

3 .214 8  x lO 14kg m2 s 3

qe = p W l x^
J o

Ekman heat transport scale 6.2790 x 1 0 13 kg m2 s 3

wind
Surface wind stress scale 0.05 N nr2

K East-west domain dimension 3 x 10 6 m

A North-south domain dimension 3 x 10 6 m

L. Vertical dimension of MOC 1000 m

h Depth of mixed ocean layer 200 m

A = 0.5 LxLy Area of triangular ocean basin 4.5 x 1 0 12 m2

K Ocean Ekman damping 

coefficient

20 W m_2C 1

C 2 g a L %  

V v

Solenoidal scale factor driving 

meridional overturning

1.58 55  x l O 9 s 1 C 1
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Table 3.2 Values of non-dimensional factors used in Marshall Model equations

Non-Dimensional

Factor

Description Value

j j j  Q \ l ^delay

AY Ca

Factor describing efficiency of heat transport 

by MOC
16 .8 19 2

Q c  ^delay

AY C„

Factor describing efficiency of heat transport 

by ocean gyres
8.4096

A = d -  fe

Factor describing intensity of damping of 

ocean temperature anomalies by air-sea 

interactions and wind effects

1.0403

s = S - Y - t delay Solenoidal factor driving meridional 

overturning
0.2

S
' 

o

J 
L>

ii

Damping coefficient for ocean temperature 

anomalies
2.3543

^ ek ^delay

Y C„

Positive factor describing feedback of wind 

effects on ocean temperature anomalies
1.6425

f

Factor for feedback of ocean temperature 

anomalies on wind stress
0.8
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Table 3.3 Constants used in Marshall Model equations

Constant Description Value

P o
Density of water 1280  kg m 3

C o
Specific heat of water 4 1 8 6 1 k g 1 C-1

f o
Coriolis parameter 10-4 s 1

A T

Change in mean SST at ’Z’ 

latitudes

00 o n

A__zerocurl
A T

Change in mean SST along mean 

zero wind curl line
6 °C

a t '

Change in mean SST at latitudes 

corresponding to horizontal ’Z' 

lines

10  °C

C o  = P o C o h

Specific heat capacity of ocean 

basin
1.0 7 16  x l 0 9]m-2 C 1

* 0 . 2  % ,L v 

8 2aL\Ytdelm

Effective gravity referring to 

varying densities in water
7 .9 2 7 4 x l0 -5

a
Thermal expansion coefficient of 

water
0.00015 C 1

Qe -> . C ^wind 

ek A  L y  f o

Pseudo air-sea heat flux by 

Ekman heat transport
13 .9 533  kg s-3
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An initial temperature perturbation, To, was not defined in the proposed box 

model by Marshall et al. (2001b). For the purpose of this study however we 

proceeded with a value of To=2°C, a value twice that of the model temperature 

anomaly scale, Y = 1°C  that was provided by Marshall et al. (2001b). While 

observations of SST anomalies over the North Atlantic basin indicate that a more 

likely sea surface temperature anomaly across the diagonal of the basin would be 

approximately 0.5°C (Czaja and Frankignoul, 2002; Hurrell et al, 2003), for the 

purpose of this simple modeling study it will serve the purpose of displaying the 

response of the system components and feedbacks. In addition, the choice of the 

initial ocean temperature anomaly value is not very important as we are using a 

linear model with a long integration. Initial MOC (Wmo) and gyre (Wgo )

streamfunctions were initialized with values of W = W = 0 Sv.mo go

East basin boundary condition 

W =0

n n-1 i+2 i+1 i 2 1

t o

Spatial integration of gyre derivative across 

basin from right to left

Figure 3.2 Diagram describing integration of spatial gyre derivative across the North Atlantic 

basin. The boundary condition for the gyre term  is set equal to 0 at the eastern  boundary of 

the basin and the spatial derivative is integrated from right to left across the basin with the 

first integration from  location 1 to 2, the second integration from  2 to 3, etc. until arriving at 

the w estern boundary w here the gyre value provides the initialization of the gyre 

stream function for the next tim e step.

In addition to the time derivatives included in the model governing equations 

there also exists a spatial derivative for the gyre streamfunction, as seen in the 

second term of Eq. (3.2). Thus, for solution, this equation required a boundary
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condition. Following Marshall et al. (2001b), we defined Wg = 0 at the eastern

boundary and used it in the numerical simulations at each subsequent time 

integration step as depicted in the diagram in Figure 3.2.

3 .2  External stochastic forcings

3 .2 .1  Original observational tim e series

The region of interest for this study comprises the North Atlantic between 

30-70°N and 80-0°W. While this region is not inclusive of the entire North Atlantic 

domain, it closely matches the model region proposed by Marshall et al. (2001b , 

Figure 3 .1) . The SW-NE oriented diagonal of this region coincides with the 

theoretical model, and all of the forcing mechanisms are present in this basin with 

the exception of Labrador Sea processes. We extended the northern limits of the 

domain 10  degrees further north than the proposed domain of Marshall et al. 

(2001b ; 30-60°N) in order to capture deep-sea convection processes in the 

Labrador Sea.

Several observational datasets were utilized while developing the external 

stochastic time series required to force the model. The observational SST time 

series, HadSST2, was obtained from the Climate Research Institute at the University 

of East Anglia (http://www.cru.uea.ac.uk/cru/data/tem perature/). HadSST2 is a 5° 

x 5° gridded dataset from 18 5 0  to present time of monthly SST anomalies relative to 

the 19 6 1- 19 9 0  mean (see Rayner et al., 2006 for details). Initial processing divided 

this grid into an average monthly northern and southern triangle following the 

theoretical model of Marshall et al. (2001b). We proceeded using the northern 

triangle time series for the analysis as the theoretical model determined the values 

of the northern and southern triangles should be approximately of equal and 

opposite sign. The standard deviation of this observed timeseries was calculated to 

be a SSTN = 0.58°C. Next the monthly timeseries was prepared for the post­

processing to be discussed later in this chapter, by linearly detrended, seasonally

http://www.cru.uea.ac.uk/cru/data/temperature/
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filtered (by subtracting monthly mean values), and normalized by monthly standard 

devations.

The SAT observational data was obtained from the International 

Comprehensive Ocean-Atmosphere (ICOADS;

http://www.esrl.noaa.gov/psd/data/gridded/data.coads.2deg.htm l). The ICOADS 

SAT time series includes the most extensive collection of surface marine data in a 2° 

x 2° gridded monthly dataset from 180 0  to the present. After averaging the gridded 

dataset to form a basin average SAT timeseries the standard deviation of the 

observations was calculated to be a SAT = 2 .2 0 °C. Then the monthly SAT time series 

was also prepared for post-processing. It was first linearly detrended, then de­

trended by subtracting monthly means, and finally normalized by monthly standard 

deviations.

Wind observations were obtained from the NCEP/NCAR (National Centers

for Environmental Prediction/National Center for Atmospheric Research)

Reanalysis 2.5° x 2.5° gridded daily dataset from 19 4 8  to the present

(http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.surface.htm l, 

Kalnay et al., 2006). These time series included zonal u and meridional v 

components of wind vector values at a 10-m eter height above sea level. During the 

initial processing of these datasets, gridded values for both u and v  component wind 

stress ( t ) were estimated using Eq. (3.6 -3.8).

*  = PairCDU10\U10\ (3.6)

where, p air ( ~ 1  kg/m 3 ) is the density of air, UI0 is the magnitude of the u or v  wind 

vector, and CD is the drag coefficient, estimated by Yelland and Taylor (1996):

0.6 + 0.07U10
C° =  1000 10 , ^ “  U’° ~ 26  ( )

http://www.esrl.noaa.gov/psd/data/gridded/data.coads.2deg.html
http://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.surface.html
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3 1  7 7
0.29 + —  + ^ f

C = ----------^jo— Uhl for 3 < u }0 < 6 . (3.8)
1000 10

Wind stress values were then used to estimate Ekman pumping ( we) over the basin 

following Frankignoul et al. (1997):

ocean J  of o

dTy - T
( dx dy *

(3.9)

where, p ocean ( ~ 10  kg/m 3) is the density of ocean water, f ois the Coriolis parameter, 

and the partial derivatives represent the E-W change in Ty and the N-S change in tx. 

The estimates of Ekman pumping ( we) were tem porally averaged at all domain grid 

points and the resulting pattern is displayed in the top panel of Figure 3.3, while the 

bottom panel displays average we values over each longitude of the basin. In 

addition to this climatological analysis, standard deviations of we were calculated 

for each averaged longitudinal belt of the domain to be used later in post­

processing. Based on the theory of Ekman pumping, positive (negative) values 

represent cyclonic (anti-cyclonic) wind stress exerted on the surface resulting in a 

confluence (diffluence) of surface waters resulting in upwelling (downwelling) 

processes (Marshall and Plumb, 2008). From Figure 3.3 we can see the wind-driven 

upwelling processes dominating in Labrador and Nordic Seas of the northern 

triangle of the theoretical model proposed in Marshall et al. (2001b). This is what 

we would expect to see as we discussed deep sea convection processes in the sub­

arctic seas in earlier chapters of this thesis. We also see downwelling processes 

dominating in the southern triangle of the basin with a maximum in the SW corner 

of the basin. A time series of daily and monthly mean we values was also generated, 

and similar to the other datasets linearly detrended, de-seasoned, and normalized. 

An overview  of the daily we time series and some of its statistical properties can be 

found in Figure B .1 of Appendix B.

e
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Clim otologicol Ekman Pumping

300 310 320 330 340
Longitude

Longitude Mean Ekman Pumping

Longitude

Figure 3.3 Climatological Ekman pumping (1 9 4 8 -2 0 0 8 ). (Top) clim atological Ekman 

pumping (1 0 -6 m/s) over the North Atlantic Ocean derived from the NCEP Reanalysis winds 

a t 10 m height. Regions of ocean upwelling are depicted in blue, and regions of downwelling 

in red. (Bottom ) m ean clim atological Ekman pumping averaged over each longitude belt of 

the basin from 30° N to 70° N (1 0 -6 m/s).

The final observational dataset used in this study was Labrador Sea potential 

temperature, obtained from Igor Yashayaev (personal communication). This annual 

timeseries provided Labrador Sea potential temperatures at depths ranging from 

approximately 50 to 3,500 meters for a period 19 3 8  through 20 0 1. While this time 

series may appear somewhat crude compared with the spatial and temporal 

coverage provided by other datasets, it is the best data available to w ork with at the 

present time. With the purpose of this dataset being to capture deep sea convection
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activity in the Labrador Sea, we focused on an annual mean potential temperature 

averaged over 50 - 500 meters depth range, having a standard deviation of 

a Tlab = 0.25 °C. This annual timeseries was detrended and normalized, and then a 

cubic spline was fit to the timeseries to fill the gaps (19 7 5 , 19 79 -19 8 0 , 19 8 2 -19 8 3 , 

19 8 5-19 8 6 , and 1989). The non-dimensional Labrador scale term ( a )  was 

estimated by correlating an annual-averaged northern triangle SST time series 

corresponding to the annual 50-500m  Labrador potential temperature time series. 

In doing the maximum correlation of R = 0.34 was found at a time lag 0 years. The 

non-dimensional Labrador scaling term was then estimated as:

<JN 0 58
a  = Rn t = 0.337 ■ —  = 0 .78 . (3.10)

NsST]TLb a T 0.25T Jnh

which was incorporated into Eq. 3 .1  with the addition of the damping term.

3 .2 .2  Stochastic forcing developm ent

Once the initial processing was completed for the observational time series, 

we continued with the development of external stochastic model forcings. The goal 

of this process was to generate a synthetic set of stochastic time series that captured 

the statistical properties of actual observations. We proceeded by incorporating a 

analysis technique referred to as Hurst exponent estimation, derived from the 

mathematical fields of fractals and chaos theory (Feder, 1988). This self-similar 

method was initially developed by Hurst ( 19 5 1)  to describe the flow and water 

storage in the Nile River watershed (Feder, 1988). Since then, applications of the 

Hurst exponent calculations have expanded to several research fields including 

analyzing the predictability of financial stock market and bond trends (Carbone et 

al., 2004; Qian and Rasheed, 2007), traffic flow and congestion patterns (Lan et al., 

2003), as well as determining persistence of climate parameters such as 

precipitation, temperatures, and SLP (Rangarajan and Sant, 2003; Rehman and El- 

Gebeily, 2009).
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The Hurst Exponent (H) is useful for each of these applications because it 

provides a quantification of long-term correlations within a time series across many 

time scales. A full derivation of the Hurst exponent may be found is included in 

Feder, (1988). Values for H range between 0 and 1  and may be classified into one of 

the following three patterns:

(1)  H = 0.5, indicates a completely random series

(2) 0.0 < H < 0.5, indicates an anti-persistent pattern

(3) 0.5 < H < 1.0, indicates a persistent pattern.

In the case (1) the series is entirely random and thus lacks predictability. An

example of such a timeseries can be found in the top panel of Figure 3.4, which 

displays a random time series of this Hurst exponent value. Anti-persistent patterns 

are found for case (2) with the magnitude of anti-persistence increasing as H 

approaches zero. In this situation an increasing tendency from timestep 1  to 2 

would likely be followed by a decreasing tendency in the series from timestep 2 to 3 

(Feder, 1988). The opposite is true for case (3), which indicated a persistent 

pattern, in which case an increasing trend in the series from timestep 1  to 2 would 

likely be followed by an increasing trend in the series from timestep 2 to 3. An 

example of increasing persistence can be found in the Figure 3.4 (middle, H=0.7; 

bottom, H=0.9).

H estimations provide a measure for long-term memory of a timeseries, 

which may be applied to this study in the generation of stochastic time series with 

statistical properties derived from observations. We calculated the H for each 

observational timeseries discussed earlier in this section, resulting in a value of 

H=0.88 for the monthly SAT timeseries and a value of H=0.87 for the annual 

Labrador timeseries. The Ekman pumping timeseries was handled slightly 

differently owing to the spatial gyre derivative contained in Eq. (3 .1). For this case 

we wanted to determine the uniformity of H values over various latitudinal belts 

before proceeding with a set we H value for the monthly timeseries, the results may
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Figure 3.4 Examples of random tim e series with varying Hurst exponents (top, H=0.5; 

middle, H=0.7; bottom , H=0.9)

be seen in Table 3.4. It is clear that the H estimates across belted regions of the 

basin are very similar in nature, varying in magnitude of only 0.03.

Daily H estimates for Ekman pumping timeseries appeared higher overall 

than the monthly timeseries, but this may be expected as synoptic weather systems 

impacting surface wind stress tend to persist for several days at a time possibly 

increasing the H estimate value. For completeness we also calculated the H value 

for the annual average Ekman pumping timeseries, resulting a value of H=0.60. We 

proceeded from this point by utilizing the value of H=0.60 for the Ekman pumping 

series as it represented the minimum determined persistence (R/S) calculated over
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a range of 1  to 30 years, and would allow us to be confident that a higher daily 

estimated H of the series wouldn't not be enhancing any model results.

Table 3.4 Hurst exponents estim ated over various longitudinal belts (first column) of the 

domain for daily and monthly average Ekman pumping (We) values.

Timeseries
Lonqitude Belt Daily We Monthly We

60-70 N 0.67 0.63
50-60 N 0.67 0.6
40-50 N 0.68 0.58
30-40 N 0.67 0.6
30-70 N 0.68 0.6

After determining the H value for each timeseries, a program was utilized to 

generate a synthetic random daily timeseries, 500 years in length, with H for the 

SAT, Labrador, and we forcing parameters. Stochastic Hurst forcing timeseries were 

developed for the SAT and Labrador timeseries following:

SAT(l) = a SAT ■ SynthSAT(l) = FT ( 3 .1 1 )

LAB(l) = Olab ■ SynthLAB(I) = (3 .12 )

where l represents time, and Synth represents the synthetic timeseries with H

values determined above. Here FT in Eq. ( 3 .1 1 )  represents the stochastic

atmospheric temperature forcing, and TLAB in Eq. (3 .12 ) represents the stochastic 

Labrador Sea potential temperature forcing for the model, and both will be 

incorporated into the main model Eq. (3.5).

Synthetic wind forcing has a spatial derivative and as a result in the model it is 

incorporated as follows:

W e ( * ) =  (*) • S y n t h w e (1) = F T , (3 .13 )
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where x represents the spatial location across the grid, and the standard deviation 

values coincide with the values at each longitudinal belt as were discussed earlier in 

this section. Here FT in Eq. (3 .13 ) represents the stochastic wind forcing for the 

model, and will be incorporated into the main model Eq. (3.4).

Model experiments are executed with both the synthetic forcing as well as a 

random white noise forcing for comparison. Synthetic external forcing for the white 

noise experiments is generated following the same derivations in Equations ( 3 . 1 1  - 

3 .13 )  with the exception that the synthetic Hurst timeseries are replaced by a 

random seed timeseries.

3 .3  Num erical solutions of the governing equations

Numerical methods are utilized to solve otherwise complicated and difficult 

(or even impossible to solve) differential equations. The original differential 

equations 3 .1-3 .3  describing changes in ocean temperature and circulation are 

approximated by finite differences as follows.

Applying the Taylor Series expansion to a function T(t) and expressing time 

step as At results in:

From (3.5), the first derivative —  may be approximated by the "central
dt

derivative", which incorporates the average of the function evaluated at the 

timestep At prior to and after the time of interest, t:

T (t + At ) = T (t) +

where, o(At3) + ... represents higher order terms.

(3.6)



42

The main advantage of this differencing scheme is 2nd order accuracy, with 

truncation errors of order At2. These errors are smaller than those produced by 1 st 

order accuracy methods such as the Euler-Forward and Backward finite- 

differencing schemes, resulting in truncation errors of order At (Chapra and Canale, 

2006). As an example, if the timestep were to be set at half of its initial value, the 1s t  

order forward scheme would produce a truncation error half of its initial value, 

while the centered difference scheme would produce a truncation error one quarter 

of its initial value.

Disadvantages for this scheme include (1)  more computational time than 1s t  

order methods due to evaluation of the function at (t + At) and (t -A t ) for each 

timestep evaluation, and (2) potential model instability as computational modes are 

generated over time (Pielke, 2002). Disadvantage (1) , addressing additional 

computational time, may be estimated by selecting the largest timestep possible 

while meeting the Courant-Friedrich-Lewy (CFL) stability criterion following:

where v  is the Courant number, U is the fastest model velocity, and Ax . is the’ max J  ’ min

smallest spatial model dimension (LeVeque, 2002). If the Courant number is greater 

than 1, then the model may not resolve model processes as the speed of advection 

may be greater than the grid resolution (LeVeque, 2002). In order to determine the 

maximum timestep to maintain model convergence and stability, Eq. (3.7) may be 

solved for A t:

v = (3.7)

At = (3.8)
max
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Disadvantage (2) concerning the splitting of the model solution for two numerical 

modes may be corrected by incorporating the Euler-Forward scheme every Nth 

timestep.

These two disadvantages were addressed in a series of test experiments. 

First (1)  was addressed by determining the maximum timestep using the CFL 

condition (3.8) using the maximum model velocity of Rossby wave propagation:

Umax = — L —  = 750,000m • year- , (3.9)
4years

and the minimum spatial model dimension of basin depth, Lz = 1,000m , resulting in 

a maximum timestep, At = 0.0013yr. Next, the computational mode issue was 

addressed by executing the model over a timeperiod of 500 years, with the 

incorporation of the Euler-Forward scheme every N time steps (see Appendix A for 

details).

The horizontal gyre equation (Eq. 3.2 from the original differential 

equations) requires separate consideration when investigating numerical methods, 

owing to the addition of a spatial derivative. Due to the high computational time 

required by central differencing methods, described above as disadvantage (1) , we 

will proceed with a forward in time, backward in space differencing scheme 

depicted as:

W1: +1 -  W1: U* J -  W1:
-L -L + c  J-  = 0 , (3.10)

At Ax

where, U represents the horizontal gyre streamfunction (Wg), C is a model 

constant, n refers to the time index, j  refers to the spatial index, and At and Ax 

r epresent the time and space steps. We can solve equation 3 .10  for the next time 

index to yield:
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+; = U   ̂ - U ), ( 3 .1 1 )
j J Ax x '

which is referred to as the upwind scheme as the spatial grid point j+ 1  is "upwind" 

of grid point j (Pielke, 2002).

While the forward differencing scheme may appear crude, it is still practical 

for the modeling schematics. There are limitations of the box model, including the 

rough estimations utilized in determining the non-dimensional model forcing 

coefficients, thus the integration method design of the numerical scheme is of less 

importance. In addition this differencing scheme has the advantage of shorter 

computational time, as it is only utilized for the relatively short ( 16  spatial steps) 

spatial integration across the basin.

3 .4  Model experim ental design

In Chapter 2, spatial and temporal variability scales over the North Atlantic 

were presented, with the dominant temporal scales being decadal and multi- 

decadal. These variability patterns were hypothesized to be forced by various 

mechanisms including atmospheric forcing, air-sea interactions, the intergyre gyre, 

meridional overturning circulation, deep-sea convection in the subpolar seas, as 

well as others. In order to evaluate which mechanisms may be most important for 

the variability of the North Atlantic system and how the mechanisms interact with 

one another, a series of experiments was developed utilizing the simple box model 

and external stochastic forcing fields. The four series of experiments designed 

include the Wind experiments, the SAT experiments, the Labrador experiments and 

the General Experiments. An overview of the experiments can be found in Table 3.5. 

In each series the model was forced by it's own unique external stochastic forcing 

series based on the experiment name. For instance the Wind experiment was forced 

by the stochastic wind forcing (based on discussions in Section 3.2). In addition the 

experiments contained in each series begin with the most basic model (i.e. W 1, 

forced by stochastic wind forcing alone) and incorporate additional mechanism
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feedbacks with increasing complexity until the most complex model is reached for 

each series (i.e. W3, forced by stochastic wind forcing, with MOC and Gyre 

feedback). In addition to the stochastically forced series experiments, a parallel set 

of experiments was carried out incorporating a white noise external forcing (based 

on discussions in Section 3.2) in order to compare the results of the Stochastic 

forcing with Hurst mechanisms to a random white noise forcing. The model results 

for each series of experiments are presented in further depth in Chapter 4.

Table 3.5 Summary of box model experim ents. First column contains the nam es for each 

stochastic and white noise experim ent (i.e. W1 and WW1) and the second column contains the 

forcings and feedbacks allowed for each experim ent.

Wind Experiments

W1/WW1 Wind forcinq alone

W2/WW2 Wind forcing with Temperature feedback

W3/WW3 Wind forcinq with Temperature and MOC feedback

SAT Experiments

S1/SS1 SAT forcinq alone

S2/SS2 SAT forcing with MOC feedback

S3/SS3 SAT forcinq with Gyre feedback

S4/SS4 SAT forcinq with MOC and Gyre feedback

Labrador Experiments

L1/LL1 Labrador forcing alone

L2/LL2 Labrador forcinq with MOC feedback

L3/LL3 Labrador forcinq with Gyre feedback

L4/LL4 Labrador forcinq with MOC and Gyre feedback

General Experiments

G1/GG1 Wind, SAT, and Labrador forcing, with Temperature, MOC, and Gyre feedback

4. Results of model experim ents

In this chapter of the thesis results from each of the experimental box model 

series described in Section 3.4 are presented and discussed. Each subsection 

highlights the results for each of four experiments. The description of each 

experiment includes evaluation of modeling results starting from the most complete 

model forced with synthetic forcing, and ending with the most complete model
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forced by white noise. Impacts of various model term s/forces on results of 

simulations are also evaluated. Simulated responses of system components are 

discussed and compared statistically with model forcings. A comparison of results 

of simulated time series derived from synthetic and white noise forcing model 

experiments is also presented. The complete set of model results including spectral 

analysis for simulated time series for each experiment defined in Table 3.5 can be 

found in Appendices B (Wind experiment), C (SAT experiment), and D (Labrador 

experiment).

4 .1  Results of W ind experim ents

This section highlights the results of the experiments forced by synthetic 

wind forcing (W3) and white noise forcing (WW3), following the experimental 

design presented in Table 3.5. Model results for experiment W3 are shown in 

Figure 4 .1. There are a few  features that stand out when visually examining these 

results. It is apparent that a high anti-correlation exists between the simulated 

responses of the MOC and Gyre anomalies. The MOC response appears to lag behind 

the Gyre response.

A correlation and time lag analysis was performed utilizing the time series 

displayed in Figure 4 .1  in order to provide quantitative estimates of the above 

findings. The results of this statistical analysis are displayed in the Wind 

experiment section of Table 4 .1. These results for the W3 experiment confirm the 

high anti-correlation of R=-0.95 between the simulated MOC and Gyre anomaly 

responses with a time lag of -4 years. This anti-correlation suggests that heat 

balance in the North Atlantic may be maintained via communication between these 

two dynamic system components; for example, when the horizontal gyre weakens, 

resulting in a w eaker northward heat transport, intensification of the MOC 

compensates for a decrease of heat in the northern North Atlantic by strengthening 

anomalous northward heat transport.
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Figure 4.1 Model results for Wind experim ent W3. Tim e series of sim ulated (middle) ocean 

tem perature anom alies, (bottom ) MOC (blue) and horizontal gyre (red) anom alies forced by (top) 

synthetic wind. Upper panel shows daily (dashed line) and 7 year running mean (solid line) wind 

forcing (Sv). Note that the MOC anom alies (bottom ) are  displayed using a reverse vertical scale.

Note that the pattern of variability in the smoothed stochastic wind forcing 

(top panel, Fig. 4 .1) corresponds rem arkably well with the resulting variability 

patterns of MOC and Gyre anomalies (bottom panel, Fig. 4 .1). A high anti­

correlation of R=-0.92 was found between the wind model forcing and the simulated 

MOC response with the MOC time series responding to the forcing with an 8-year 

delay. A high correlation of R=0.83 was found between the wind forcing and 

simulated Gyre anomaly response with the Gyre time series responding to the 

synthetic wind forcing with a 6-year delay. This striking correspondence may have 

significant implications for the understanding of the system response to external 

forcing. For example, it suggests that the state of the system is defined by the
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cumulative effect of external forcing averaged over a limited time. In our case, this 

time is 7 years and is defined by a damping imposed on the system via the damping 

coefficient A in Eq. 3 .1. The simulated ocean temperature and gyre anomaly 

responses have a moderate correlation of R=0.55 at lag=0 years. The correlation 

with the simulated ocean temperature anomalies have a higher frequency of 

variability when compared with the simulated gyre anomalies, owing to the 

dynamics of the system "driving" the ocean temperature variability. This results in 

a higher correlation with between the Gyre and MOC responses than between the 

Gyre and temperature responses.

Table 4.1 Correlations and tim e lags for all model experim ents. Maximum correlation values 

(R) and tim e lags for Wind (W, WW), SAT (S, SS) Labrador (L, LL), and General (G, GG) 

Experim ents are  displayed for model com ponent responses (T, ocean tem perature response; 

M, m eridional overturning circulation response; G, horizontal gyre response).

T/M T/G M/G T/force M/force G/force

R lag R lag R lag R lag R lag R lag

W ind Experim ents

W1 - . 0.88 4 . . 0.52 -3 . . -0.20 -9

W2 - . 0.96 -1 . . 0.76 -2 . . 0.69 0

W3 0.42 -4 0.55 0 -0.95 -4 0.44 1 -0.92 -8 0.83 -6

WW3 0.53 -3 0.80 -1 -0.74 -3 0.21 -3 0.32 79 0.20 -3

SAT Ex Deriments

SI - - - - - . -0.66 -4 - - - -

S2 0.54 -3 - - - . 0.42 -10 0.80 -4 - -

S3 - _ -0.81 3 . . -0.52 3 - . 0.75 -2

S4 0.54 -3 -0.77 3 0.69 0 -0.37 4 0.75 -6 0.52 0

SS4 0.54 -2 -0.69 3 0.75 0 0.15 -10 0.33 -7 -0.19 -14

Labrador Exper m ents

LI - - - . - - -0.68 -2 - - - -

L2 0.56 -3 - . - - 0.34 -10 0.80 -4 - -

L3 - - -0.84 3 - - -0.48 3 - - 0.71 -2

L4 0.57 -3 -0.81 3 0.69 0 -0.31 -4 0.75 -6 0.44 0

LL4 0.43 -2 -0.64 3 0.62 0 -0.25 5 0.80 -7 0.41 1

G enera l Experim ents

G1 0.40 -4 0.53 0 -0.93 -4 - - - - - -

GG1 0.50 -3 0.77 -1 -0.76 -3 - - - - - -
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The results of the synthetically forced Wind experiment (W3) were 

compared to the results of the white noise forced Wind experiment (WW3). The 

results for WW3 are displayed in Figure 4.2. This figure used identical scales on the 

axis to allow visual comparison with Figure 4 .1. Expectedly the overall magnitude 

of the white noise wind forcing as well as magnitudes of the model response to this 

forcing are much smaller than those of the synthetically forced model (Figs. 4 .1  and
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Figure 4 .2  Model results for Wind experim ent WW3. Figure panels and scales are  displayed 

as in Figure 4 .1  with the addition of the W3 sim ulated ocean tem perature anom aly tim e 

series (dashed purple line) in the middle panel.

4.2). The white noise forcing time series does not correlate with any of the resulting 

system components, which is validated by the low correlations between the white 

noise forcing and model responses in Table 4 .1  (First 3 columns). The components 

of the system, however, are still well linked as attested by high correlations between 

the simulated MOC and Gyre anomaly responses (R=-0.74 with MOC lagging Gyre
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response by 3 years), and between the simulated ocean temperature response and 

Gyre response (R=0.80 with Gyre response lagging T by 1  year).

A spectral analysis comparing the white noise and synthetic wind forcing as 

well as the simulated MOC anomalies was completed in order to better understand 

how the system responds to external forcing. Figure 4.3 displays the results of this 

analysis. As suggested by theory (Marshall et al., 20 0 1b ; Frankignoul et al., 1998), 

the response of the system is "redder" compared with white noise forcing which is 

expressed in Figure 4.3 as redistribution of energy from a high-frequency band to a
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Figure 4.3 W3/WW3 MOC spectra com parison. Power spectra tim e series derived from 

synthetic (W3) and white noise (WW3) wind experim ents. (Top) WW3 (white noise) wind 

forcing and MOC spectra, (middle) W3 (synthetic) wind forcing and MOC spectra, (bottom ) 

com parison of spectra for WW3 and W3 MOC responses. Reddening of MOC response forced 

by the synthetic W3 forcing is apparent in the bottom  panel.
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lower frequency band. However, we also note that the spectra of oceanic response 

is redder compared to spectra of "realistic" synthetic atmospheric forcing. This 

agrees well with a previous studies suggesting that the ocean acts as a low-pass 

filter to high-frequency atmospheric forcing (e.g. Bjerknes, 1964). One of the most 

interesting results of this analysis appears in the bottom panel where we compare 

the resulting spectra of simulated MOC anomalies generated by synthetic wind 

forcing (blue), and white noise forcing (red). The spectra of the synthetically forced 

model results in a redder power spectra than that of the white noise model at low 

frequencies. A maximum of this effect occurs in the simulated ocean temperature 

anomaly spectra (Figure B.9), which suggests that the system may generate a low- 

frequency response to atmospheric forcing with a period defined by a selected 

spatial scale Lx. This spatial scale is defined by Marshall et al. (2001b) as the time 

required for the first baroclinic Rossby wave to cross the basin. The effect of 

reddening spectra shows a fundamental feature of the natural air-sea interaction, as 

the response of the ocean is redder than the atmospheric forcing (Frankignoul et al., 

19 9 7 ; Neelin and Weng, 1999). A complete set of spectral analysis for each Wind 

experiment may be found in Appendix B.

4 .2  Results of SAT experim ents

In this section the results of the SAT experiments using synthetic SAT forcing 

(S4) and white noise forcing (SS4) are presented. The results of experiment S4 are 

displayed in Figure 4.4. Examination of the S4 results revealed a moderate 

correlation between the MOC and Gyre anomaly responses as confirmed by R=0.69 

with 0 time lag (SAT Experiment section of Table 4 .1). This correlation was not as 

high as that of the wind experiment results, but the response was immediate and, 

more importantly, Wm and Wg were positively correlated. A correlation was also

found between the smoothed synthetic SAT forcing and the MOC and Gyre anomaly 

responses. Analysis revealed a higher correlation of synthetic SAT forcing with the 

MOC anomaly responses (R=0.75 with lag=-6 years) than with the Gyre anomaly
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responses (R=0.52 with lag=0 years). In addition a weaker anti-correlation of R=- 

0.37 was found between the synthetic SAT forcing and upper ocean temperature 

response. This was somewhat unexpected and was further examined by

determining the analytical solution for the governing equations. With the governing

upper ocean temperature equation as:

—  = -A  + Ft (4 .1)
d t

where our stochastic forcing is simplified to a cosine forcing wave,

Ft = cos(&t) (4.2)

the analytical solution is determined to be:

T (t )= x c o 4 e t ) +  e M & ) . (4 3 )

Examining this analytical solution we find that the balance of the cosine and sine 

terms in the numerator of Eq. (4.3) play an important role in determining the 

correlations between the model forcing and results for this experiment. The 

damping coefficient A will determine whether the model results are dominated by 

the cosine part of the solution in Eq. (4.3) or the shared importance of both thems in 

Eq. (4.3). As a result, the correlations determined in Table 4 .1  for the SAT 

experiment between model forcings and upper ocean temperature responses should 

be investigated in subsequent studies relative to this damping coefficient.

Similarly to the wind experiment, the simulated ocean temperature anomaly 

response for experiment S4 correlates with the simulated Gyre anomalies. An anti­

correlation of R=-0.77 was found between these two model responses with the Gyre 

anomalies lagging behind the ocean temperature anomalies by 3 years. This could 

be in indication of an air-sea interaction feedback in the model system. For instance, 

as the ocean temperature anomalies took on a positive trending for a period of time
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Figure 4 .4  Model results for SAT experim ent S4. Tim e series of sim ulated (middle) 

ocean tem perature anom alies, (bottom ) MOC (blue) and horizontal gyre (red, 

reverse axis) anom alies forced by (top) synthetic SAT. Upper panel shows daily 

(dashed line) and 7 year running mean (solid line) synthetic SAT forcing (° C).

in the northern portion of the basin, the N-S temperature gradient across the basin 

would eventually be weakened. Decreased temperature gradients would result in 

weaker thermal wind, thus forcing a negative gyre anomaly at some time delay. In 

the northern portion of the basin, the N-S temperature gradient across the basin 

would eventually be weakened. Decreased temperature gradients would result in 

weaker thermal wind, thus forcing a negative gyre anomaly at some time delay.

The results of the white noise forced SAT experiment (SS4) are notably 

different than those of the experiment with synthetic SAT forcing (S4). When 

comparing the two sets of model results (Figures 4.4 and 4.5), the most prominent 

difference is the decreased amplitude of the SS4 model forcing as well as each of the 

model system responses. Visually it is difficult to decipher any clear correlations in



54

O'
•5 1

-  0
CD

o - 1  

2  - 2
2

o'
j) ^

S 0
<L)CL
E
£  - 1

Year

Figure 4.5 Model results for SAT experim ent SS4. Figure panels are displayed as in Figure 

4 .4  with the addition of the S4 sim ulated ocean tem perature anomaly tim e series (thin 

dashed purple line) in the middle panel.

the SS4 model results, however statistical analysis revealed a correlation of R=0.75 

with no time lag between the simulated MOC and Gyre anomalies similar to Wind 

experiment WW4. In addition, an anti-correlation of R=-0.69 was found between the 

simulated ocean temperature anomalies and Gyre anomalies, with the Gyre 

anomalies once again responding to the ocean temperature anomalies with a lag of 3 

years. While the SS4 white noise SAT forcing does not correlate highly with any of 

the model system components, the correlations between individual system 

components for this experiment agree rem arkably well with those of the 

synthetically forced SAT experiment S4, suggesting that internal relations in the 

system play the key role in damping the system response to external forcing. 

Similar model results are present between system components regardless of
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Frequency [cycles/year]

Figure 4 .6  S4/SS4 MOC spectra com parison. Power spectra for synthetic (S4) and white 

noise (SS4) SAT experim ents. (Top) power spectra of SS4 (white noise) SAT forcing and 

MOC, (middle) power spectra of S4 (synthetic) SAT forcing and MOC, (bottom ) com parison 

of spectra for SS4 and S4 MOC responses. Reddening of MOC response forced by the 

synthetic S4 forcing is apparent in the bottom  panel.

forcing, while correlations are enhanced when the synthetic forcing is utilized in 

driving the model.

Spectral analysis of the S4 and SS4 forcing and simulated MOC anomaly time 

series (Figure 4.6) further confirmed the validity of the above findings. Similar to 

the Wind experiment, the results of this analysis show a prominent result in the 

bottom panel of Figure 4.6. At low frequencies the spectra of the synthetically 

forced model is redder than that of the white noise forced model, even more than 

the Wind experiment results, reaffirming the presence of natural air-sea interaction,
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where the ocean response is redder than that of the atmospheric forcing, in this case 

forced by SAT (Frankignoul et al., 19 9 7 ; Neelin and Weng, 1999). Spectral analysis 

of simulated ocean temperature, MOC, and gyre anomalies by synthetic (S4) and 

white noise (SS4) forcing may be found in Appendix C.

4 .3  Results of Labrador experim ent

The results of the Labrador experiments forced using synthetic (L4) and 

white noise (LL4) forcing are presented in this section. The results of the Labrador 

experiment (L4) are shown in Figure 4.7. Each of the model system component 

responses in this experiment have an initially large oscillation (the extreme values 

of this oscillation are beyond the y-axis limits for the middle and bottom panel of

0 100 200 300 400 500
Yeor

Figure 4 .7  Model results for Labrador experim ent L4. Tim e series of sim ulated (middle) 

ocean tem perature anom alies, (bottom ) MOC (blue) and horizontal gyre (red) anom alies 

forced by (top) synthetic Labrador. Upper panel shows daily (dashed line) and 7 year running 

mean (solid line) Labrador forcing (° C).
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Figure 4.7), which was, probably due to numerical reasons, dampened to within ~ 20  

years, and this part of the record was eliminated from the following analysis.

The L4 experiment MOC and Gyre anomaly responses display similar 

variability like that of the SAT experiments. This qualitative observation is 

confirmed quantitatively by the statistical correlation R=0.74 with no time lag 

(Labrador Experiment section of Table 4 .1). Additionally an anti-correlation was 

found between the ocean temperature anomaly and gyre anomaly responses with 

the gyre anomaly time series responding to the ocean temperature anomaly with a 

lag of 3 years and a correlation R=-0.69. This correlation is also similar to the one 

calculated for the SAT experiments, further supporting air-sea interaction feedback 

of the ocean temperatures on the gyre dynamics.

-0.15

Year

Figure 4 .8  Model results for Labrador experim ent LL4. Figure panels are  displayed as in 

Figure 4 .7  with the addition of the L4 sim ulated ocean tem perature anom aly tim e series 

(dashed purple line) in the middle panel.
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The white noise forced Labrador experiment (LL4) results displayed in 

Figure 4.8 illustrate once again the smaller amplitude of the smoothed white noise 

forcing compared with the smoothed synthetic forcing (Figure 4.7). This feature can 

also be seen in the middle panel of Figure 4.8 with the simulated ocean temperature 

anomalies by synthetic forcing (dashed purple line) oscillating nearly a factor of 10  

higher than the oscillations of those by white noise forcing (solid purple line). The 

damping of the simulated model system components is also apparent in the results 

of this white noise forced experiment similar to the other Labrador experiments.

Visual correlations between the LL4 results were difficult to discern, 

however statistical analysis (Table 4 .1) revealed a high correlation (R=0.62) 

between the simulated MOC and Gyre anomaly time series, similar to all previously 

discussed experiment results. A similar anti-correlation of R=-0.64 w as found with 

simulated gyre anomalies lagging behind ocean temperature anomalies by 3 years. 

Furthermore, correlations between the white noise Labrador forcing time series and 

simulated model system component results were even w eaker than those 

determined for the L4 experiment. These similar correlation patterns reaffirm the 

consistency of the model system component interactions within the model 

regardless of forcing mechanism.

The spectra of the simulated MOC anomaly time series as well as the L4 and 

LL4 Labrador forcing are displayed in Figure 4.9. These spectra results are very 

similar to those found in the previously discussed experiments (Figures 4.6 and 4.3). 

The synthetically forced model results display a slightly redder spectra than the 

spectra of the white noise forced model when examining low frequencies (bottom 

panel Figure 4.9). These low frequencies are important when investigating 

feedback mechanisms at the air-sea interface and these results further support the 

synthetic model forcing methodology. Additional spectra analysis for the set of 

Labrador experiments may be found in Appendix D.

It should be noted that the placement of the Labrador forcing term in 

Equation 3 .1  may need further evaluation. We included the Labrador forcing in this
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equation assuming the existence of relation between observed northern basin SST 

and 50-500 m Labrador Sea potential temperature as confirmed by a modest 

correlation (R=0.34, lag=0). There are, however, reasons to believe that convective 

processes in the sub-arctic seas may also impact horizontal ocean gyre circulations 

(Lab Sea Group, 1998), and vertical MOC ocean circulations (Pickart and Spall, 2007; 

Schott et al., 2009). Therefore, the Labrador forcing term would also be included in 

Eqs. 3.2 and 3.3, however due to the lack of observations, correlations between

Frequency [cycles/year]

Figure 4 .9  L4/LL4 MOC spectra com parison. Power spectra tim e series derived from 

synthetic (L4) and white noise (LL4) Labrador experim ents. (Top) LL4 (white noise) 

Labrador forcing and MOC spectra, (middle) L4 (synthetic) Labrador forcing and MOC 

spectra, (bottom ) com parison of spectra for LL4 and L4 MOC responses. Reddening of MOC 

response forced by the synthetic L4 forcing is apparent in the bottom  panel.
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MOC, Gyre, and Labrador Sea temperature could not be calculated. This hindered 

our ability to determine weights for the Labrador forcing for Eqs. 3.2 and 3.3. 

Further evaluation of these equations may be performed by modeling studies 

involving GCM simulations.

4 .4  Results of General experim ents

The General experiments were forced with a combination of Wind, SAT, and 

Labrador forcings, and are presented in this final section. Figure 4 .10  displays the 

results of the synthetically forced General experiment (G1) with each of the

c 
5

Year

Figure 4 .10  Model results for General experim ent G1. Simulated tim e series of ocean 

tem perature response (° C, 4th  panel), MOC (blue) and horizontal gyre (red) anom alies (Sv, 5th 

panel) forced by the m ost com plete synthetic forcing including SAT forcing (°C, 1st panel), 

Labrador forcing (° C, 2nd panel) and Wind forcing (Sv, 3rd panel). Note that the MOC scale is 

shown using a reverse scale. A striking correlation is apparent betw een the Wind forcing (3rd 

panel) and MOC and Gyre responses (5th  panel).
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individual forcings displayed in the top three panels, and the simulated model 

component results displayed in the bottom two panels. One of the most striking 

features of Figure 4 .10  is the apparent dominance of the Wind forcing over the 

Labrador and SAT forcings. Remarkable agreement is evident between the 

smoothed wind forcing and the simulated MOC and Gyre anomalies, while similar 

conformities do not appear between the other two forcings and simulated results. 

This prominent feature is nearly indistinguishable from the coinciding responses of 

the synthetic Wind experiment (W3, Figure 4 .1), suggesting that the wind forcing 

dominates other forcings in this General experiment. My results agree with a 

modeling study by Kushnir (1994) suggesting that inter-decadal SST variability may 

be governed by a basin-scale dynamical interaction between the large-scale oceanic 

circulation and the atmosphere, similar to the hypothesis proposed by Bjerknes 

(1964). In addition, a modeling study by Neelin and Weng (1999) found that 

atmospheric internal variability alone provided coherent spatial patterns in the 

oceanic response owing to large-scale atmospheric stochastic forcing.

The patterns of the simulated MOC and Gyre temporal anomalies appear to 

correspond very well. Statistical correlation analysis (Table 4 .1) confirms this 

visual agreement, revealing a remarkable anti-correlation of R=-0.93 with the 

simulated MOC anomaly time series responding to the simulated Gyre anomaly time 

series with a lag of 4 years. A weaker correlation (R=0.52) is found between the 

simulated ocean temperature response and the simulated gyre response at zero lag. 

Both of these correlations are nearly identical to the corresponding correlations for 

the synthetic Wind experiment (W3, Table 4 .1), providing further evidence of the 

dominant role of wind forcing in the General experiment.

The white noise forced General experiment (GG1) results are presented in 

Figure 4 .1 1 .  Similar to the previously discussed experiment results, the white noise 

forced results in this study display weaker temperature and MOC amplitudes when 

compared with the corresponding synthetically forced experiment (Figure 4.10). 

While slightly harder to discern due to the vertical scale, a slight correlation seems
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noticeable between the simulated MOC and Gyre anomaly results. The correlation 

analysis confirms this feature as the simulated MOC anomaly time series lags behind 

the simulated Gyre anomaly time series with an anti-correlation of R=-0.76. Further 

statistical analysis reveals a correlation of R=0.77 with simulated ocean 

temperature anomalies responding to simulated gyre anomalies with a lag of 1  year. 

Remarkably these correlations and time lags also agree considerably well with the 

coinciding white noise Wind experiment (WW3) results (Table 4 .1), reaffirming the 

dominance of the wind forcing in the General experiments.

0 100 200 300 400 500
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Figure 4 .11  Model results for General experim ent GG1. Simulated tim e series of ocean 

tem perature (° C, 4 th panel) and MOC and horizontal gyre (Sv, 5th panel) anom alies forced by 

m ost com plete white noise forcing including SAT forcing (° C, 1st panel), Labrador forcing (° C, 2nd 

panel), and Wind forcing (Sv, 3rd panel), sim ilar to panels displayed in Fiogure 4 .10 . Note that 

for com parison purposes all panels use the sam e vertical axes as those used in Figure 4 .10, 

showing the results of the sim ulations with "realistic" forcing.
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In this chapter of the thesis the overall study is summarized followed by the 

presentation and discussion of the main results from my set of model experiments. 

Additionally, ideas are presented for further investigation with the box model.

5 .1  Sum m ary

In this study, mechanisms driving the North Atlantic variability are 

investigated using a simple box model. The box model is based upon the fram ework 

developed by Marshall et al. (2001b), involving time evolution of interacting upper 

ocean temperature anomalies, horizontal ocean Gyre, and vertical MOC ocean 

circulations driven by stochastic SAT, wind, and Labrador forcings. In addition to 

the mechanisms proposed by Marshall et al., (2001b), a Labrador Sea forcing 

imitating the impact of deep-ocean convection frequently observed in the Labrador 

Sea is incorporated, thus taking into account that deep-ocean convection in the sub­

arctic seas may be important to the North Atlantic variability. While previous 

studies used similar box models using white noise timeseries (e.g. Frankignoul et al., 

19 9 7 ; Frankignoul et al., 1998 ; Marshall et al., 2001b), a set of stochastic forcings 

based upon statistical properties of actual basin observations was also developed. 

Note that the general box-model design was proposed by Marshall et al. (2001b), 

however a full system response to external forcing was implemented here as an 

extension of their analysis, which only included evaluation of behavior of the system 

components. The synthetic forcing timeseries, along with similar white noise 

forcing timeseries, were evaluated in a series of model experiments in order to 

provide new insight into the mechanisms driving North Atlantic variability.

5.2  Main results and future w ork

In all of the experiments, the synthetically forced model responses resulted 

in redder spectra than those forced by white noise. This suggests that the ocean acts 

as a low-pass filter for the applied atmospheric forcing, resulting in the reddened

5. Conclusions
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spectra in these experiments (Hasselmann, 19 76 ; Frankignoul and Hasselmann, 

19 7 7 ; Battisti et al., 19 9 5 ; Frankignoul et al. 1998 ; Marshall et al., 2001b).

Another new finding of this project was the strong correspondence between 

the smoothed synthetic wind forcing and the simulated Gyre and MOC responses. 

The correlation between the Wind forcing and resulting Gyre anomalies was R=0.83 

with a lag of 6 years, while the anti-correlation with the resulting MOC anomalies 

was R=-0.92 with a lag of 8 years. This finding implies that the simulated ocean 

response was a reaction of the system to the cumulative effect of atmospheric 

forcing averaged over a limited time window; the width of the window is defined by 

damping properties of the system and in the Wind experiment the interval was 

found to be 7 years. Caution should however be added to the determination of a 

specific time frame since it may vary dependent upon the non-dimensional scaling 

factors utilized in the model, thus this feature should be further evaluated. This 

cummulative effect is confirmed in theoretical analyses showing practically identical 

spectral transfer functions, one of which links spectra of external forcing and the 

reaction of the system for the model as shown by Frankignoul et al. (1997), and 

another describes the effect of the running mean operation averaging (Bekryaev, 

personal communication).

Experiment results clearly demonstrated the dominance of the Wind forcing 

over SAT and Labrador forcings. The simulated model responses suggest that the 

wind forcing is the foremost mechanism driving changes for the North Atlantic 

upper ocean temperature anomalies as well as the intensity of both the horizontal 

and vertical cells of the ocean circulation. This finding is consistent with results of a 

modeling study by Kushnir (1994). Kushnir suggested that inter-decadal SST 

variability may be governed by a basin-scale dynamical interaction between the 

large-scale oceanic circulation and the atmosphere, similar to the hypothesis 

proposed by Bjerknes (1964). This finding is further supported by the results of a 

modeling study by Neelin and Weng (1999) who found that atmospheric internal
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variability alone provided coherent spatial patterns in the oceanic response owing 

to large-scale atmospheric stochastic forcing.

The strong anti-correlation found between the simulated Gyre and MOC 

suggests a mechanism in which the horizontal Gyre circulation and vertical MOC 

circulation act together to compensate for a lack or excess supply of heat northward, 

thus maintaining the heat balance in the system. Based on the results of this 

analysis, the compensation mechanism can be explained by an initially induced 

wind forcing on the model, resulting in a strengthened horizontal Gyre circulation 

cell. Over a period of time this circulation increases the net pole-ward transfer of 

heat, increasing the average SST over the northern portion of the basin, in turn 

decreasing the N-S temperature gradient. This weakened temperature gradient 

results in a w eaker vertical MOC circulation, decreasing the net pole-ward heat 

transport, which would be compensated for by an enhanced horizontal Gyre 

circulation increasing net pole-ward heat transport. A somewhat similar 

mechanism was proposed by Bjerknes (1964), who suggested that atmosphere and 

ocean w ork together in order to stabilize northward heat supply in the atmosphere- 

ocean system and the deficit of heat transport by the atmosphere is compensated 

for by enhanced oceanic heat transport and vise versa. This mechanism may exist in 

the ocean alone through heat flux compensations provided by intensification of one 

(horizontal or vertical) component of oceanic circulation and simultaneous 

weakening of another component. A similar compensation mechanism was also 

proposed by Marshall et al. (2001b) and is presented schematically in Figure 2.8. 

They propose that shifts in the phase of the NAO induce changes in intergyre gyre 

circulations, altering the meridional heat transport, which is compensated for by 

adjustments of heat transport by MOC circulation.
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Following the discussion above, the major findings are summarized as follows:

• The simulated response of the upper North Atlantic Ocean to atmospheric 

forcing using the box model, results in model solutions with redder spectra 

than the spectra of atmospheric forcing. This fact implies that the ocean acts 

as a low-pass filter utilizing the lower-frequency part of the forcing.

• The simulated ocean dynamic response may be viewed as a cumulative effect 

of atmospheric forcing over limited time; the length of the time interval is 

defined by the damping properties of the system.

• A strong anti-correlation between the simulated intensity of horizontal 

(gyre) and vertical (MOC) circulation cells suggests a mechanism, in which 

heat balance in the system is maintained via communication between these 

two dynamic system components. For instance, an increase of heat supplied 

by an anomalously strong gyre circulation would be balanced by a decrease 

of heat provided by a weaker MOC circulation and vise versa.

• The model suggests that wind is the dominant forcing for the North Atlantic 

upper ocean temperature anomalies and the intensity of both horizontal and 

vertical cells of the ocean circulation.

• Further investigation of parameterizations of thermal damping and heat 

transport used in the model is necessary to better understand simulated 

feedbacks and interactions.

The investigation of air-sea interactions over the North Atlantic utilizing a 

simple stochastically-forced box model provided a means for discerning the 

feedbacks and mechanisms impacting variability in the basin. Links identified in 

simple models such as the one presented in this study are useful as they may be 

compared with results found in more complex models and observations. Finally, the 

importance of continuing to investigate the mechanisms driving North Atlantic 

variability may be stressed, as these climate variability patterns are of great
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importance to sustaining the global transport of heat in the ocean through the 

thermohaline circulation, and the implications of a weakened MOC should be taken 

seriously. Furthermore, attempts to better understand mechanisms driving 

variability over the basin should continue, with the focus on changes occurring in 

the atmosphere, air-sea interface, as well as the interior ocean.
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Before utilizing the w ork of Marshall et al. (20 0 1) as the foundation of the 

box model for this study, it was imperative to verify the quality of the model. In 

order to do so, numerical solutions were first generated, and then analytical 

solutions were derived and compared to the numerical solutions for agreement. 

This was completed by first selecting a subset of individual terms from the complete 

model to test accuracies of numerical solutions, and then the system was solved by 

incorporating the combined terms as explained in Marshall et al. (2001b) with the 

exception of stochastic forcing. The stochastic forcing component was excluded 

from this initial analysis due to its complex nature, and but was incorporated into 

the final box model as described in Section 3.2.

The non-dimensional box model proposed by Marshall et al. (2001b) is 

explained in Section 3 .1, followed by a description of the initial conditions and 

numerical methods (Section 3.3) utilized in solving the model equations. The 

numerical scheme utilized for approximating derivatives is described along with 

any assumptions made, followed by a derivation of the analytical solutions. Then 

the numerical and analytical solutions are compared and the results are discussed 

to address the individual accuracies. The analysis is continued in section (A1.4d) by 

incorporating the combined components as explained in Marshall et al. (2001b) 

with the exception of stochastic forcing. The conclusions from the comparisons are 

summarized in section (A1.5).

In the stability experiments carried out in this appendix the model was 

initialized with an ocean temperature perturbation, To = 2°C, as was discussed in 

Section 3 .1. Initial MOC, Wmo, and gyre, Wgo, streamfunctions were initialized with 

values of Wmo = Wgo = 0 Sv, providing the opportunity to observe how ocean

temperature anomalies alone wo uld affect the model behavior. Initial conditions 

(IC) utilized in individual model experiments are provided in Table A .1, and are 

organized by experiment name, ocean temperature IC, and streamfunction IC.

Appendix A. Box model stability tests
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The equations describing these temperature anomalies and time derivatives were 

derived from Eqs. (3 .1  - 3.4). Model equations were simplified to only include 

associated terms for each separate experiment. For example, during the "MOC" 

experiment, Eq. (3 .1) was simplified to examine ocean temperature anomalies 

associated with the model MOC component alone:

^  -  m ¥ „ . (A.1)
dt

Using the model IC described above, yields:

T\t=0 = T0 = 2 , (A.2)

and Wm\t__ o = Wmo = 0 . (A.3)

Therefore, at t = 0, the ocean temperature time derivative would be explained by: 

dT
dt

= mWmo = m • 0 = 0 . (A.4)
t = 0

Time derivatives and anomalies for ocean temperature and associated 

steamfunctions utilized for each test experiment can be found similarly and are 

listed by experiment in Table A .1.

Table A.1 Initial conditions (IC) used in model experim ents. To is the IC for w ater tem perature 

anom alies, W is the IC for MOC stream function anom alies, and W is the IC for Gyrer mo  ' g o  J

steam function anom alies.

Model E xperim ents T em p eratu re  an om alies 
and tim e derivatives

€ t i e a mt um tion anomal i es  and 
tim e d erivatives

"M OC" 71 = T  = 2 —
l , . „  o dt = 0

t -o

dWV  - V  - 0  mm \ , . 0 mo ^ = -25
1 - 0

"Gyre" T\ = T  = 2 —
l— ° d t

= 0
t -o

2* 7 Q
II 0 II O

 

% 
^ = -2 /

t-o

"Ekm an" 71 = T  = 2 —I* . <■ dt = -2A
t-o

-

"MOC + Gyre + Ekm an"
71 = T  = 2  —

°  d t
= -2A

t -o

-
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The resulting simulated variables for each experiment listed in Table A .1 

were dimensionalized using the scaling factors (Table 3 .1) and the numerical 

solutions were plotted against the corresponding analytical solutions. The model 

solutions and the agreement between the numerical and analytical solutions were 

generated in order to examine stability of the numerical solutions. Figure A .1 

displays an example of stable and unstable model solutions for the first 20 years of 

this test.

The top panel shows an ideal case that incorporated the Euler-Forward 

scheme every 10th  time step and the CFL criteria determined timestep of 0 .0 0 13  yr 

(~0.47 days). The results show a stable solution with no numerical modes 

generated. The second panel from the top displays the impacts of using a timestep 

larger than the CFL criteria determined value when running the model, as well as 

the benefits of incorporating the Euler-Forward scheme. In this case, a timestep of 

0 .1 yr (~ 36 .5  days) was utilized and as a result, derivative estimates were not as 

accurate and the model agreement displays a small computational mode through 

the timeseries. In addition, a computational mode also appeared in the solution 

until removed with the Euler-Forward scheme at the 10th  timestep ( 1  year). The 

incorporation of the forward differencing scheme smoothes the solution and 

prevents the propagation of the computational mode in the calculated solution.

The third and fourth panels of Figure A2 display the importance of timestep 

alone, without the incorporation of the Euler-Forward scheme. Both cases show the 

generation of computational modes, however it is apparent that the modes are 

amplified in the later case where the timestep is much larger at 0 .1 yr (~36 .5  days). 

As a result of these tests, it was determined that the central differences scheme 

would be utilized for the model experiments. The experiments are set to 

incorporate the Euler-Forward scheme every 10th  time step, and the timestep is set 

at At = 0 .0 0 13  yr (~0.47 days), in order to suppress artificial computational modes 

generated by the central difference scheme.
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Model Agreement
= [d t = 0 0013, Iff = 10]
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Figure A.1 Agreem ent of model solutions (num erical - analytical solutions) displaying im pacts of 

different tim esteps and incorporation of Euler-Forward schem e in central difference scheme. 

From top to bottom , (1) CFL criteria  tim estep and incorporation of Euler-Forward Scheme every 10 

tim esteps, (2) tim estep greater than CFL criteria  and incorporation of Euler-Forward every 10 

tim esteps, (3) CFL criteria tim estep without Euler-Forward schem e, (4) tim estep violating CFL 

criteria without Euler-Forward scheme.
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The quality of numerical model solutions were evaluated by comparing them 

with analytical solutions for the test experiments presented in Table A .1. In the 

following subsections, the equations used for the model test are first described, 

followed by a derivation of the analytical model solutions. The resulting solutions 

are then plotted and discussed.

A .1  Num erical and analytical solutions for "MOC" experim ent

The objective of this subsection is to examine and test the quality of the 

numerical solution of the part of the model, which describes temperature 

perturbations due to the MOC change alone. This may be described as the following 

subset of equations derived from Eqs. (3 .1-3 .4 ).

Corresponding IC from Table A .1 complemented these equations. The subset of 

equations, (A.5 - A.6), was first solved numerically, and the solutions for T and Wm 

are shown in Figure A.2.

The analytical solution for the ocean temperature anomalies, T, is obtained 

from Eqs. (A.5 -  A6). Assuming that m and s are independent of time, taking the 

derivative of each of these equations with respect to time, t, and substituting the 

second equation into the first one yields:

dT
dt

(A.5)

(A.6)
dt

d T  T 0
— t- + msT = 0 .
dt2

+ msT = 0 . (A.7)

The general solution of this simple differential equation is:

T(t) = Cj cos(a)t) + C2 sin(wt) , (A.8)

where, wo = o

tdelay
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Taking into account initial conditions (Table A .1) and the temperature scale, Y, 

yields:

T (t) = 2Y cos(a>t) . (A.9)

The analytical solution for the MOC anomalies may be found similarly, 

dimensionalized by the WM scale to yield:

(t) = WM — sin(wt). (A.10)
w

The analytical solutions for the MOC and w ater temperature anomalies are 

displayed alongside the numerical solutions in Figure A.2.

Nu m erica l  an d  analy t ica l  so lu t io ns  for  T(t) an d  MOC(t) a n o m a l i e s

year

T(t) an d  MOC(t) for o n e  w a v e - s e g r m e n t  of  the re c ord

year

Figure A.2 Numerical and analytical solutions for the ocean tem perature anomaly 

(red) response to MOC change only (blue) for "MOC" experim ent. The num erical 

solutions are shown by solid lines, and the analytical solutions are shown by black- 

dashed lines. The top panel displays results for entire tim e period of 500  years, while 

bottom  panel displays a segm ent a t the tim e interval containing one wave only.
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The analytical and numerical solutions are in excellent agreement, resulting 

in high confidence of the quality of the model's finite difference scheme 

approximating time derivative. There is also a clear pattern with the ocean 

temperature anomalies lagging the MOC anomalies. This implies that the ocean 

temperature anomalies respond to MOC changes, and indicates the importance of 

the MOC component in the overall model. The time delay between the MOC and 

ocean temperature anomaly signals (bottom panel of Fig. A .1) is approximately 3.5 

years. It should be noted, however, that this model is fairly simple in regards to all 

forces actually occurring in the North Atlantic Ocean basin. The results of this 

model experiment therefore should only be looked at as just a test experiment.

A.2 Num erical and analytical solutions for "G yre" experim ent

The objective of this experiment is to examine and test the quality of the 

numerical solution of the part of the model, which describes temperature 

perturbations due to the ocean gyre changes alone. This may be described as the 

following subset of equations derived from Eqs. 3 .1-3 .4 :

f  -  ^  CA-U]

dWg
— g  = t  (A .12)

dt

t  = -  f T . (A .13)

For this analysis, we simplified the original system (3.1-3.4) even further by 

omitting the spatial derivative of Wg, and integrated the streamfunction with respect

to time alone. Corresponding IC from Table A .1 complemented Eq. (A .11-A .13), 

which were first solved numerically, and the solutions for T and Wg are shown in

Figure A.3.
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Numerica l  and analyt ical  so lut ions for T(t) and Gyre(t)  a n o m a l ie s
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Figure A.3 Numerical (solid color) and analytical (dashed black) solutions for the ocean 

tem perature anomaly (red) response to gyre change (yellow) only for "Gyre" experim ent. The 

top panel displays results for entire tim e period of 500  years, while bottom  panel displays a 

look at the tim e interval containing one wave only.

The analytical solution for the ocean temperature anomalies, T, is obtained 

from Eqs. (A .11  -  A .13). Similar to experiment "MOC", analytical solutions for T and 

W were derived:

T (t) = 2Y cos(a>t)

% -2f Xsin(a)t)( t ) .  v c

where, wn = ^[ms and w =

(A.14)

(A .15)

delay

The analytical solutions for the gyre and w ater temperature anomalies are 

displayed alongside the numerical solutions in Figure A.3, and coincide quite well.
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Minimal differences between the numerical and analytical solutions strengthen the 

confidence in the quality of the central differencing scheme incorporated into the 

numerical model solution. Aside from the agreement in solutions there is also a 

clear time-lag signature in the dataset with the ocean temperature anomaly lagging 

behind the gyre anomaly by approximately 2.5 years, which is one year faster than 

the response to MOC changes. This lag may be explained by the ratio of two non- 

dimensional factors used in the "Gyre" and "MOC" experiments. The non- 

dimensional factor, g, describing the efficiency of heat transport by ocean gyres is 

about half of the corresponding non-dimensional factor, m, describing the heat 

transport by MOC. The response time is determined by the non-dimensional factors 

coinciding with the streamfunctions for each experiment. In the case of the "MOC" 

experiment the streamfunction is multiplied by the solenoidal factor of 0.2, while in 

the "Gyre" experiment the streamfunction is multiplied by the feedback of ocean 

temperature anomalies on wind stress of 0.8. The larger non-dimensional factor for 

the "Gyre" experiment indicates that it has a greater impact on the ocean surface 

temperature anomalies, and as a result the time lag is shorter than that of the "MOC" 

experiment. Due to this lag response it may be implied that the gyre component 

plays an important role in the overall response of the surface ocean temperature.

A .3 Num erical and analytical solutions for "Ekm an" experim ent

The goal of this sub-section is to investigate the quality of the numerical 

solution of the part of the model describing the impacts of wind and Ekman 

components alone on mixed-ocean layer temperatures. This may be described by 

the following:

—  = -X T  (A.16)
dt

Corresponding IC from Table A .1 complemented this equation, and X was obtained 

from Table 3.2. Equation A .16  was first solved numerically with IC, and the solution 

for T and wind-Ekman component are shown in Figure A.4.
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The analytical solution for the ocean temperature anomalies, T, is obtained 

from Eq. (A.16). The general solution of this simple differential equation is:

T(t) = C1e~Xt + C2e *. (A .17)

Taking into account initial conditions (Table A .1) and the temperature scale, Y, 

yields:
- k t

t delayT (t) = 2 ■ Y ■ (A.18)

The analytical solutions for the water temperature anomalies are displayed 

alongside the numerical solutions in Figure A.4.

Numericol  and analyt ica l  so lut ions for  T(t) and  Ek m a n(t )  a n o m a l i e s  77 
2.0

year

T(t) and  Ek m a n ( t )  s ign a ls

500 *

cn

oco
co
E

I■Oc

year

Figure A.4 Numerical (red) and analytical (black dashed) solutions for the ocean 

tem perature anomaly response to "Ekman" experim ent forcing. The top panel displays 

results for entire tim e period of 500  years, while bottom  panel displays a segm ent of 

response during the first 20 years.
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Once again we see that the numerical solution for this experiment agrees 

quite well with the numerical solution generated through the central differencing 

scheme. In this experiment we also see a different response to the forcing by the 

wind. Instead of a wave signature as in the previous two experiments, we see a 

damping of the ocean surface temperature anomaly by the wind forcing as an 

exponential decay. Based on this small experiment singling out the wind component 

it may be inferred that the wind-Ekman forcing should act to dampen the overall 

signature of the ocean surface temperature anomalies when combined together in 

the model.

A .4 Num erical and analytical solutions for com bined forcings

The goal of this sub-section is to investigate the quality of the numerical 

solution of the experimental model describing the combined effects of the "MOC", 

"Gyre", and "Ekman" experiments.

d  = mWm + gWg -X T  (A.19)
dt

Following the same procedures used in the previous experiments, Eq. A .19  was 

solved numerically with IC and Figure A.5 displays the corresponding numerical 

solution.

The analytical solution for the ocean temperature anomalies, T, is obtained from Eq. 

A .19. Taking the derivative with respect to time, t, and substituting in the 

streamfunction partial time derivatives as in the previous experiments yields:

d T  8Wm dwg dT
— -  = m — -  + g — - ------ (A.20)
dt2 dt dt dt .

Now simplifying Eq. A .17  we obtain:

d2T dT
^  + A—  + aT  = 0 , (A .21)
dt2 dt

where a  = ms + g f  The general solution of this simple differential equation is:
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T(t) = eat [C1 cos fit + C2 sin fit] (A.22)

Taking into account initial conditions (Table A .1) and the parameter scales yields: 

T(t) = e - 75t [2cos(3 .09t) -  0.1877 sin(3.09t)] (A.23)

The analytical solutions for the w ater temperature anomalies are displayed in black 

in Figure A.5 along with the numerical solutions.

Figure A.5 Numerical (red) and analytical (black dashed) solutions for the ocean tem perature 

anomaly response to com bined effects of "MOC", "Gyre", and "Ekman" experim ents. The top 

panel displays results for entire tim e period of 500  years, while bottom  panel displays a 

segm ent during the first 20 years.
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Appendix B. W ind experim ent

This appendix provides the comprehensive set of figures associated with the 

Wind Experiment for completeness. Figures B .1 and B.2 provide an overview of the 

observed and synthetic daily Ekman pumping timeseries utilized in forcing the wind 

streamfunction component of the box model. The entire set of Wind Experiment 

model results based on the methods described in Chapter 3 of the thesis are also 

included. Synthetic model results are first presented in order of increasing model 

forcing complexity (Figures B.3 - B.5), followed by white noise forcing results 

(Figures B.6 - B.8) with results displayed on the same scales. Spectra analysis 

comparing synthetic and white noise forcings and their resulting temperature, MOC, 

and gyre anomalies are also included for each experiment (Figures B.9 - B .15).
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Figure B.1 Analysis of the observed daily Ekman Pumping dataset. (Top) Ekman 

pumping anom alies (mm/s) over the study region from the NCEP Reanalysis 

winds a t 10m  height, (middle) power spectra of displayed anom alies 9 5%  

confidence interval (vertical b lack bar), and (bottom ) probability distribution of 

the displayed anom alies with the norm al probability distribution (black bell 

curve).
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Figure B.2 Analysis of synthetic daily Ekman Pumping dataset. (Top) synthetic 

daily Ekman Pumping anom alies (mm/s) generated with a Hurst Exponent value 

of 0.6, and the middle and bottom  panels displayed sim ilarly to  Figure B.1.
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Figure B.3 Results of a 500-year model run for the synthetically forced Wind Experim ent W1. 

(Top) synthetic daily (dashed line) and 7 year running m ean (solid line) wind forcing (Sv), 

(middle) sim ulated response of SST anom alies (°C), and (bottom ) sim ulated response of 

horizontal gyre anom alies (Sv).
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Figure B.4 Model results for the synthetically forced Wind Experiment W2. Figure panels are

displayed as in Figure B.3.
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Figure B.5 Model results for the synthetically forced Wind Experim ent W3. Figure panels are 

displayed as in Figure B.3, with the final panel displaying the sim ulated response of MOC 

anom alies (Sv).
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Figure B.6 Model results for the white noise forced Wind Experiment WW1. Figure panels are

displayed as in Figure B.3.
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Figure B.7 Model results for the white noise forced Wind Experiment WW2. Figure panels are

displayed as in Figure B.3.
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Figure B.8 Model results for the white noise forced Wind Experim ent WW3. Figure panels are 

displayed as in Figure B.5.
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Figure B.9 Power spectra of the tim eseries derived from  synthetic (W 1) and white 

noise (WW1) wind experim ents. (Top) WW1 (white noise) wind forcing and SST 

spectra, (middle) W1 (synthetic) wind forcing and SST spectra, and (bottom ) 

com parison of spectra for WW1 and W1 SST responses.
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Figure B.10 Power spectra of the tim eseries derived from synthetic (W1) and

white noise (WW1) wind experiments, with panels displayed similarly to

Figure B.9 with resulting horizontal gyre anomaly spectra.
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Figure B.11 Power spectra of the tim eseries derived from synthetic (W2) and white

noise (WW2) wind experiments, with panels displayed similarly to Figure B.9.
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Figure B.12 Power spectra of the tim eseries derived from synthetic (W2) and

white noise (WW2) wind experiments, with panels displayed similarly to

Figure B.10.
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Figure B.13 Power spectra of the tim eseries derived from synthetic (W3) and white

noise (WW3) wind experiments, with panels displayed similarly to Figure B.9.
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Figure B.14 Power spectra of the tim eseries derived from synthetic (W3) and

white noise (WW3) wind experiments, with panels displayed similarly to

Figure B.10.
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Frequency [cycles/year]

Figure B .15 Power spectra of the tim eseries derived from synthetic (W 3) and white 

noise (WW3) wind experim ents, with panels displayed sim ilarly to  Figure B.9 with 

resulting MOC anom aly spectra.
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Appendix C. SAT experim ent

Similarly to Appendix B, this appendix provides the comprehensive set of 

figures associated with the SAT Experiments. The full set of synthetically forced SAT 

experiment model results are included (Figures C.1 - C.4) as well as the results of the 

most complete white noise forced SAT experiment (Figure C.5), with the results for 

each displayed on the same scales. Spectral analysis is also offered for the most 

complete SAT experiments (S4 and SS4) with their resulting temperature, MOC, and 

gyre anomaly spectra (Figures C.6 - C.8) for comparison.
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Figure C.1 Results of a 500-year model run for the synthetically forced SAT Experim ent S1. 

(Top) synthetic daily (dashed line) and 7 year running m ean (solid line) wind forcing (° C), 

(bottom ) sim ulated response of SST anom alies (° C).
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Figure C.2 Model results for the synthetically forced SAT Experim ent S2. Figure panels are 

displayed as in Figure C.1, with the final panel displaying the sim ulated response of MOC 

anom alies (Sv).
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Figure C.3 Model results for the synthetically forced SAT Experim ent S3. Figure panels are 

displayed as in Figure C.2, with the final panel instead displaying the sim ulated response of 

Gyre anom alies (Sv).
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Year

Figure C.4 Model results for the synthetically forces SAT Experim ent S4. Figure panels are 

displayed as in Figure C.3, with the final panel displaying the sim ulated response of MOC 

anom alies (Sv).
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Figure C.5 Model results for the white noise forced SAT Experim ent SS4. Figure panels are 

displayed as in Figure C.4.
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Frequency [cycles/year]

Figure C.6 Power spectra of the tim eseries derived from  synthetic (S4) and white noise 

(SS4) SAT experim ents. (Top) SS4 (white noise) SAT forcing and SST spectra, (middle) 

S4 (synthetic) SAT forcing and SST spectra, and (bottom ) com parison of spectra for SS4 

and S4 SST responses.
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Figure C.7 Power spectra of the tim eseries derived from synthetic (S4) and white

noise (SS4) SAT experiments, with panels displayed similarly to Figure C.6 with

resulting vertical MOC anomaly spectra.
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Figure C.8 Power spectra of the tim eseries derived from synthetic (S4) and white 

noise (SS4) SAT experim ents, with panels displayed sim ilarly to Figure C.6 with 

resulting horizontal Gyre anomaly spectra.
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Appendix D. Labrador experim ent

This appendix completes the documentation of all model experiments 

completed during this study with the addition of the Labrador experiment results. 

The full set of synthetically forced Labrador experiment model results are included 

(Figures D.1 - D.4) as well as the results of the most complete white noise forced 

Labrador experiment (Figure D.5), with the results for each displayed on the same 

scales. Spectral analysis is also offered for the most complete Labrador experiments 

(L4 and LL4) with their resulting temperature, MOC, and gyre anomaly spectra 

(Figures D.6 - D.8) for comparison.
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Figure D.1 Results of a 500-year model run for the synthetically forced Labrador Experim ent L1. 

(Top) synthetic daily (dashed line) and 7 year running m ean (solid line) Labrador forcing (° C), 

(bottom ) sim ulated response of SST anom alies (° C).
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Figure D.2 Model results for the synthetically forced Labrador Experim ent L2. Figure panels 

are displayed as in Figure D.1, with the final panel displaying the sim ulated response of MOC 

anom alies (Sv).
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Figure D.3 Model results for the synthetically forced Labrador Experim ent L3. Figure panels 

are displayed as in Figure D.1, with the final panel displaying the sim ulated response of 

horizontal Gyre anom alies (Sv).
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Figure D.4 Model results for the synthetically forces Labrador Experim ent L4. Figure panels are 

displayed as in Figure D.3, with the final panel displaying the sim ulated response of MOC 

anom alies (Sv).
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Figure D.5 Model results for the white noise forced Labrador Experim ent LL4. Figure panels 

are displayed as in Figure D.4.
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Figure D.6 Power spectra of the tim eseries derived from synthetic (L4) and white noise (LL4) 

Labrador experim ents. (Top) LL4 (white noise) Labrador forcing and SST spectra, (middle) L4 

(synthetic) Labrador forcing and SST spectra, and (bottom ) com parison of spectra for LL4 and L4 

SST responses.



123

10°

IQ'5

10°

10 5

10

10 '

■ White Noise Forcing 
White Noise ai>■ * m

Hurst Forcing 
Hurst iij■  i

ite Noise opm

- 2 - 1 0  1 2 
10 10 10 10 10

Frequency [cycles/year]

Figure D.7 Power spectra of the tim eseries derived from synthetic (L4) and white noise (LL4) 

Labrador experim ents, with panels displayed sim ilarly to  Figure D.6 with resulting vertical 

MOC anom aly spectra.
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Figure D.8 Power spectra of the tim eseries derived from synthetic (L4) and white noise (LL4) 

Labrador experim ents, with panels displayed sim ilarly to Figure D.6 with resulting horizontal 

Gyre anomaly spectra.


