
UNIVERSITÉ DE SHERBROOKE
Faculté de génie

Département de génie électrique et de génie informatique

Smart-antenna techniques for energy-efficient
wireless sensor networks used in bridge

structural health monitoring

Thèse de doctorat
Spécialité : génie électrique

Rashedul Hoque

Sherbrooke (Québec) Canada

February 2022





MEMBRES DU JURY

Sébastien Roy
Directeur

Éric Plourde
Évaluateur

Olivier Berder
Évaluateur

Jean Lavoie
Évaluateur





RÉSUMÉ

Il est bien connu que les réseaux de capteurs sans fils diffèrent des autres plateformes infor-
matiques étant donné 1- qu’ils requièrent typiquement une puissance de calcul minimale aux
noeuds du réseau ; 2- qu’il est souvent désirable que les noeuds capteurs aient une consomma-
tion d’énergie dramatiquement faible. La principale retombée de ce travail réside en la durée
de vie allongée du réseau avant que les piles ne doivent être remplacées ou, alternativement,
la capacité de fonctionner indéfiniment à partir de modestes sources d’énergie ambiente (glâ-
nage d’énergie). Dans le contexte du contrôle de la santé structurale (CSS), le remplacement de
piles est particulièrement problématique puisque les noeuds peuvent se trouver en des endroits
difficiles d’accès. De plus, toute intervention sur un pont implique une perturbation de l’opé-
ration normale de la structure, par exemple un arrêt du traffic. Dans ce contexte, les antennes
intelligentes à commutation de faisceau en combinaison avec les réseaux de capteurs sans fils
ont démontré un grand potentiel pour réduire les coûts de réalisation et d’entretien de systèmes
de CSS. L’objectif principal de l’intégration d’antennes à commutation de faisceau dans notre
application réside dans la réduction de la consommation énergétique, réalisée en concentrant
l’énergie radiée uniquement là où elle est nécessaire. Les systèmes de CSS capturent l’informa-
tion dynamique de vibration d’une structure de pont en temps réel de manière à évaluer la santé
de la structure et prédire les failles. Les systèmes courants de CSS sont basés sur des senseurs
piézoélectriques planaires. De plus, la collecte de données à partir de la pluralité de senseurs
distribués sur l’étendue du pont est typiquement effectuée par le biais d’un ensemble coûteux
et encombrant de câbles blindés qui véhiculent l’information jusqu’à un point de collecte à une
extremité de la structure. L’installation, l’entretien, et les coûts opérationnels de tels systèmes
sont extrêmement élevés étant donné la consommation de puissance élevée et le besoin d’entre-
tien régulier. Les réseaux de capteurs sans fils représentent une alternative attrayante, en termes
de coût, facilité d’entretien et consommation énergétique. Toutefois, la vie de réseau en termes
de la durée de vie des piles doit être très longue (idéalement de 5 à 10 ans) étant donné le coût
et les problèmes liés à l’intervention manuelle. Dans ce contexte, ce projet se concentre sur la
réduction de la consommation de puissance globale d’un système de CSS en y intégrant des
antennes intelligentes à commutation de faisceau conjointement avec une couche d’accès au
médium (couche MAC) optimisée. Dans la première partie de la thèse, une plateforme de réseau
de capteurs sans fils pour le CSS d’un pont incorporant des antennes à commutation de fais-
ceaux est modélisé et simulé, avec pour considération principale l’optimisation des paramètres
de sélection de faisceau, de la couche MAC et de la consommation d’énergie. Le modèle de
simulation, construit dans le logiciel de simulation de réseaux Omnet++, incorpore les profils
de consommation d’énergie de composants réels sélectionnés (microcontrôleur, puce d’interface
radio). La consommation d’énergie et le taux de livraison de paquets du réseau avec antennes
à commutation de faisceau est comparé avec un réseau équivalent basé sur des antennes om-
nidirectionnelles. Dans la deuxième partie de la thèse, le modèle système proposé est mis à
contribution pour examiner deux aspects distrincts mais interreliés : le glânage d’énergie à par-
tir de cellules solaire à base d’arséniure de Gallium (GaAs) et les stratégies liées aux antennes
à commutation de faisceau. La considération principale ici est l’optimisation conjointe du glâ-
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nage d’énergie et des antennes à commutation de faisceau, en ayant pour base de comparaison
un réseau équivalent à base d’antennes omnidirectionnelles.

Mots-clés : Réseaux de capteurs sans fils, Contrôle de la santé structurale (CSS) de ponts, an-
tennes à commutation de faisceau, commande d’accès au médium, taux de livraison de paquets,
glânage d’énergie, cellule solaire mono-jonction, capacité énergétique résiduelle



ABSTRACT

Techniques à antennes intelligentes pour réseaux de capteurs sans fils efficaces en énergie
appliqués au contrôle de la santé structurale de ponts

It is well known that wireless sensor networks differ from other computing platforms in that
1- they typically require a minimal amount of computing power at the nodes; 2- it is often de-
sirable for sensor nodes to have drastically low power consumption. The main benefit of the
this work is a substantial network life before batteries need to be replaced or, alternatively, the
capacity to function off of modest environmental energy sources (energy harvesting). In the
context of Structural Health Monitoring (SHM), battery replacement is particularly problematic
since nodes can be in difficult to access locations. Furthermore, any intervention on a bridge
may disrupt normal bridge operation, e.g. traffic may need to be halted. In this regard, switch-
beam smart antennas in combination with wireless sensor networks (WSNs) have shown great
potential in reducing implementation and maintenance costs of SHM systems. The main goal of
implementing switch-beam smart antennas in our application is to reduce power consumption,
by focusing the radiated energy only where it is needed. SHM systems capture the dynamic
vibration information of a bridge structure in real-time in order to assess the health of the struc-
ture and to predict failures. Current SHM systems are based on piezoelectric patch sensors.
In addition, the collection of data from the plurality of sensors distributed over the span of the
bridge is typically performed through an expensive and bulky set of shielded wires which routes
the information to a data sink at one end of the structure. The installation, maintenance and
operational costs of such systems are extremely high due to high power consumption and the
need for periodic maintenance. Wireless sensor networks represent an attractive alternative, in
terms of cost, ease of maintenance, and power consumption. However, network lifetime in terms
of node battery life must be very long (ideally 5–10 years) given the cost and hassle of manual
intervention. In this context, the focus of this project is to reduce the global power consumption
of the SHM system by implementing switched-beam smart antennas jointly with an optimized
MAC layer. In the first part of the thesis, a sensor network platform for bridge SHM incorpo-
rating switched-beam antennas is modelled and simulated. where the main consideration is the
joint optimization of beamforming parameters, MAC layer, and energy consumption. The simu-
lation model, built within the Omnet++ network simulation framework, incorporates the energy
consumption profiles of actual selected components (microcontroller, radio interface chip). The
energy consumption and packet delivery ratio (PDR) of the network with switched-beam anten-
nas is compared with an equivalent network based on omnidirectional antennas. In the second
part of the thesis, this system model is leveraged to examine two distinct but interrelated aspects:
Gallium Arsenide (GaAs) based solar energy harvesting and switched-beam antenna strategies.
The main consideration here is the joint optimization of solar energy harvesting and switched-
beam directional antennas, where an equivalent network based on omnidirectional antennas acts
as a baseline reference for comparison purposes.

Keywords: Wireless sensor networks (WSNs), Bridge structural health monitoring (SHM),
switched-beam antenna, medium access control, packet delivery ratio (PDR), energy harvesting,
single-junction solar cell, residual energy capacity.
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CHAPTER 1

INTRODUCTION

Long-term continuous bridge health monitoring is an important topic in civil engineering, while
low power and low complexity wireless sensor network architectures constitute a relevant and
active research topic in electrical and computer engineering. This project sits squarely at the
intersection of these two areas and is concerned with the application of wireless sensor networks
(WSNs) to the monitoring of bridge structures in order to minimize installation, operation, and
maintenance costs. Power management in WSNs is one of the critical issues for long lifetime
and therefore, minimal human intervention.

According to the Federal Highway Administration, there are more than six hundred thousand
bridges in the USA, where more than twenty-five percent of bridges are considered either struc-
turally deficient or functionally obsolete, underscoring the importance of structural health mo-
nitoring (SHM) to ensure public safety. Currently, SHM is typically performed through periodic
human inspection or expensive wired data acquisition systems, leading to substantial mainte-
nance costs and safety concerns [2]. Structural Health Monitoring (SHM) systems estimate the
reliability of large bridge infrastructures, sense the response of the bridge system, predict future
performance and track their conditions in real-time. Current SHM systems are based on pie-
zoelectric patches which are used as strain / vibration sensors. The collection of data from the
plurality of sensors distributed over the span of the bridge is typically performed via an analog,
shielded-wire infrastructure (typically coaxial cables) which also includes protection pipelines.
The material and installation cost of such wired infrastructures is known from experience to be
superlative [3, 4].

In the recent development of WSNs technology [5], many novel concepts for WSN-based SHM
system were suggested. The main requirements of WSN-based SHM are high reliability, long li-
fetime, time synchronization, and long-distance transmission. In addition to that, wireless sensor
systems have been reported that are capable of replacing the current generation of wired sensor
systems [5]. However, such wireless sensing systems are still in their infancy and more work
is needed to satisfy the requirements of large bridge monitoring systems. Furthermore, lack of
open hardware platforms and software environments makes development lengthy and difficult,
requiring deep understanding of basic underlying WSN technology in order to advance deve-
lopment [4]. Energy consumption is one of the main challenges of this project, since the sensor
nodes are powered by batteries and difficult to access physically once installed. The energy
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2 CHAPTER 1. INTRODUCTION

consumption issue often carries research to new design aspects with a hardware solution. In this
project, smart antenna techniques will be investigated as a means of reducing energy consump-
tion. A low energy transceiver and simple cooperative technique will be proposed for power
management. Utilizing smart antennas on both sides, at the sensor nodes and the acquisition sta-
tion, shall provide a means to quantify the effectiveness of various maintenance, rehabilitation
and repairmen strategies which may reduce the budget of the Canadian government for large
bridge monitoring system.

1.1 Characteristics of WSN-based SHM
For a relatively long bridge, a sufficient number of wireless sensors must be installed at ap-
propriate locations along the length of the structure. In general, the central server (acquisition
station) sends a command to activate the sensors and initiatialize the network for synchronization
and subsequent monitoring. After all nodes have been synchronized, they begin collecting and
transmiting raw sensor data to a central gateway or server. Once the collected data has been cen-
tralized, it can be analyzed to assess the structural health of the structure through, e.g. advanced
vibration mode analysis.

Challenges in WSNs 
based Bridge 
Monitoring

Energy Efficiency
Network and 

Data scalability
High 

Synchronization

Sensor 
Placement 

Optimization

Processing 
(Clustering and 

Distributed )

Wakeup service Wireless Communication Service

Modulation
MAC protocol 

design
Routing strategies

Compressive 
smapling

Challenges

Technologies

Data compression
Radio power 
optimization

FIGURE 1.1 Challenges of WSNs Bridge Monitoring System

Fig. 1.1 outlines the main challenges for WSN-based bridge monitoring systems.

The specific objective of this project is to develop WSN technology with switched-beam anten-
nas to support continuous real-time monitoring of bridge structures based on extracting vibration
modes of the structure. From this context, we can derive the following key characteristics :
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1. Medium to high density of nodes : In order to correctly assess the vibration data and
extract the useful modes, an adequate degree of spatial resolution is required.

2. Quasi-linear topology (QLT) : A bridge structure, by its very nature, imposes a quasi-
linear topology on the corresponding WSN. Sensors will be placed at different positions
along the width of the structure, as well as at different heights, so the network is not purely
linear. Nonetheless, it will be a narrow structure along which sampled data will propagate
in one dominant direction towards the acquisition station, most likely situated at one of
the bridge extremities for easy access.

Characteristic 2 implies many possible avenues for improvement. Linear and quasi-linear topo-
logies for WSNs have received some attention in the literature. For example, overview paper [6]
states that such topologies can be exploited to increase communication efficiency, reliability,
fault tolerance, energy savings and network lifetime. What we are calling here quasi linear in
fact consists of a dissemination of nodes throughout a roughly linear region (as defined by the
bridge) of some width constrained by two parallel lines. In [6], this is designated a thick linear

sensor network. Among other avenues, the topology can be exploited to simplify routing and
medium access control due to the very directed flow of information. This, combined with the
PPS characteristic, makes it possible to postulate relatively simple routing and MAC schemes,
where uniform battery drain across the network should be a desirable feature.

1.2 Thesis objectives
This project consists of the development of a next-generation wireless sensor network system
specifically designed for structural health monitoring. However, the technologies and know-how
that will be developed are applicable to wireless sensor networks for any application which re-
quires robustness, precise operation, and long network life before human intervention is required
for maintenance. Our target is to find a lifelong energy solution for bridge SHM by considering
a realistic environment and realistic hardware constraints. The introduction of smart antennas in
our application is a means of reducing power consumption. The primary objective of the project
revolves around the implementation of switched beam smart antennas at sensor nodes in order
to reduce power consumption. The secondary objective is to investigate solar energy harves-
ting with directional antennas for maximizing network life. The objective of this project stems
mainly from the following points :

– The joint optimization of the smart antenna beamforming strategy and the MAC protocol
in order to minimize power consumption.

– Innovative energy management techniques optimized for the quasi-linear topology (QLT)
and taking advantage of independent and fine-grained management of low-power modes
(active, idle and sleep) for the MCU and the radio subsystem, independently.
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– The investigation of switched-beam antennas at the nodes jointly with low-cost (single-
junction) solar energy harvesting under variable and low light concentrations, while com-
paring performance with an equivalent omnidirectional-antenna-based system.

1.3 Thesis organization
The remaining of this thesis is organized as follows.

Chapter 1 introduces the topic, provides a guideline to the thesis’s general problem, and the main
research objectives.

Chapter 2 presents an overview of the relevant state-of-the-art. It provides information about
structural health monitoring (SHM) with wireless sensor networks (WSNs). Details are provided
on the different types of antenna techniques, communication protocols, and energy harvesting
systems that are applicable to large bridge SHM application.

Chapter 3 provides the simulation framework, energy consumption model, and performance
evaluation of the proposed switched-beam antenna WSN in terms of packet delivery ratio (PDR)
and energy consumption for SHM application.

Chapter 4 presents the sensor node model and solar cell design. The simulation presents the
GaAs based solar energy harvesting and residual energy capacity when the directional and om-
nidirectional antenna is used.

In Chapter 5, a conclusion is drawn with a directional antenna and solar energy harvesting for
the large bridge SHM application.
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CHAPTER 2

Background and state-of-the-art

2.1 Introduction
There are more than 8700 bridges in Canada according to National Highway System (NHS),
where more than twenty-five per cent of bridges are either considerably structurally deficient
or functionally obsolete. The bridge monitoring application leads to a WSN scenario which is
particularly demanding. Existing inspection-based maintenance procedures or wired data acqui-
sition systems lead to high maintenance costs and safety risks for bridge infrastructures. Other
challenges in the SHM context include the large amount of data which needs to be collected,
tight synchronization requirements, ease of deployment and configuration, as well as sensor pla-
cement optimization. Indeed, sensor nodes cannot easily be reached on a bridge structure for
maintenance or battery replacements. Furthermore, this application is characterized by strong
reliability and tight synchronization requirements.

2.2 Structural Health Monitoring (SHM) with Wireless

Sensor Networks (WSNs)
Implementing SHM by integrating sensor networks is not a new concept [7, 8], although it is
sufficiently new that actual deployments are relatively rare and experimental. One of the first
such deployments was performed by a University of California at Berkeley research team on
the Golden Gate bridge in 2007 [9]. The drawbacks of wired SHM systems are well known
and include (1) high cost of installation and disturbance to the regular operation of the struc-
ture due to wires and pipes being installed over the length of the structure, (2) high equipment
cost, and (3) maintenance cost. In contrast, WSNs can provide equivalent functionality at a sub-
stantially lower cost, while permitting spatially denser monitoring. Moreover, installation and
maintenance are comparatively easy and inexpensive and involve fewer disruptions to bridge
and system operation.

Although the wireless option offers many advantages [10], a number of outstanding challenges
remain which limit their adoption, such as power consumption, transmission range, reliability
and time synchronization. Improvement of the energy efficiency of WSN nodes has received
considerable research attention and many promising avenues have been identified and explo-

7
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red, including energy harvesting, radio optimization, duty cycling, efficient routing and wireless
charging [11].

Energy harvesting [12] constitutes a potential solution to energy consumption issues, having
the potential to prolong battery life nearly indefinitely (aside from chemical degradation), or
even to eliminate the need for a battery altogether. Photovoltaic panels constitute possibly the
most mature and one of the most efficient forms of energy harvesting, but they are inadequate for
bridge sensors [13], which often need to be located in places with extremely low light intensities.
Other energy sources targeted for harvesting include mechanical vibrations [14] and wind [15].

The efficiency of vibration harvesting is on the order of 25–50%, which is even higher than
photovoltaic, but the density of available energy does not rival that of direct sunlight. A novel
wireless sensor system was presented in [16] which harvests vibrations in a bridge structure
created by passing traffic, which are then converted into usable electrical energy by means of a
linear electromagnetic generator. The system is capable of harvesting up to 12.5 mW of power
in the resonant mode with a frequency of excitation at 3.1 Hz. The originality of the system
also resides in the tight integration of the power generator and the smart algorithm for energy
conversion that switches between a low-power mode and an impedance matching mode.

In [17], a magnetic shape-memory-alloy-based self-powered sensor system for structural health
monitoring of highway bridges has been proposed, which consists of an energy harvesting mate-
rial, power conditioning circuitry, a sensor, an analog-to-digital converter, and a wireless trans-
mitter. The material used for energy harvesting is the NiMnCoIn magnetic shape memory alloy
(MSMA), which converts mechanical vibrations first into a magnetization change and then, with
assistance from a pick-up coil, into an alternating current (AC) output.

Coverage-preserving scheduling is a proposed technique to reduce node energy consumption.
It is based on defining a sensing coverage area for each node. If such coverage areas exhibit
sufficient overlap, only a subset of the nodes need be active at any given time to ensure complete
coverage of the area of interest. Thus, nodes can be cycled on and off in order to maximize
the network lifespan in WSNs [10, 18]. While interesting for certain scenarios, this technique
assumes that the network has built-in redundancy to begin with (which manifests in the observed
coverage overlap), i.e. it contains more nodes than strictly necessary to achieve full coverage.

Substantial research effort has focused on data reduction in WSN-based bridge monitoring as a
means to reduce energy consumption given the large amount of data throughput typical of this
application. Towards the same objective, sleep / wakeup schemes have also been reported in
the literature although they received less attention [10]. In [19], a wake-up scheme combining
elements of schedule and event-based wakeup was implemented in South Korea’s Jindo Bridge.
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In this wakeup scheme, each sensor node falls into one of three categories : one is the gateway
node, a few are so-called sentry nodes, and the rest are configured as normal sensor nodes. The
gateway node has a dedicated power supply and the rest are battery-powered sensor nodes. In
this network, sentry nodes wake up according to a predetermined schedule and measure wind
accelerometer data. Should the measured data exceed a predefined threshold, then the sentry
node alerts the gateway node which proceeds to wake up all the sensor nodes. The set of all
nodes can then be synchronized and proceed to collect data. The main benefit of this approach
resides in ease of synchronization, since sentry nodes remain synchronized during sleep cycles.
However, this increases the energy consumption of sentry nodes with respect to a baseline wake-
up scheme [10].

A railway bridge monitoring system is implemented in [20] where an event-based wake-up
scheme was proposed to reduce unnecessary power consumption. This scheme was proposed to
address the issue of intermittent train crossings leading to sensor nodes wasting power collecting
data during the quiet intervals from an unoccupied and unexcited structure. This event-based
system comprises two master nodes and a number of child nodes. The master nodes are equipped
with an accelerometer and wake up in the event that the measured vibration signal exceeds a pre-
defined threshold. They then proceed to wake up the child nodes in order to initiate a global data
collection cycle. The main challenge with this event-based wakeup system is the delay between
event detection and child-node wakeup which must be short enough to ensure relevant data will
not be missed. Moreover, another challenge of event-based wakeup systems rests in the time
required to synchronize all sensor nodes [10].

A complete WSN-based system for structural identification under environmental load was desi-
gned, implemented, deployed, and tested on three different real bridges, as reported in [21]. The
system was designed specifically to address the main limitations of WSNs for SHM, particularly
with regards to reliability, scalability, and synchronization. This results in a reduced spatial jitter
of 125ns, which is far below the µs required (see below) for high-precision acquisition systems.
In general, WSNs for bridge health monitoring system nodes gather, process and transmit a very
large amount of data. Moreover, with a large bridge, the number of nodes and required number
of hops to reach the base station are high. For SHM, sampling rates range from 100 to 1000
Hz [10]. In existing bridge monitoring systems, long delays are tolerated between acquisition
and analysis result (up to 9 hours) for long-term health monitoring. However, monitoring in the
event of natural disasters like earthquakes calls for a much shorter delay is needed.

Although the processing delay is generally not a critical issue for long-term SHM, synchroniza-
tion of all sensor nodes is an important consideration. SHM typically relies on modal analysis
of the structure, which in turn calls for nearly simultaneous sampling at all nodes. Thus, time
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synchronization error must be kept below 120 µs in order to avoid compromising damage detec-
tion and localization due to significant mode shape error [22]. It follows that, in general, SHM
is a demanding application for WSN where synchronization, sampling rates, and amount of data
requirements are all relatively high. This stems in part from the need to obtain a continuous,
cohesive set of samples over the entire structure in order to extract meaningful health status
data.

In [23] a bridge vibration monitoring device with a vibrating-wire sensor as the basic measuring
device was designed, implemented, deployed and tested on a 525 m long bridge in China. A
WSN based on the Zigbee (802.15.4) radio standard is leveraged to route the sampled data to
a network coordinator device. The main system design goals were high reliability and tight
synchronization. The resulting system does constitute a low-cost monitoring solution. However,
power consumption is an issue, given their reliance on high-precision GPS for synchronization.

Another WSN-based bridge health monitoring system prototype has been implemented on a
550-meter long suspension bridge (Yongjong Grand Bridge in Korea). The basic sensor devices
consist of sensors (accelerometer, strain and wind gauges, temperature sensor), an A/D module,
a Zigbee radio module, and a battery-based power supply, supplemented by a solar cell. The
basic sensor nodes communications are organized into clusters. Within one cluster, the sensor
nodes convey data to a local gateway node, which in turn forwards the data to the server using
CDMA. Since the distance from gateway node to server is longer, commercial CDMA modems
are leveraged. Given that this system utilizes large batteries and has reliable solar power, power
optimization was not a primary concern [24].

WSN-based SHM systems can be further improved by incorporating MEMS-based accelerome-
ters instead of the piezoelectric accelerometers predominantly used in current systems. Because
the MEMS accelerometer is a silicon chip, it is very compact in size, consumes little energy,
and is very economical. For SHM, the system must be able to read acceleration signals as small
as 500 µG (where 1G=9.8 m/s2) without distortion [25] at a sampling frequency which can be
as high as 1 KHz, in addition to the previously-mentioned synchronization requirements. For
correctly capturing the response of a given structure, sensors need to be installed at an appro-
priate set of locations and data needs to be collected at a sufficient sampling rate for a sufficient
period of time. The dominant mode frequencies are usually near 10 Hz, whereby a sampling fre-
quency of 100 Hz or higher can be deemed appropriate. For damage detection and localization,
higher sampling rates allow capture of the higher frequency modes. However, higher sampling
rates imply higher data throughput, energy consumption, and a proportionally larger data set to
process after centralization [10].



2.2. STRUCTURAL HEALTH MONITORING (SHM) WITH WIRELESS SENSOR
NETWORKS (WSNS) 11

Types of Sensor Review

Smart material Smart materials have measurable properties which are altered by exter-
nal stimuli. Commonly-used types of smart materials in bridge moni-
toring system include piezoelectric, piezoresistive, electrostrictive, ma-
gnetoelectric etc. Among them, piezoelectric materials are by and large
the most common, being used to measure vibration, acceleration, dis-
placement, and pressure change. In general, piezoelectric materials are
favored to convert mechanical energy to electrical energy [26]. Piezoe-
lectric accelerometers are widely used for SHM because they are light,
small and operate over wide acceleration and frequency ranges ; they to-
lerate sampling rates in excess of 100Hz [10].

MEMS MEMS-based acceleration sensors can be based on piezoelectric, piezo-
resistive, or piezocapacitive effects [26, 27].

TABLE 2.1 Commonly used smart sensors in SHM

2.2.1 Fading
Fading refers to fluctuations of the power of the signal with time. This stems from two distinct
physical phenomenons, namely multipath (or small-scale) fading, and shadowing, or large-scale
fading. The former leads to rapid fluctuations as it is the result of the changing phase relation-
ships of multiple copies of a given signal adding up at the receiver antenna, either constructively
or destructively. It follows that relative motion of the transmitter, the receiver or scatterers of a
fraction of a wavelength is sufficient to provoke a large change in signal strength. Shadowing,
however, is a measure of the attenuation resulting from the signal passing through large obs-
tacles such as hills, buildings, or foliage. Thus, significant changes due to shadowing can only
be observed if the transmitter or receiver moves over a distance of 100 meters or more.

It follows that, for a bridge-based WSN, shadowing can probably in most cases be neglected
given the distances involved and the absence of large objects or terrain features.

Multipath fading occurs because the multiple copies of the signal add up in constructive or des-
tructive ways at a receiver antenna, creating rapid and dramatic power fluctuations as the phase
relationships between the various copies change (due to transmitter motion, receiver motion,
scatterer motion, or any combination thereof). This leads to rapid fluctuations given that relative
motion of transmitter, receiver or scatterers of a fraction of a wavelength is sufficient to provoke
a large change in signal strength. This phenomenon can periodically cause a normally good
signal to fall below the receiver sensitivity threshold, thus causing an outage.
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Rayleigh fading

In a communication system, Rayleigh fading [28] is a statistical model for the effect of the
propagation environment on a radio signal. This fading model is most appropriate when there
is no line of sight (LOS) between the receiver and transmitter, implying the existence of many
objects in the environment that scatter the radio signal before it arrives at the receiver (multipath
reception) [29, 30].

Rician fading

Rician fading [28] is similar to the Rayleigh fading model, with the addition of a strong dominant
component. This dominant component corresponds to the presence of a LOS or some strong
reflection between transmitter and receiver [29].

2.2.2 Link budget
The power of the signal at the receiver circuit, in decibels, can be expressed

RRX = PTX +GTX +GRX − LTX − LFS − LM − LRX , (2.1)

where PTX is the transmit power, GTX is the transmitter antenna gain, GRX is the receiver
antenna gain, LTX is the sum of system losses at the transmitter (coaxial cables, connectors,
etc.), LRX is the sum of system losses at the receiver, LFS is the path loss in the channel itself,
and LM captures any other loss (e.g. polarization mismatch) as well as the fading margin.

In choosing system parameters to derive a link budget, the goal is to ensure that RRX is above
the receiver sensitivity. In order to limit the probability of link outage due to multipath fading
(which could bring the receiver power below the threshold), it is customary to include a fade
margin in the budget, embodied by parameter LM .

The path loss component can be detailed as follows :

LFS = 20 log10

(
4π

λ

)
+ 10n log10 dtr, (2.2)

where λ is the wavelength of the signal, dtr is the distance between transmitter and receiver, and
n is the so-called propagation exponent. For free space, n = 2. Values of n between 2 and 5
capture the effect of obstacles and scatterers between transmitter and receiver. Larger values of
n imply more rapid attenuation and are typical of more cluttered propagation environments. Cel-
lular communications in urban areas typically exhibit path loss exponents between 2.7 and 3.5.
Very dense urban areas (urban canyons) fall in the range between 3 and 5. Some exceptionally
difficult environments might have a propagation exponent up to 6. Line-of-sight communica-
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tion indoors, or communication within a corridor type structure that behaves as wave guide will
exhibit better than free space propagation with n < 2.

One candidate radio chip for WSNs compatible with 802.15.4 in the 2.4 GHz band is the
AT86RF231. Its transmit and receive powers are comparable with that of other best-in-class
ultra-low-power radio chips, and it has an extremely low current consumption in sleep mode
(0.02 µW). The current consumption during transmission is a function of the transmit power,
the latter being configurable between -17 and +3 dBm. The transmit power can be set at 16
different levels through a register in the chip, but the data sheet reports current consumption at
only the extreme points of the range (-17 and +3 dBm).

However, measured current consumption for all 16 levels are reported in [31] and are here re-
produced in Table 2.2.

Tx power (dBm) I (mA) Tx power (dBm) I (mA)
3.5 14.5 -1.5 9.13
3.3 13.9 -2.5 9
2.8 12.4 -3.5 8.88
2.3 11.2 -4.5 8.76
1.8 10.3 -6.5 8.55
1.2 9.86 -8.5 8.36
0.5 9.59 -11.5 8.15
-0.5 9.31 -16.5 8

TABLE 2.2 Transmit power settings of the AT86RF231 and associated current

consumption
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2.3 Smart antennas

A smart antenna consists of an adaptive antenna array, itself comprising a set of individual an-
tenna elements combined with a signal processing device which produces some desired output.
Such devices are known to provide many benefits in communication applications, thanks in large
part to their dynamic spatial filtering capabilities. Immediate benefits include array gain (higher
signal-to-noise ratio), robustness against multipath fading through diversity combining, active
nulling of co-channel or adjacent-channel interference through spatial filtering, as well as exten-
ded range. In essence, a smart antenna has the capability of dynamically adjusting its effective
spatial pattern to, e.g. maximize the gain in certain directions, while minimizing it in others.

The main goal of leveraging a smart antenna at the nodes in our application is to reduce radio
power consumption in both receive and transmit operations. This can be achieved because the
smart antenna directs energy (in transmission) only where it is needed, or maximizes the gain in
the right direction (in reception), thus significantly reducing energy consumption with respect to
an omnidirectional antenna [32].

2.3.1 Beamforming

Beamforming techniques can be implemented in either the analog domain or the digital domain.
In analog beamforming, dynamic pattern adjustements are produced with RF components such
as phase shifters, delay lines, attenuators, and combiners. Digital beamformers, on the other
hand, are based on implementing a complete RF chain (amplification and down-conversion) in
each branch (for each antenna element), followed by an A/D converter. The digital outputs are
then combined according to one out of many algorithms by a digital signal processor [33].

The signal processing part of digital beamformers, without loss of generality, is assumed to ope-
rate in the complex baseband equivalent domain [34]. One important class of beamforming algo-
rithms is based on a simple linear weight-and-sum structure where the array output is computed
simply by applying a set of complex weights to each of the antenna outputs before summing to
obtain a single output. It should be understood that multiplication by a complex weight here is
equivalent to applying a gain and a phase shift at the RF or IF stages. The set of weights defines
a specific array pattern and they can be chosen in such a way as to maximize desired signal
power while minimizing undesirable signals having different spatial signatures. Adaptive beam-
forming is the process of altering the complex weights in order to maximize communication
channel quality [35].
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2.3.2 Switched-beam antenna
A solution somewhat simpler than a beamformer is the switched-beam antenna, consisting of a
set of fixed beam patterns (typically realized with individual directive antennas) where one such
beam is chosen at any given time through switching means.

In [36], a reconfigurable switched-beam antenna is proposed and designed in the 2.4 GHz ISM
band, specifically for wireless sensor network applications. The structure consists of eight micro-
strip antennas, each comprised of a rectangular two-element array, in addition to a half-wave
dipole antenna. Each micro-strip antenna has a directional pattern with a half-power beamwidth
(HPBW) of 60 degrees. The eight antennas are arranged radially and point in directions that are
multiples of π

4
= 45◦ such that the entire azimuth plane is covered while the main beams of

adjacent antennas overlap slightly. A RF switch allows selection of any of the eight directional
patterns, or the dipole antenna, which provides an omnidirectional option. Experimental tests
have shown that the directional antennas allow reliable links at a much improved range compared
with an omnidirectional one.

In a simulation study, the impact of using switched-beam antennas in an indoor 802.11a WLAN
was assessed [37]. The antennas were capable of switching between 4 beams which together
spanned about 180 degrees. The beams were produced by combining a linear array of 4 omnidi-
rectional antennas with a Butler matrix. It was found that at a BER of 10−3, the switched-beam
antenna lead to a SNR gain of 2 dB in line-of-sight (LOS) scenarios and 6 dB in non-line-of-
sight (NLOS) cases. A PIN-diode-based RF switch combined with a microcontroller is used
to select the beam. It was observed that the improved performance is in part due to the fact
that a directive antenna pattern leads to a reduced RMS delay spread, and thus, to less severe
frequency-selective fading.

In [38], a proposed switched-beam antenna design is integrated into WSNs to extend the lifetime
of the sensor nodes, where limited battery life is a concern and the network operates in the 2.4
GHz ISM band. In addition to a switching circuit, the overall antenna system comprises 4 an-
tenna subsystems, each comprising an array of two L-shaped quarter-wavelength slot antennas.
The antenna subsystems are radially arranged, 90 degrees apart, in order to cover the entire azi-
muth plane. By feeding the two slot antennas of any given subsystem, 4 patterns with directions
at 90-degree increments can be generated. Likewise, by feeding two adjacent slot antennas in
adjacent subsystems, another set of 4 patterns, with a 45-degree offset from the previous one,
can be generated. Thus, it is possible to generate in total 8 patterns with beam directions 45
degrees apart from each other. From measurements of the antenna prototypes, the HPBW was
determined to be approximately 70 degrees.
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The main beam steering direction in an antenna array is directed by controlling the relative phase
between each radiating element compositing the array.

2.3.3 Adaptive beamforming
In general, the term adaptive beamforming implies continuous, on-the-fly tuning of an antenna
array beam based on feedback of the desired signal channel response at the receiver.

Array Beamforming

w1

wN

+w2

Adaptive 
Beamforming

Array output

DoA

x1(t)

x2(t)

xN(t)

  
θ

FIGURE 2.1 Adaptive beamforming

As mentioned previously and as illustrated in Fig. 2.1, in a typical digital weight-and-sum beam-
forming structure, each individual signal is multiplied by a complex weight that regulates the
phase and magnitude of the signal prior to combining [39]. It can be shown that to any given set
of weights and antenna array geometry corresponds a specific composite antenna pattern. Thus,
it is possible to control the resulting pattern by altering the weights. By computing weights based
on a given quality criterion, it is possible to maximize the gain for a desired signal, while nulling
undesired interferers. Furthermore, while Fig. 2.1 illustrates beamforming in receive mode, the
same principles apply in transmission as well [32].

The theoretical benefits of adaptive beamforming are well known and are discussed in many
works, including [40, 41]. Meanwhile, an experimental approach to explore the benefits of this
technology in indoor wireless networks with strong multipath fading is presented in [42]. The
latter work is unusual in that it proceeds from a whole system perspective, and takes many real-
world impediments into consideration, including the impact of oscillator drift (time-varying
phase and frequency offset) between transmitter and receiver on channel estimation. By propo-
sing an alternative channel estimation scheme to counter the latter impediment, they were able to
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experimentally show that adaptive beamforming is far superior to both switched-beam and om-
nidirectional options. This superiority was demonstrated both in terms of its capacity to deliver
error-free packets to a receiver even at very low transmit powers and, somewhat equivalently, of
the superior observed RSSI levels at the receiver.

In [32], four types of beamforming algorithms are analyzed and compared for computing ar-
ray weights, namely Least Mean Squares (LMS), Recursive Least Squares (RLS), Conjugate
Gradient (CG) and Kalman-filter-based normalised LMS.

To control the smart antenna patterns. beamforming technique are being used. Beamforming
algorithms can be based on various metrics, such as minimizing the output variance subject to a
constraint, maximizing the signal-to-noise ratio, or minimizing the mean square error [43]. The
difference between adaptive beamforming and conventional beamforming is that, in adaptive
beamforming, the calculated weights depend on the input/output array signal. However, conven-
tional beamforming does not depend on the input/output of the array signal [44]. This means
conventional beamformers use a fixed set of weights and time delays (or phase shifts) to discri-
minate the signals from the sensor nodes in the array [35]. Several different approaches can be
used to compute the weights [44] based on e.g. direction of arrival (DOA) and signal structure.

Beamforming weight calculation based on DOA

Calculation of the weight vector usually proceeds by defining a cost function which can be
optimized in order to obtain a vector (and corresponding pattern) that has certain desired cha-
racteristics, usually with regards to a desired signal impinging at the array [44]. In the DOA
approach, it is generally assumed that each signal of interest (including the desired signal and
potential interferers) impinges on the array from a single direction and can therefore be modeled
as a plane wave. A prerequisite for weight computation using the DOA approach is knowledge
of the DOA of the desired signal. This can be performed using any of many DOA estimation
methods. Such methods are well known, abundantly reported in the literature, and their ma-
thematical details lie beyond the scope of this document. They include conventional [45, 46],
minimum-variance distortionless response (MVDR) [47], maximum likelihood (ML) [48], as
well as subspace-based [49] methods. It should be noted that in many ways, DOA estimation
methods are related to corresponding beamforming methods and in some cases bear the same
name. Yet, even when the equations are the same, their application differs and the two contexts
should not be confused.

In DOA estimation based on conventional beamforming, a beam is steered through all possible
directions in order to find the largest power. The beam direction where the largest power is
found constitutes the sought DOA estimate. This method is simple to implement, but requires
a large number of antenna elements to achieve high resolution. Capon’s method, also known
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as MVDR, improves on the conventional beamformer by searching for the direction where in-
terference power is minimized (the so-called minimum variance criterion). Popular subspace-
based methods which were first implemented in the 1980s include MUltiple SIgnal Classifica-
tion (MUSIC) [50], and Estimation of Signal Parameters via Rotational Invariance Technique
(ESPRIT) [51]. Other more recent methods include Auxiliary Vector (AV) [52], and Conjugate
Gradient (CG) [53].

Estimation of the DOA of the received signal is a prerequisite for weight calculation. This can
be achieved with high precision by applying so-called superresolution methods such as MU-
SIC [50] and ESPRIT [51]. However, they, in turn, require as prerequisite an estimate of the
number of sources whose signals impinge on the array. A number of methods are applicable
to obtain such an estimate based on the eigenstructure of the received signal array covariance
matrix Rxx. Given that its noise eigenvalues are equal and have the minimum value, a simple
thresholding test can be applied to discriminate noise and signal eigenvalues, the number of the
latter being the sought-after estimate. However, finding the appropriate threshold level is non
trivial. Furthermore, since we work with the sample matrix estimate R̂xx instead of the exact
covariance matrix, noise eigenvalues will not be exactly equal. Wax and Kailath [54] propo-
sed an information-theoretic approach which in a sense works by assessing the closeness of the
assumed set of eigenvalues.

Many DOA methods, and most notably ESPRIT and MUSIC, perform poorly in the presence
of coherent or correlated sources. The latter refers to reception of multiple copies of the same
signal and obviously occurs as a result of multipath. In other words, the presence of coherent
sources is a departure from the basic DOA estimation model described above where each signal
corresponds to a single arrival direction. Many methods have been proposed to deal with this
issue. For example, the sources can be decorrelated by applying some form of spatial smoothing
prior to DOA estimation. Alternatively, coherent-source-resistant DOA estimation methods can
be used, such as AV or CG. The ML method [45] is known to be superior to Capon’s and
subspace-based methods, as it is robust to source coherence, and can function well even with
very few array snapshots at low SNR.

Once the DOA of the desired signal is estimated, weight computation can proceed in order to
form a beam pattern which maximizes signal quality while rejecting interference. Such beamfor-
ming algorithms fall into two categories, namely blind and non-blind [55, 56]. Blind algorithms
must rely on the statistical structure of the received signals since very little is assumed known
a priori. It is noteworthy that, if the DOA of the received signal is provided, the algorithm
cannot be considered blind. On the other hand, non-blind iterative algorithms, such as Least
Mean Square (LMS), Normalized Least Mean Squares (NLMS), and Recursive Least Squares



2.3. SMART ANTENNAS 19

(RLS) [57], require a reference signal, i.e. some signal which is highly correlated with the desi-
red signal. Knowledge of the DOA of the latter is in a sense equivalent, since the signal received
from said direction can be extracted and used as reference.

Weight computation based on MVDR

Weight computation based on MVDR can be performed once the desired signal arrival direction
is known. Weights are chosen to achieve the minimum possible noise and interference level at
the output of the beamformer [58], [35]. It can be shown that this is equivalent to MMSE mini-
mization, which consists in minimizing the mean-squared error between the desired signal and
the combiner output. Furthermore, and obviously enough, this is also equivalent to maximizing
the signal-to-interference-plus-noise ratio (SINR) at the combiner output.

Let us consider that the desired signal impinges on a uniform linear array of N elements. The
response vector a(θ) consists of the array response to a plane wave of unit amplitude impinging
from direction θ. The desired signal is assumed to arrive from direction θ0. In addition, there
are M − 1 interferers with corresponding DOAs being denoted {θ1, . . . , θM−1}. In complex
baseband notation, the received signal at the array is given by

x(t) = A(θ) s(t) + n(t), (2.3)

where s(t) ∈ CM×1 is the vector of transmitted signals (whose elements are assumed uncorre-
lated with each other) while θ = [θ0 · · · θM−1] is the vector of directions of arrival (DoAs) and
(.)T denotes the transpose. Furthermore, A(θ) = [a(θ0) · · · a(θq)]T ∈ CN×M is designated the
array manifold whose columns consist in the steering vectors associated with each DoA, while
n(t) ∈ CN×1 is the complex zero-mean additive Gaussian noise vector of variance σ2

n.

It is assumed that the desired signal, interference, and noise are statistically independent from
each other. Given that they are produced from different physical sources, this assumption is
solidly justified.

The steering vector a(θ) can be written as

a(θ) = [1 ej(2πd/λ) sin θ · · · ej(P−1)(2πd/λ) sin θ]T , (2.4)

where d is the element spacing and λ is the signal wavelength. The combined beamformer output
is given by

y = wH x, (2.5)
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where w = [w1 · · ·wN ]
T is the weight vector of the beamformer and (.)H denotes the Hermitian

transpose. For the sake of simplicity, dependence on time t has been omitted and should be
considered implicit.

The optimum w can be found when the output signal-to-interference-plus-noise ratio (SINR) is
maximized. It is straightforward to show that the output SINR as a function of w is expressed
as [58].

ρ =
σ2
0|wH a(θ)|2

wHRvw
(2.6)

The goal here is to choose w such that the output y is as close as possible to the desired signal
s0. In order to avoid elimination of the desired signal, we impose the constraint wH a(θ) = 1

while attempting to minimize noise and interference at the output. In other words, we wish to
minimize the variance of wH (x− a(θ)s0). Mathematically, the optimization problem can be
expressed as follows :

min
w

wHRvvw

subject to wHa0 = 1, (2.7)

where
Rvv = E

{
vvH

}
, (2.8)

E {·} is the expectation operator, and

v = x− a(θ)s0 (2.9)

=
[
a(θ1) a(θ2) · · · a(θM−1)

]


s1

s2
...

sM−1

+ n. (2.10)

According to optimization theory, the solution to (2.7) is given by

wo =
R−1

vva(θ0)

a(θ0)HR−1
vva(θ0)

, (2.11)

which constitutes the MVDR or Capon beamforming solution.
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Substituting (2.11) into (2.6), we obtain the optmized SINR, i.e.

ρo = a(θ0)R
−1
vva(θ0). (2.12)

It is noteworthy that in practical applications, the interference-plus-noise covariance Rvv is not
readily available. However, it can be replaced by the received signal covariance matrix, which is
given by

Rxx = E
{
xxH

}
, (2.13)

which, substituted in (2.11), yields

w′
o =

R−1
xxa(θ0)

aH(θ0)R−1
xxa(θ0)

, (2.14)

and naturally leads to
ρ0 = a(θ0)R

−1
xxa(θ0), (2.15)

while the overall power at the beamformer output is given by

P ′
MVDR = E

{
|y|2

}
= E

{∣∣wHx
∣∣2}

= E
{
wHxxHw

}
= wHE

{
xxH

}
w

= wHRxxw

=
1

aH(θ0)R−1
xxa(θ0)

. (2.16)

It can be shown that the solution based on Rvv and the one based on Rxx are mathematically

equivalent. In other words w′
0 in (2.14) is related to w0 in (2.11) as follows :

w′
o = αw0, (2.17)

where α is a scalar real constant. It follows that the SINR ρo is exactly the same in both cases.

Since this solution minimizes the mean-square error, it is a spatial Wiener filter.

Sample Matrix Inversion (SMI)

As it turns out, even the received signal covariance matrix Rxx is not readily available in prac-
tice. However, unlike Rvv, it can be easily estimated from a series of snapshots at the array
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output, i.e.

R̂xx =
1

K

K∑
k=1

x[k]xH [k]

=
1

K

K∑
k=1

x(kT )xH(kT ), (2.18)

where T is typically, but not necessarily, the symbol period. The resulting estimate is designated
sample covariance matrix or simply sample matrix. Substituting this estimate in lieu of Rxx in
(2.14) leads to an MVDR solution easily implemented in practice, which is variously designated
as the sample matrix inversion (SMI) beamformer, or SMI-MVDR algorithm.

It is noteworthy that the number of snapshots K must be greater than the number of elements
N for the resulting matrix to be invertible. More snapshots than the minimum should be used to
ensure that the estimate is close enough to the real covariance matrix. At K = 2N , it is known
that the SINR penalty with respect to the ideal MVDR solution is only 3 dB [59].

LMS Algorithm

The steepest descent principle exploits an error signal which can be computed as

e[n] = d[n]−wH [n]x[n], (2.19)

The cost function that we wish to minimize is the mean-square error, i.e.

C[n] = E
{
e[n]2

}
. (2.20)

Steepest descent requires computing the gradient of the cost function with respect to the weight
vector [43, 60], i.e.

∇wHC[n] = ∇wHE {e[n]e∗[n]}

= 2E {∇wH (e[n])e∗[n]} , (2.21)

where ∇ is the gradient operator, and the rules for complex derivation were applied.

The gradient of e[n] is given by

∇(e[n]) = ∇
(
d[n]−wHx[n]

)
= −x[n]. (2.22)
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Substituting (2.22) into (2.21), we get

∇C[n] = −2E {x[n]e∗[n]} , (2.23)

which points towards the steepest ascent of the paraboloid cost function. To order to reach the
global minimum, a step is taken at each iteration in the opposite direction, i.e.

w[n+ 1] = w[n]− µ∇C[n], (2.24)

where µ is the step size.

The main practical difficulty with steepest descent is the fact that we cannot in general compute
E {x[n]e∗[n]} since it is an ensemble average ; it follows that we must resort to some form
of estimation. The central idea of LMS is to simply use the instantaneous value in lieu of the
expectation. Thus, we have [43]

w[n+ 1] = w[n] + µx[n]e∗[n]. (2.25)

This is, of course, a noisy and rather coarse estimate, but it leads to an extremely simple and
stable algorithm, under certain conditions. The noisy estimate, referred to as noisy gradient leads
to lengthy convergence, and justifies the alternative designation of stochastic gradient algorithm.

Steepest descent is guaranteed to reach the minimum, which is the MMSE solution (Wiener
filter, hence the same solution as MVDR), and does so through a series of deterministic steps.
The steps in LMS, however, are random and depend on specific values of d[n] and x[n]. Thus,
in LMS, the weight vector w[n] should be considered a random variable.

Nonetheless, convergence in the mean is guaranteed if

0 ≤ µ ≤ 2

λmax

, (2.26)

where λmax is the largest eigenvalue of Rxx.

Maximum convergence speed is achieved when

µ =
2

λmax + λmin

, (2.27)
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where λmin is the smallest eigenvalue of Rxx. Furthermore, the maximum achievable conver-
gence speed depends on the eigenvalue spread of Rxx, i.e. convergence is potentially faster if
λmax − λmin is small.

While the above criterion enforces convergence in the mean, it does not guarantee stability of
the weight coefficients over all realizations. Thus, a more practical constraint is

0 ≤ µ ≤ 2

tr (Rxx)
, (2.28)

where tr(·) is the trace operator. Complying with this upper bound is guaranteed to prevent
weight coefficient divergence.

In order to compute the error signal, LMS requires a known reference signal. It can thus rely on a
known training sequence in a packet header, although such a training sequence would typically
need to be lengthy to ensure convergence. With respect to other algorithms, LMS trades off
convergence speed for simplicity. Every iteration is extremely simple to compute and it does
not need to ever invert an N × N matrix like SMI, although the latter requires much fewer
snapshots (in computing the sample matrix) to approach the Wiener solution point. Thus, when
faster convergence is called for, algorithms such as RLS and SMI should be used instead of
LMS.

Signal structure-based algorithms

It is possible to compute the weight vector with an a prior DOA estimate or a temporal refe-
rence signal. This class of algorithm relies on some known property of the desired signal, and
is also designated as blind. They are not, strictly speaking, completely blind, since some prior
knowledge of the signal structure is required. This can be the constant modulus property, the
finite alphabet property, or any of a number of statistical properties (e.g. cyclostationarity). This
type of algorithm computes the weight vector by comparing the beamformer output with the
known properties of the desired source signal. Based on the said properties, it is then possible
to compute some sort of error measures which can be used through feedback to adjuste the
weights appropriately [44]. While they eliminate the DOA estimation step, such algorithms are
in general complex to implement and may raise some stability concerns.

2.3.4 MIMO
MIMO (multi-input, multi-output) is an important technology for wireless communication [61]
used mostly to increase throughput and channel capacity, but also reliability. MIMO refers to
the presence of multiple antennas at both transmitter and receiver. In this context, it is possible,
via appropriate processing at both transmitter and receiver, to create multiple channels in space
and thus increase throughput (spatial multiplexing) or increase reliability through diversity (di-
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versity gain). It is known that the available degrees of freedom in a MIMO link can be applied
to maximize spatial multiplexing, to maximize diversity gain, or any tradeoff thereof [62]. Fur-
thermore, it should be understood that MIMO is formulated for a point-to-point link. Therefore,
any degrees of freedom consumed at the receiver to implement MIMO benefits (diversity gain
or spatial multiplexing) are no longer available for nulling interference from other sources.

Spatial multiplexing, the main attraction of MIMO in wireless LANs and cellular communica-
tions, is not appealing for wireless sensor networks which are typically not throughput-limited,
but rather, energy-limited. The diversity gain potential, however, is relevant. Alamouti first pro-
posed a simple two-antenna space-time code which allows diversity gain at the transmitter [63].
Combined with a multi-antenna receiver, further diversity gains can be realized at the recei-
ver based on the MRC concept. Other codes, similar in spirit, or offering a mixture of spatial
multiplexing and diversity gain, have been proposed in recent years for more than two antennas.

The implementation of multiple antennas at the node is often considered impractical in the
context of WSNs, thus making research on the application of beamforming and MIMO rela-
tively rare. The vast majority of reported WSNs are based on single-antenna nodes and therefore
form so-called single-input, single-output (SISO) links. However, in [64], scenarios were stu-
died where nodes were equipped with 2-antenna arrays and implemented the 2×2 Alamouti
code. It was found that the MIMO technique lead to a significant mean path length reduction
in multihop-routing sensor networks compared with single antenna nodes (at equal transmit po-
wer), an improvement that was particularly attractive for networks with low to midrange node
densities. Used in this way, MIMO yields benefits similar to beamforming and could potentially
be used to reduce transmit power instead of minimizing the path length. However, and contrary
to beamforming, the Alamouti code does not require channel or target direction knowledge at
the transmitter.

Given the perceived cost of implementing multiple antennas at each node, a lot of research
has focused instead on the formation of virtual antenna arrays by having a cluster of single-
antenna nodes collaborate. The literature in this area is abundant, but as this is not conside-
red highly relevant for this project, it will not be discussed in detail here. As an example,
in [65], energy consumption between SISO, multi-hop SISO and cooperative multiple-input,
single-output (MISO) solutions is presented.

2.4 Communication protocols
One of the most popular communication standard for WSNs is IEEE 802.15.4, which specifies
the physical layer and media access control for low rate wireless personal area networks (LR-
WPAN) [66, 67]. The basic framework therein provides for 250 kbps communication at a range
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of about 10 meters, and is intended to be highly energy efficient. Other, generally lower, rates
and physical layers in three different bands (868.0–868.6 MHz (Europe), 902–928 MHz (North
America), and 2400–2483.5 MHz (worldwide)) are defined in order to achieve different ranges
and possibly even lower energy consumption. The standard is designed to emphasize ease of
implementation, low cost, and technological simplicity. Since it only defines the PHY and MAC
layers, other standards build on top of 802.15.4 to implement full or nearly full network stacks,
including ZigBee, SNAP and 6LoWPAN / Thread. 802.15.4 seems by far to be the most common
framework for WSN communications, and a number of compliant ultra-low-power radio chips
are available.

With regards to the choice of band, sub-GHz bands are generally considered to have longer
range, for equal transmit power, receiver sensitivity, and antenna gains. For example, the 900
MHz band would exhibit a range 2.8 times that of the 2.4 GHz band in free space (propagation
exponent of 2). That range advantage, however, rapidly erodes as the environment becomes
more cluttered (e.g. propagation exponent between 2 and 6). The equivalent band in Europe (at
860 MHz) imposes severe restrictions on the transmitter duty cycle (0.1% or 1%, depending
on the exact sub-band). The 2.4 GHz band has the advantage of being license-free worldwide,
of being wider (83.5 MHz as opposed to 26 MHz for the 902 MHz band), and of leading to
smaller antennas, and especially, smaller antenna arrays (since not only antenna size, but also
interelement spacing is a function of wavelength).

The standard allows three different MAC layer modes, which include a beacon-enable, non-
beacon-enable and beaconless mode. The beacon-enable mode does entail an overhead, which
is not ideal for constantly traffic-heavy SHM systems. Therefore, non-beacon enable and bea-
conless are the focus in our application. No beacons are broadcast in non bacon-enable mode,
in which case the MAC reduces to Carrier-Sense Multiple Access with Collision Avoidance
(CSMA-CA) [10]. The IEEE 802.15.4 standard defines two basic topologies 1) star and 2) peer-
to-peer. In star topology, communication is established between devices and a single central
coordinator. In addition, this central coordinator is the primary controller and initiator of the
network, and all communications are routed through it. In peer-to-peer topology, any pair of
devices can communicate with each other, as long as they are within range. Unlike the star to-
pology, a message can be routed from any source to any destination, where multi-hop routing
can be used to extend range when necessary [66]. However, since 802.15.4 does not define a
network layer, it does not by itself define routing schemes, so multi-hop routing, if desired, must
be built on top of the standard.

ZigBee is a wireless mesh network standard for low-cost, low-power, battery-equipped devices
in the control and monitoring sphere. It provides a network and application layer on top of the
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PHY and MAC of IEEE 802.15.4. Within the context of this project, ZigBee communication
modules will be used to build a first test network with a small number of nodes in a laboratory
environment. Arguably, it is one of the best candidate technologies out there for this SHM appli-
cation. However, other members of the research team will look more closely at designing custom
optimized MAC and network layers. Once the Zigbee option has been properly characterized for
our application, the custom MAC and network layers can be assessed to quantify their advantage
with respect to the Zigbee baseline according to relevant metrics, including the energy cost per
transmitted bit.

In general, sensor network MAC protocols alternate continuously from sleep to awake states,
where the duty cycle is tailored to minimize energy consumption. In [49], a comparative study
of sleep mode optimization is presented, focusing on three different MAC protocols (BMAC,
802.15.4 and RFIDImpulse) and two popular sensor node platforms (MicaZ and TelosB). The
RFIDImpulse MAC is unique, because of its reliance on an RFID tag, the ZT10, which is
connected to each sensor node. It operates in the 2.4 GHz band (and is therefore compatible
with the sensor node radios), has a range of over 70 meters, and can be used as a wake-up radio.
In idle mode, the ZT10 has a current consumption of only 0.2 µA, orders of magnitude below
that of any 802.15.4 radio chip in listening mode. And yet, it is able to receive a signal, recognize
its unique identifier, and wake up the rest of the node if there is a match. In their comparisons,
it was found that the deep sleep mode enabled by the ZT10 in RFIDImpulse lead to the lowest
energy consumption for a low traffic scenario. However, for high data traffic, 802.15.4 emerged
as the best. Indeed, in a head-to-head comparison of 802.15.4 with BMAC, 802.15.4 performs
better for high data rate scenarios.

In [68], a simulation framework has been developed for SHM systems in automatic fashion. The
framework operation was demonstrated for 10 nodes, where ZigBee was used for communica-
tion between sensor nodes and the gateway.

2.4.1 Duty cycling
Specific figures on the main sources of energy consumption in a sensor node will vary widely
depending on a number of architectural choices and application scenario variables. There are,
however, some general observations that can be made. In the vast majority of cases and prior to
any sort of optimization, the power consumed is likely to be largely dominated by the radio with
respect to the processor. A ratio of approximately ten to one seems fairly typical. Furthermore,
the radio receive function will consume more than the transmit function. This seems counterin-
tuitive, given that transmission always demands more energy than reception when considered
over a finite time interval (as current consumption figures in radio chip datasheets illustrate).
However, a sensor node typically spends a lot more time listening to network activity, especially
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in multi-hop networks, to see if there is a packet to receive, either addressed directly to it or
meant for relaying to another node.

It follows that the main target for energy optimization in many strategies leveraged in WSNs is
the listening or receive function. Strategies intended to minimize idle listening can be broadly
divided into three classes : on-demand, asynchronous, and scheduled rendezvous [69]. These can
be implemented as part of existing MAC layers designed for WSNs, or they may be implemented
at the network layer, or any combination thereof.

Scheduled rendezvous

In scheduled rendezvous, the network must somehow establish a wakeup schedule to ensure that
any given node is awake when it is required to receive a packet. This obviously requires the
network to be synchronized, which is not always an easy task to implement. It can also lead to
more collisions, since a set of nodes will wake up at the same time and many may try to send
data that has been accumulating.

TRAMA (TRaffic Adaptive Medium Access) [70] is a representative example of this approach.
A periodic superframe at the network level is divided into two periods : a random access and a
scheduled access period. During the former, a contention mechanism is used by nodes to reserve
a time slot in the latter. During the contention period, a rather elaborate mechanism is used to
assign ownership of slots, and nodes wishing to transmit advertise their intended destinations.
The latter, in conjunction with routing and neighbor information, implies that the network knows
at the start of the scheduled access period which nodes need to be awake during which slots.

Any scheduled rendezvous scheme will imply some measure of “wasteful” active time for the
nodes, i.e. active time not used to transmit or receive actual payload packets. In TRAMA’s case,
this overhead is entirely captured by the random access cycle, during which all nodes need to be
awake and no useful data transfer occurs.

Asynchronous

Asynchronous schemes avoid the need for synchronization by implementing mechanisms that
guarantee that any pair of nodes wishing to communicate will be awake at the same time at some
point during a certain time period.

A popular and effective way to ensure this active overlap between any given pair of nodes is
to rely on periodic channel samplings. Schemes based on this notion are designated preamble

sampling MAC protocols [71] when they are transmitter-initiated.

In the preamble-sampling approach (also known as low power listening or LPL), potential re-
ceivers sample the channel periodically, according to a predefined check interval. A transmitter
then simply sends its packet, prepended by a long preamble. Since nodes are not synchronized,
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the preamble duration is made longer than the check interval to ensure that the intended receiver
will detect it. It can then fully wake up and proceed to receive the payload once the preamble
is over. In this scheme, if the check interval is short, channel sampling becomes an important
source of overhead. On the other hand, if that interval is made longer, the preamble duration
becomes a dominant source of overhead.

Receiver-initiated schemes avoid the long preamble problem entirely. Receivers still wake up
periodically, but instead of simply sampling the channel, they then send a beacon signal. The
transmitter waits until it receives a beacon from the intended receiver, and then immediately
proceeds to send the data, knowing that the intended receiver is awake.

Examples of transmitter-initiated schemes include B-MAC (Berkeley MAC), X-MAC [72], Wi-
seMAC [73] and TICER [74] (Transmitter Initiated CyclEd Receiver). These protocols typically
work well when traffic is light, but latency, power efficiency, and packet delivery ratio all tend
to worsen as traffic load increases.

On-demand

Energetically speaking, the optimal situation would be to avoid any overhead and have node
radios wake up only when they are required to receive a packet. On-demand schemes attempt to
do exactly this. This approach, however, typical requires specialized hardware in the form of a
low-power secondary radio receiver, called a wake-up radio. This device is designed to be mostly
passive in order to minimize energy consumption, yet is able to recognize a specific received
code or address. Its power consumption should be low enough that it can afford to monitor the
channel continuously. Upon recognition of its specific node address (typically within a request-
to-send (RTS) packet sent by a prospective transmitter), the wake-up radio will proceed to wake
up the rest of the node, including the conventional radio receiver, so that the data exchange can
proceed. The node then sends a clear-to-send (CTS) packet to the transmitter, indicating that it
is ready to receive data.

In [74], Lin et al. showed that the wake-up radio should consume 50µW or less, or the cost of
continuous monitoring will become important enough that the energy consumption on average
will be higher than that of a good rendez-vous-based system.

A review of power-minimization techniques based on wake-up radios is presented in [75]. n
comparative analysis of reported wake-up radio prototypes is given in [76].

2.4.2 Energy consumption model
Specific energy consumption figures are difficult to find in the open literature. In order to assess
the energy budget in a rigorous way, we plan to determine energy consumption for each subsys-
tem and operating mode according to the energy model detailed in the next chapter [49]. Once
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such figures have been obtained, it will become possible to quickly estimate energy consumption
in any given scenario. This could be done by postulating state machines representing the various
states of a node (transmit, receive, sensing, sleep, etc.). Given that energy consumption in each
state can be characterized, it should then be possible for a given scenario, through analysis and
/or simulation, to derive state transition probabilities. Once this is done, a complete model of
dynamic energy consumption is available.

The model has been described in our first paper (Chapter 3) which derives energy consump-
tion figures for a given observation period or window. In [49], a periodic sampling application
was assumed and the observation window was made to correspond to the sampling period. In
comparison, the model here is somewhat reformulated to make it more precise as well as more
general.



CHAPTER 3

Wireless Sensor Networks (WSNs) based on
switched-beam antennas in large bridge SHM
applications

3.1 Introduction
This article contributes to the thesis by demonstrating the switched-beam antenna strategy and
MAC layer optimization. We model and simulate a sensor network system for large bridge SHM
incorporating switched-beam antennas, where the main consideration is the joint optimization
of beamforming parameters and energy consumption. The simulation model incorporates the
energy consumption profiles of actual selected components. The energy consumption and PDR
of the network with switched-beam antennas is compared with an equivalent network with om-
nidirectional antennas.

The comparative analysis confirms that the incorporation of simple switched-beam antennas
yields a significant energy consumption advantage for asynchronous MAC protocols. An ana-
lytical model was used to conduct a comparative study of asynchronous MAC protocols where
XMAC has better performance in terms of PDR and lower energy consumption with directional
antennas. In order to assess the energy budget, we observe energy consumption for each subsys-
tem and operating mode according to the proposed analytical energy model. Once such figures
have been obtained, it becomes possible to quickly estimate energy consumption according to
the system model.
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SWITCHED-BEAM ANTENNAS IN LARGE BRIDGE SHM APPLICATIONS

Switched-Beam Antennas for Energy-Efficient Wireless Sen-
sor Networks in Structural Health Monitoring Applications of
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3.3 Abstract
Wireless Sensor Network (WSN) based bridge structure health monitoring (SHM) is addressed
in this paper by leveraging innovations in two distinct, but interrelated aspects : a smart antenna
beamforming strategy and MAC layer optimization. In this paper, we model and simulate a wi-
reless sensor network system architecture for large bridge SHM incorporating switched-beam
antennas where the main consideration is the joint optimization of beamforming parameters
and energy consumption. The simulation model, built within the Omnet++ network simulation
framework, incorporates the energy consumption profiles of actual selected components (micro-
controller, radio interface chip). The energy consumption and packet delivery ratio (PDR) of the
network with switched-beam antennas is compared with an equivalent network with omnidirec-
tional antennas. The comparative analysis confirms that the incorporation of simple switched-
beam antennas yields a significant energy consumption advantage for asynchronous MAC proto-
cols. Numerous benefits of the switched-beam antenna approach are also demonstrated in terms
of PDR.

3.4 keywords
Wireless sensor networks (WSNs), Bridge structural health monitoring (SHM), switched-beam
antenna, medium access control, BMAC, XMAC, preamble sampling, energy efficiency, packet
delivery ratio (PDR).

3.5 Introduction
Long-term continuous bridge health monitoring is an important topic in civil engineering, while
low power and low complexity wireless sensor network architectures constitute a relevant and
active research topic in electrical and computer engineering. The work described in this paper
sits squarely at the intersection of these two areas and is concerned with the application of
wireless sensor networks (WSNs) to the monitoring of bridge structures in order to minimize
installation, operation, and maintenance costs. Power management in WSNs is one of the critical
issues for long lifetime and therefore, minimal human intervention.
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According to the Federal Highway Administration, there are more than six hundred thousand
bridges in the USA, where more than twenty-five percent of bridges are considered either struc-
turally deficient or functionally obsolete, underscoring the importance of structural health moni-
toring (SHM) to ensure public safety [2]. Currently, SHM is typically performed through perio-
dic human inspection or expensive wired data acquisition systems, leading to substantial main-
tenance costs and safety concerns [2]. Structural Health Monitoring (SHM) systems estimate
the reliability of large bridge infrastructures, sense the response of the bridge system, predict
future performance and track their conditions in real-time. Current SHM systems are based on
piezoelectric patches which are used as strain / vibration sensors. The collection of data from the
plurality of sensors distributed over the span of the bridge is typically performed via an analog,
shielded-wire infrastructure (typically coaxial cables) which also includes protection pipelines.
The material and installation cost of such wired infrastructures is known from experience to be
superlative [3, 4].

The bridge monitoring application leads to a WSN scenario which is particularly demanding.
Indeed, sensor nodes cannot easily be reached on a bridge structure for maintenance or battery
replacements. Furthermore, the need for continuous sampling at a relatively high frequency
makes energy consumption optimization, already a key issue for WSNs in general, even more
critical. Finally, this application is characterized by strong reliability and tight synchronization
requirements.

In [77], the impact of the integration of switched-beam antennas in wireless sensor networks
is assessed by observing system-level performance, complexity, and flexibility in representative
scenarios. Wireless sensor networks applied to bridge health monitoring are presented in [78,79].
In [78], a mobile agent computing paradigm is implemented at the network layer in order to
derive desirable properties for SHM such as flexibility, scalability, and distributed processing to
minimize aggregate bandwidth requirements due to the large quantity of sampled data generated.
However, the nodes themselves are full-function computer platforms with a small form factor
(Gumstix embedded computer) running at a clock speed of 400 MHz with a Linux operating
system. This provides ample computing power for distributed computing, but implies significant
power consumption. In [79], on the other hand, the proposed node architecture revolves around
ultra-low-power microcontroller and radio components, as is the case here. The advantages of
WSNs for the SHM of historic masonry towers is highlighted in [80]. A comprehensive review
of WSN-based SHM systems is presented [81], where recent academic and commercial efforts
are classified. Much of the focus on the challenges presented by WSNs used in SHMs in the
literature centers on either battery-powered or solar-powered nodes. However, to the best or our
knowledge, all reported works rely on omnidirectional antennas [78–81].
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The use of switched-beam antennas in a generic WSN (not specific to the SHM application)
with a star topology is explored in [82]. The main novelty therein is a proposed scheme for rapid
neighbour discovery. However, the neighbour discovery problem is not a critical issue for bridge
SHM where nodes are static.

Smart antennas for WSNs have shown great potential for reducing implementation costs of
SHM. Furthermore, some previous research suggested simply replacing wired communication
with radio frequency links with little concern for associated impediments, such as sampling rate
fluctuations and inaccurate temporal synchronization [4]. Recent developments in WSN techno-
logy have spawned novel concepts in terms of low energy consumption for WSN-based SHM
systems. The main requirements of the latter are high reliability, long lifetime, accurate tem-
poral synchronization, and long-distance transmission. In addition, there are now commercially
available wireless sensor systems capable of fulfilling the function of wired SHM systems [5].
However, such systems have a number of drawbacks which still need to be addressed. There-
fore, the establishment of clear hardware specifications and improvements at the system level
are required in the specific context of WSN-based monitoring systems, as opposed to generic
WSN improvements as in [4].

For bridge SHM, energy consumption is clearly the chief constraint when the sensor nodes are
powered by batteries. Indeed, the positioning of sensor nodes on bridge structures makes battery
replacement difficult and costly. This energy consumption issue is therefore a key driver in re-
search in order to develop optimized hardware and network solutions. However, large bandwidth
requirements, scalability issues, and temporal constraints also constitute important aspects of the
SHM application.

In general, WSNs for bridge health monitoring system nodes gather, process and transmit a very
large amount of data. Moreover, with a large bridge, the number of nodes and required number
of hops to reach the base station are high. In existing bridge monitoring systems, long delays are
tolerated between acquisition and analysis results (up to 9 hours) for structural fault detection.
However, monitoring in the event of natural disasters like earthquakes calls for a much shorter
end-to-end delay.

Although the processing delay is generally not a critical issue for long-term SHM, synchroniza-
tion of all sensor nodes is an important consideration. SHM typically relies on modal analysis
of the structure, which in turn calls for nearly simultaneous sampling at all nodes. Thus, the
time synchronization error must be kept below 120 µs in order to avoid compromising damage
detection and localization due to significant mode shape error [22]. It follows that, in general,
SHM is a demanding application for WSN where synchronization, sampling rates, and amount
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of data requirements are all relatively high. For modal analysis, sampling rates range from 100
to 1000 Hz [10]. This stems in part from the need to obtain a continuous, cohesive set of samples
over the entire structure in order to extract meaningful health status data.

Given the above discussion, this paper addresses the development of a next-generation wire-
less sensor network system specifically designed for structural health monitoring. However, the
technologies and know-how that will be developed are applicable to wireless sensor networks
for any application which requires robustness, precise operation, and long network life (before
human intervention is required for maintenance). The originality of this project stems mainly
from the following points :

– The joint optimization of the smart antenna beamforming strategy and the MAC protocol
in order to minimize power consumption ;

– Innovative energy management techniques optimized for the quasi-linear topology (QLT)
and taking advantage of independent and fine-grained management of low-power modes
(active, idle and sleep) for the MCU and the radio subsystem, independently.

The remainder of this paper is organized as follows. Section II presents an overview of back-
ground and related works. Section III details the energy consumption analytical model, while
Section IV presents the SHM system model. The simulation framework is discussed in Section
V. Performance evaluation in terms of packet delivery ratio (PDR) and energy consumption are
discussed in Section VI. Finally, a conclusion is drawn in Section VII.

3.6 BACKGROUND AND RELATED WORK
3.6.1 Structural Health Monitoring (SHM) with Wireless Sensor Net-

works (WSNs)
Implementing SHM by integrating sensor networks is not a new concept [7, 8], although it is
sufficiently new that actual deployments are relatively rare and experimental. One of the first
such deployments was performed by a University of California at Berkeley research team on
the Golden Gate bridge in 2007 [9]. The drawbacks of wired SHM systems are well known
and include (1) high cost of installation and disturbance to the regular operation of the struc-
ture due to wires and pipes being installed over the length of the structure, (2) high equipment
cost. and (3) maintenance cost. In contrast, WSNs can provide equivalent functionality at a sub-
stantially lower cost, while permitting spatially denser monitoring. Moreover, installation and
maintenance are comparatively easy and inexpensive and involve fewer disruptions to bridge
and system operation.

Although the wireless option offers many advantages [10], a number of outstanding challenges
remain which limit their adoption, such as power consumption, transmission range, reliability,
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and the need for time synchronization. Improvement of the energy efficiency of WSN nodes has
received considerable research attention and many promising avenues have been identified and
explored, including energy harvesting, radio optimization, duty cycling, efficient routing, and
wireless charging [11].

Substantial research effort has focused on data reduction in WSN-based bridge monitoring as a
means to reduce energy consumption given the large data throughput typical of this application.
Towards the same objective, sleep / wake-up schemes have also been reported in the literature,
although they received less attention [10]. In [19], a wake-up scheme combining elements of
scheduled and event-based wake-ups was implemented on South Korea’s Jindo Bridge. In this
wake-up scheme, each sensor node falls into one of three categories : one is the gateway node, a
few are so-called sentry nodes, and the rest are configured as normal sensor nodes. The gateway
node has a dedicated power supply and the rest are battery-powered sensor nodes. Sentry nodes
wake up according to a predetermined schedule and measure wind accelerometer data. Should
the measured data exceed a predefined threshold, then the sentry node alerts the gateway node
which proceeds to wake up all the sensor nodes. The set of all nodes can then be synchronized
and proceed to collect data. The main benefit of this approach resides in ease of synchronization,
since sentry nodes remain synchronized during sleep cycles. However, this increases the energy
consumption of sentry nodes with respect to a baseline wake-up scheme [10].

A complete WSN-based system for SHM was designed, implemented, deployed, and tested
on three different real bridges, as reported in [21]. The described system was designed to be
movable, i.e. able to be deployed on a bridge under operational load (with traffic) to collect
measurements for a short period before being removed. The system was designed specifically to
address the main limitations of WSNs for SHM, particularly with regards to reliability, scalabi-
lity, and synchronization. This results in a reduced spatial jitter of 125 ns, which is far below the
≈ 100 µs precision required (see above) for modal analysis of the structure.

In [23], a bridge vibration monitoring device with a vibrating-wire sensor as the basic measuring
device was designed, implemented, deployed and tested on a 525 m long bridge in China. A
WSN based on the Zigbee (802.15.4) radio standard is leveraged to route the sampled data to
a network coordinator device. The main system design goals were high reliability and tight
synchronization. The resulting system does constitute a low-cost monitoring solution. However,
power consumption is an issue, given their reliance on high-precision GPS for synchronization.

Another WSN-based bridge health monitoring system prototype has been implemented on a 550
m long suspension bridge (Yongjong Grand Bridge in Korea). The basic sensor devices consist
of sensors (accelerometer, temperature sensor, strain and wind gauges) an A/D module, a Zigbee
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radio module, and a battery-based power supply, supplemented by a solar cell. The basic sensor
nodes are organized into clusters. Within one cluster, the sensor nodes convey data to a local
gateway node, which in turn forwards the data to the server using CDMA. Since the distance
from gateway node to server is longer, commercial CDMA modems are leveraged. Given that
this system utilizes large batteries and has reliable solar power, power optimization was not a
primary concern [24].

3.6.2 Smart antennas and beamforming
A smart antenna, comprised of a set of antenna elements where each element’s signal (in trans-
mission or reception) undergoes a programmable gain and phase shift, has the capability of
dynamically adjusting its effective spatial pattern to, e.g. maximize the gain in certain direc-
tions, while minimizing it in others. The main goal of leveraging a smart antenna at the nodes
in our application is to reduce radio power consumption in both receive and transmit operations.
This can be achieved because the smart antenna directs energy (in transmission) only where it
is needed, or maximizes the gain in the right direction (in reception), thus significantly reducing
energy consumption with respect to an omnidirectional antenna [32]. The use of a smart antenna
to dynamically synthesize a spatial pattern or beam in a desired direction is termed beamforming.

Beamforming techniques can be implemented in either the analog or the digital domain. In
analog beamforming, dynamic pattern adjustments are produced with RF components such as
phase shifters, delay lines, attenuators, and combiners. Digital beamformers, on the other hand,
are based on implementing a complete RF chain (amplification and down-conversion) in each
branch (for each antenna element), followed by an A/D converter. The digital outputs are then
combined according to one out of many algorithms by a digital signal processor [33]. A solution
somewhat simpler than a beamformer is the switched-beam antenna, consisting of a set of fixed
beam patterns (typically realized with individual directive antennas) where one such beam is
chosen at any given time through switching means.

3.6.3 Switched-beam antennas
In [36], a re-configurable switched-beam antenna is proposed and designed in the 2.4 GHz ISM
band, specifically for wireless sensor network applications. The structure consists of eight micro-
strip antennas, each comprised of a rectangular two-element array, in addition to a half-wave
dipole antenna. Each micro-strip antenna has a directional pattern with a half-power beamwidth
(HPBW) of 60 degrees. The eight antennas are arranged radially and point in directions that are
multiples of π

4
= 45◦, such that the entire azimuth plane is covered while the main beams of

adjacent antennas overlap slightly. A RF switch allows selection of any of the eight directional
patterns, or the dipole antenna, which provides an omnidirectional option. Experimental tests
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have shown that the directional antennas allow reliable links at a much improved range compared
with an omnidirectional one.

In a simulation study, the impact of using switched-beam antennas in an indoor 802.11a WLAN
was assessed [37]. The antennas were capable of switching between 4 beams which together
spanned about 180 degrees. The beams were produced by combining a linear array of 4 omnidi-
rectional antennas with a Butler matrix [83]. It was found that at a BER of 10−3, the switched-
beam antenna lead to a SNR gain of 2 dB in line-of-sight (LOS) scenarios and 6 dB in non-
line-of-sight (NLOS) cases. A PIN-diode-based RF switch combined with a microcontroller is
used to select the beam. It was observed that the improved performance is in part due to the fact
that a directive antenna pattern leads to a reduced RMS delay spread, and thus, to less severe
frequency-selective fading.

In [38], a proposed switched-beam antenna design is integrated into WSNs to extend the lifetime
of the sensor nodes, where limited battery life is a concern and the network operates in the 2.4
GHz ISM band. In addition to a switching circuit, the overall antenna system comprises 4 an-
tenna subsystems, each comprising an array of two L-shaped quarter-wavelength slot antennas.
The antenna subsystems are radially arranged, 90 degrees apart, in order to cover the entire azi-
muth plane. By feeding the two slot antennas of any given subsystem, 4 patterns with directions
at 90-degree increments can be generated. Likewise, by feeding two adjacent slot antennas in
adjacent subsystems, another set of 4 patterns, with a 45-degree offset from the previous one,
can be generated. Thus, it is possible to generate in total 8 patterns with beam directions 45
degrees apart from each other. From measurements of the antenna prototypes, the HPBW was
determined to be approximately 70 degrees. Experimental results are provided confirming the
power savings made possible with such an antenna system with respect to an omnidirectional
antenna. In one experiment, the power consumed during transmission was reduced by 5 mA
when exploiting the switched-beam antenna.

There are two broad options to implement beamforming, i.e. active or passive (switched-beam)
solutions. The active solution consists in synthesizing a radiation pattern by varying the gains
and phases at each antenna element in an antenna array, which normally entails replicating the
RF chain for each element (although simplified architectures are possible). The beam can be
dynamically adapted to favor any given direction, while simulteneously rejecting interference
from other directions.

On the other hand, a passive beamformer can be used to form orthogonal, radially-arranged
beams at zero energy cost, and minimal insertion loss. Such a beamformer can take the form of
a Butler matrix with a fixed number of beams, main lobe directions, and side lobe levels. The
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combination of a passive beamformer and switching means (such as CMOS switches) constitutes
a switched-beam antenna, which can be connected to any standard radio module in a manner
which is transparent to said module. Unlike the active option, a single such module is required.
While not being as dynamically flexible, this approach provides directive gain in the desired
direction and reduced interference. A switched-beam antenna is entirely passive, except for the
switches ; and if the latter are CMOS switches, they consume power only when switching. Thus,
the addition of a switched-beam antenna implies a negligible energy cost.

Several methods allow control of the radiation pattern in order to favor a desired direction,
including switched-beam networks, switched-line phase shifters, and phase shifter power com-
biner/splitter networks [1]. Switched-beam networks consist of a set of fixed directive patterns,
which can consist of individual directive antennas or a fixed beamforming network, and RF
switching means. The main idea is to select the appropriate beam that provides the maximum
gain to the communication link budget.

FIGURE 3.1 Switch-beam Network (reproduced from [1])

The switched-beam network of Fig. 3.1 is comprised of a fixed beamformer or beamforming
network as well as a switching network. In general, the beamforming network is a passive RF
circuit (such as a Butler matrix or Rotman lens) with a fixed number of beams. In Fig. 3.1, the
beamformer passively creates K directional patterns from an array of L antennas. The switching
network is designed to allow selection of any desired beam with minimal insertion loss. The
directional patterns at the output of the beamformer are created by passive phase shifts and
combinations of the input array ports.

Passive beamforming networks can be categorized as either lossy or lossless [1]. While there are
always some dissipative losses due to imperfections in components and materials, networks are
designated as lossless when their design is theoretically lossless if based on ideal components.
This is somewhat restrictive, however, since such networks have the same number of array and
beam ports, with all beams being orthogonal among themselves. When the air interface is a linear
array, the most common lossless passive beamformer is the Butler matrix [84], consisting of a
network of hybrids and fixed phase shifters which effectively forms radially-arranged orthogonal
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beams by performing a spatial Fourier transform. Lossy networks lift such restrictions since
beams do not have to be orthogonal and can be more numerous than the number of array ports.
The design of a lossy network with minimal losses is not a trivial task, yet remains entirely
feasible by starting from a lossless network design and terminating unused array ports with
matched impedances [1].

It is noteworthy that the inclusion of a switched-beam antenna in WSN nodes is not only energy
efficient at the RF level as discussed above, but also entails negligible computation burden at
the MCU. The only associated “task” consists in selecting the optimal beam and performing
the associated switching operation when targeting a specific node. Optimal beams for any target
node can be stored in table form in MCU memory and for a static topology, could be fixed at
the time of deployment. Even in a scenario with a slowly varying topology and / or propagation
environment that warrants periodic updates of the optimal beam table, such updates would not
need to be performed very often and are relatively easy to perform by simply measuring the
received power in turn on each beam when the target node is transmitting. This would typically
be performed through an exchange of messages in a periodic network discovery / calibration
phase. While such implementation details lie beyond the scope of this paper, it can be deduced
that the use of switched-beam antennas as described implies negligible energy consumption
and computational burden, especially given the fact that the energy budget of WSNs is largely
dominated by RF transmission and reception, and not computation.

3.6.4 MAC Protocols
Specific figures on the main sources of energy consumption in a sensor node will vary widely
depending on a number of architectural choices and application scenario variables. There are,
however, some general observations that can be made. In the vast majority of cases and prior
to any sort of optimization, the power consumed is likely to be largely dominated by the radio
with respect to the processor. A ratio of approximately ten to one seems fairly typical. Fur-
thermore, the radio receive function will consume more than the transmit function. This seems
counterintuitive, given that active transmission normally draws more power than active recep-
tion (as current consumption figures in radio chip data sheets illustrate). However, a sensor node
typically spends a lot more time listening to network activity than transmitting.

In general, sensor network MAC protocols alternate continuously from sleep to awake states,
where the duty cycle is tailored to minimize energy consumption. In [49], a comparative study
of sleep mode optimization is presented, focusing on three different MAC protocols (BMAC,
802.15.4 and RFIDImpulse) and two popular sensor node platforms (MicaZ and TelosB). The
RFIDImpulse MAC is unique, because of its reliance on an RFID tag, the ZT10, which is
connected to each sensor node. It operates in the 2.4 GHz band (and is therefore compatible
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with the sensor node radios), has a range of over 70 m, and can be used as a wake-up radio. In
idle mode, the ZT10 has a current consumption of only 0.2 µA, orders of magnitude below that
of any 802.15.4 radio chip in listening mode. And yet, it is able to receive a signal, recognize
its unique identifier, and wake up the rest of the node if there is a match. In their comparisons,
it was found that the deep sleep mode enabled by the ZT10 in RFIDImpulse lead to the lowest
energy consumption for a low traffic scenario. However, for high data traffic, 802.15.4 emerged
as the best. Indeed, in a head-to-head comparison of 802.15.4 with BMAC, 802.15.4 performs
better for high data rate scenarios.

In [68], a simulation framework has been developed for SHM systems. The framework operation
was demonstrated for 10 nodes, where ZigBee was used for communication between sensor
nodes and the gateway.

3.6.5 Duty cycling
It follows that the main target for energy optimization in many strategies leveraged in WSNs is
the listening or receive function. Strategies intended to minimize idle listening can be broadly
divided into three classes : scheduled rendezvous, asynchronous, and on-demand [69]. These can
be implemented as part of existing MAC layers designed for WSNs, or they may be implemen-
ted at the network layer, or any combination thereof. This paper does not consider on-demand
strategies because this approach requires specialized hardware (wake-up radios) which needs to
be designed and optimized for the specific RF parameters and application.

Scheduled rendezvous

In scheduled rendezvous, the network must somehow establish a wakeup schedule to ensure that
any given node is awake when it is required to receive a packet. This obviously requires the
network to be synchronized, which is not always an easy task to implement. It can also lead to
more collisions, since a set of nodes will wake up at the same time and many may try to send
data that has been accumulating.

TRAMA (TRaffic Adaptive Medium Access) [70] is a representative example of this approach.
A periodic superframe at the network level is divided into two periods : a random access and a
scheduled access period. During the former, a contention mechanism is used by nodes to reserve
a time slot in the latter. During the contention period, a rather elaborate mechanism is used to
assign ownership of slots, and nodes wishing to transmit advertise their intended destinations.
The latter, in conjunction with routing and neighbor information, implies that the network knows
at the start of the scheduled access period which nodes need to be awake during which slots.

Any scheduled rendezvous scheme will imply some measure of “wasteful” active time for the
nodes, i.e. active time not used to transmit or receive actual payload packets. In TRAMA’s case,
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this overhead is entirely captured by the random access cycle, during which all nodes need to be
awake and no useful data transfer occurs.

Asynchronous

Asynchronous schemes avoid the need for synchronization by implementing mechanisms that
guarantee that any pair of nodes wishing to communicate will be awake at the same time at some
point during a certain time period.

A popular and effective way to ensure this active overlap between any given pair of nodes is
to rely on periodic channel samplings. Schemes based on this notion are designated preamble

sampling MAC protocols [71] when they are transmitter-initiated.

In the preamble-sampling approach (also known as low power listening or LPL), potential re-
ceivers sample the channel periodically, according to a predefined check interval. A transmitter
then simply sends its packet, prepended by a long preamble. Since nodes are not synchronized,
the preamble duration is made longer than the check interval to ensure that the intended receiver
will detect it. It can then fully wake up and proceed to receive the payload once the preamble
is over. In this scheme, if the check interval is short, channel sampling becomes an important
source of overhead. On the other hand, if that interval is made longer, the preamble duration
becomes a dominant source of overhead.

Examples of transmitter-initiated schemes include B-MAC (Berkeley MAC), X-MAC [72], Wi-
seMAC [73] and TICER [74] (Transmitter Initiated CyclEd Receiver). Simulation results in this
paper focus on the most popular asynchronous MAC protocols, which are B-MAC and X-MAC.

a) B-MAC : As an asynchronous protocol, B-MAC [85] eliminates the processing and commu-
nication overhead for synchronization and scheduling, thus reducing the energy consumption of
the system. In B-MAC, each node wakes up periodically to check channel activity. The protocol
defines eight different check intervals (10, 20, 50, 100, 200, 400, 800 and 1600 ms), and each
check interval relates to one of its eight listening modes. Packets are sent with preambles which
are longer than the check interval to ensure all packets are heard by neighbors. After a node
wakes up and senses the medium for preambles, it returns to sleep if no activity is detected.
If a node wants to send a packet, it first sends a preamble. Subsequently, it proceeds directly
to transmission of one or more data packets and then goes back to sleep. It is noteworthy that
the preamble does not contain addressing information ; only data packets contain the intended
recipient’s address [49].

b) X-MAC : This protocol is a development based on B-MAC to address some limitations of
the latter. For example, in B-MAC, the entire preamble is transmitted without knowing whether
the receiving node awoke at the beginning of the preamble or at the end. In addition, all nodes
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receive both the data packet and preamble, which is costly in terms of energy consumption.
In X-MAC, the preamble has the same length as in B-MAC, but is sent as a series of short
bursts with pauses in between. The pauses are long enough to allow target nodes to send an
acknowledgement. Thus, a target node can notify the sender and interrupt preamble transmission
as soon as it is awake. Therefore, the transmitted preamble length is variable and will rarely reach
the maximum. Furthermore, the target node address is included directly in the preamble. This
allows nodes that are not targeted to go back to sleep as soon as the address field is received,
thus reducing idle listening time compared with B-MAC [72].

What is the justification for choosing asynchronous strategies instead of reservation-based (de-
terministic) approaches in WSN-based SHM? Contention-based (asynchronous) MAC proto-
cols generally make better use of the network resource and have a short network delay. However,
this advantage will vanish in scenarios where the node density and / or the offered traffic is very
large as the number of collisions will grow. Furthermore, new nodes wanting to join the network
in such a context will just increase the packet collision rate further [86]. However, in bridge
SHM, the density of nodes is moderate and there is no node mobility. In spite of the unbounded
delay and poor performance of contention-based protocols in dense networks [87], they can in
less constrained situations substantially increase sleep time thus leading to lower node energy
consumption [88].

In general, real-time applications require guaranteed access to the channel and have strict requi-
rements of quality of service (QoS) (e.g. end-to-end delay and packet loss ratio), which can be
satisfied by contention-free protocols in some applications (where traffic and density are reaso-
nable) but a high level of coordination is necessary [87]. However, in a WSN-based SHM system,
real-time operation is not a hard requirement for a long-term monitoring objective. Furthermore,
in infrastructure-based WSNs, a reservation-based MAC protocol can enforce QoS thresholds
at the cost of a less efficient radio resource usage. On the other hand, contention-based MAC
protocols are more efficient and flexible in terms of resource sharing in bursty traffic [89], but
break down rapidly when the network is congested due to repeated collisions. Thus, hybrid re-
servation / contention approaches may be warranted in certain cases. The present work does not
explore this avenue as the focus is the joint behavior of the MAC protocol and switched-beam
antenna, not the in-depth exploration of MAC protocol design.

3.7 Analytical Model for energy consumption
Switched-beam smart antenna techniques are investigated as a means to reduce energy consump-
tion in combination with intelligent power management at the node and a given MAC protocol.
Unfortunately, specific energy consumption figures are difficult to find in the open literature.
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In order to assess the energy budget in a rigorous way, the energy consumption for each sub-
system and operating mode is determined according to the energy model detailed below [49].
Once such figures have been obtained from simulation, it becomes possible to quickly estimate
energy consumption in any given scenario. This could be done by postulating state machines re-
presenting the various states of a node (transmit, receive, sensing, sleep, etc.). Given that energy
consumption in each state can be characterized, it should then be possible for a given scenario,
through analysis and / or simulation, to derive state transition probabilities. Once this is done, a
complete model of dynamic energy consumption is available.

The model below derives energy consumption figures for a given observation period or window.
This can be done e.g. as in [49], where a periodic sampling application was assumed and the
observation window was made to correspond to the sampling period. In comparison, the model
here is somewhat reformulated to make it more precise as well as more general. For instance,
the energy consumption of the MCU and the radio has been fully decoupled, taking into account
the fact that one or the other can be in any of 4 modes at any given time. Furthermore, we have
assumed that more than one low-power mode can be used in any given scenario.

Microcontroller Unit (MCU) Energy

The microcontroller unit is often disregarded during energy consumption analyses of WSNs.
This is done based on two assumptions : 1- all nodes are assumed to have identical MCUs,
therefore its inclusion is irrelevant to relative comparisons ; 2- the MCU consumption is assumed
negligible with respect to the radio. However, as it is relevant to compare energy figures across
WSNs which have different underlying node technologies, and therefore MCUs, assumption
1 does not hold. Furthermore, since in typical WSN operation, MCUs are typically NOT in
their lowest consumption state, assumption 2 is also questionable. Indeed, depending on the
expected idle interval, the cost and time required to come out of sleep or deep sleep mode may
be prohibitive.

However, the MCU power consumption portrait is not simple. Modern low-power MCUs may
have up to four basic modes (e.g. deep sleep, sleep, idle and run) with power drain being further
dependent on whether certain peripherals are kept on or off (such as the watchdog timer or real-
time clock). Each of the first three modes has different delay and energy requirements associated
with “waking up,” i.e. the transition to run mode. For example, waking up from deep sleep
requires power ramp-up and stabilization for various peripherals, as well as possibly having to
restore active program data from some long-term backup memory.

Assuming for the time being (as is implicitly done in [49]) that “standby” is the most relevant
low-power mode, we can define energy consumption of the MCU in standby mode over a certain



3.7. ANALYTICAL MODEL FOR ENERGY CONSUMPTION 45

observation window as follows :

E1
mcu = t1mcu × I1mcu × Vmcu, (3.1)

where t1mcu is the total time that the MCU is in standby mode during the observation window,
I1mcu is the consumption current of the MCU while in the said mode, and Vmcu is the MCU’s
operating voltage. It should be noted that in [49], E1

mcu is designated Eoff
mcu. The notation was

changed here to emphasize the existence of multiple low-power modes and avoid any confusion,
where the index 1 represents the fact that standby is the first of multiple low-power modes
available, as detailed below.

The MCU energy consumed while in run mode is given by

Erun
mcu = trunmcu × Irunmcu × V, (3.2)

where trunmcu is the total time the MCU is in run mode, and Ionmcu is the consumption current of
MCU in said mode.

It follows that the total MCU energy consumption over the observation window is

Emcu = E1
mcu + Erun

mcu, (3.3)

where it is assumed that sleep and deep sleep modes have negligible impact. However, the rela-
tion could easily be generalized to take them into account.

Listening Energy
Listening energy corresponds to the energy expended by the radio when it is not sending nor
receiving, but monitoring the channel. For preamble-sampling (LPL) approaches, the listening
energy is given by

Elisten =
TW

TCK

× tNon × Ilisten × Vradio, (3.4)

where TW is the length of the observation window, TCK is the check interval, tNon is the to-
tal time during which the node is on, Ilisten is the current consumption of the radio in listen
mode, and Vradio is the radio operating voltage. Similar equations can be derived for other MAC
schemes, and some examples are provided in [49].

Transmission Energy
The transmission energy is defined as the energy consumed by the radio for the task of transmit-
ting packets, including overheads (preamble, coding bits, etc.). We have

Etx = Ptx × Pl × tB × Itx × Vradio, (3.5)
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where Ptx is the number of packets that are sent at the node during the observation window, Pl

is the length of the packet in bytes, tB is the time to send one byte to the radio and Itx is the
current consumption of the radio in transmission mode.

Receiving Energy

The reception energy can be defined as the energy consumption of the component for receiving
the packets and their associated control overhead on the radio. At any time, the reception energy
can be expressed as follows :

Erx = Prx × Pl × tB × Irx × Vradio, (3.6)

where Prx is the number of packets that was received at the node, and Irx is the current consump-
tion of the radio in reception mode.

Sleeping Energy

The sleeping energy can be defined as the energy consumption of the MCU or the radio when
either is in some low-power mode. Thus, the overall energy expended by both components in
low-power modes over one window is given by

Esleep =
3∑

α=1

tαmcuI
α
mcuVmcu +

3∑
α=1

tαradioI
α
radioVradio, (3.7)

where tαmcu is the total time spent by the MCU in mode α, Iαmcu is the current consumed by the
MCU in mode α, tαradio is the total time spent by the radio in mode α, and Iαradio is the current
consumed by the radio chip in said mode.

Switching Energy

The switching energy is defined as the energy consumption for switching between different
states of the radio such as active, idle, sleep, and deep sleep modes, or for switching between
equivalent states of the MCU. Assuming three low power modes and identifying them with a
number in order of decreasing consumption, we have 1- idle, 2- sleep, and 3- deep sleep.

The energy consumed in switching the radio from low power mode α (where α is 1, 2 or 3) to
active mode is given by

eαradsw =
(Iactiveradio − Iαradio)× Tα

radio × Vradio

2
, (3.8)

where Iactiveradio is the current consumed by the radio in active mode, Iαradio is the current drawn
by the radio in low-power mode α, and Tα

radio is the time required for the radio to transit from
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low-power mode α to active mode. For the sake of simplicity, the current is assumed to ramp up
in linear fashion between mode α and active mode.

Likewise, the energy consumed in switching the MCU from one of the three low-power modes
to run mode is given by

eαmcusw =
(Irunmcu − Iαmcu)× Tα

mcu × Vmcu

2
, (3.9)

where Irunmcu is the current consumed by the MCU in run mode, Iαmcu is the current consumption
of the MCU in mode α, and Tα

mcu is the time required for the MCU to transit from mode α to run
mode. This does not, however, factor in the cost in time and energy of any specific operations that
the MCU needs to perform when exiting sleep or deep sleep modes. These are highly system-
specific and can be factored in once such system details have been defined.

The overall switching energy consumed during a window is given by

Eswitch = Eradsw + Emcusw, (3.10)

where

Eradsw =
3∑

α=1

Nα
trraderadsw, (3.11)

Emcusw =
3∑

α=1

Nα
trmcuemcusw, (3.12)

and Ntrrad is the number of transitions between mode α and active mode for the radio during the
window, and Nmcusw is the number of transitions between mode α and run mode for the MCU.

Overall Energy

The overall energy consumption of each sensor node, given a certain MAC strategy, is the sum
of the above energy components, i.e.

Enode = Emcu + Esleep + Elisten + Eswitch + Etx. (3.13)

3.8 System Model
Consider a bridge deck of width w and arbitrary length. Sensor nodes are randomly and uni-
formly distributed over the surface of the deck, thus adopting a quasi-linear topology. Without
loss of generality, all nodes are assumed to be at a constant height above the deck. Cluster heads
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are placed at regular intervals along the centerline of the deck. The distance between two adja-
cent cluster heads is denoted dc. All leaf (sensor) nodes are assigned to the nearest cluster head.
Sensor nodes forward their data directly to their respective cluster heads, while the set of cluster
heads forms a linear multi-hop network which routes data to a data sink, referred to here as
“acquisition station”. The latter may be situated near the center of the bridge or at either end.
Alternatively, two acquisition stations can be positioned at both ends of the bridge, thus reducing
latency and increasing throughput.

Clustering is advantageous in this application. Indeed, with cluster heads being more compu-
tationally powerful and without energy constraints (they are assumed, unlike sensor nodes, to
to have access to wired power), they can preprocess the data in order to limit the overall data
volume and the distance that raw data must travel [4]. Thus, since we are concerned mainly
with energy efficiency, the multi-hop portion of the network will not be studied here and our
simulations will be restricted to a single cluster.

seen from top

Bridge deck

w

dc

(a)

station
...

Cluster heads

Leaf nodes

...

station
Acquisition Acquisition

(b)

FIGURE 3.2 (a) Physical topology and (b) network topology of bridge SHM sensor

network

The radio range of sensor nodes is assumed to be on the order of 100 m. This corresponds to
the practical coverage of typical 802.15.4 radios [90]. Thus, the inter-cluster-head distance dc

should be no more than 100 m. When a sensor node and a cluster head attempt to communicate,
their antenna beams must overlap in space. With a quasi-linear topology, the link can be assumed
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initially to be a directed connection between the nodes and cluster head. Each sensor node’s
energy consumption is determined during simulation according to (3.13).

3.9 Simulation framework
System setup and maintenance costs can be reduced by selecting a low-cost sensor and MCU,
as well as implementing innovative techniques to maximize network lifetime while maintaining
a high degree of reliability. Global power consumption of the system will be tackled mainly at
the lower protocol layers.

One candidate radio chip for low-power WSNs operating in the 2.4 GHz band is the AT86RF231.
Its transmit and receive powers are comparable with that of other best-in-class ultra-low-power
radio chips, and it has an extremely low current consumption in sleep mode (0.02µA). The
current consumption during transmission is a function of the transmit power, the latter being
configurable between -17 and +3 dBm. The transmit power can be set at 16 different levels
through a register in the chip. While the data sheet reports current consumption at only the
extreme points of the range (-17 and +3 dBm), measured current consumption for all 16 levels
are reported in [31].

Table 4.1 summarizes all the simulation parameters that are specified for each protocol. Also,
after careful review of the available components and subsystems, the main system components
selected for sensor node simulation are listed in Table 4.2. The geometry of all simulations is
based on a bridge deck section 15 m wide and 100 m long. This represents a bridge deck section
corresponding to a single cluster on an arbitrarily long bridge, and is equivalent to having w = 15

m and dc = 100 m in Fig. 3.2.

Node simulation has been performed with the Omnet++ simulator, augmented by the Inet fra-
mework. Simulation runs were performed to observe the effect of various parameters, including
omnidirectional antenna, directional antenna with different beamwidths, duty cycle, number of
nodes, MAC protocol and packet length. Of particular interest is the effect of duty cycle on the
network PDR with BMAC and XMAC. The simulated time duration of all simulation runs is
3 hours. In some cases, presented results are averaged over a number of simulation runs. Thus,
the averaging is performed over time as well as physical topology, since the node positions are
different and randomly generated in each run. In this manner, 5 simulation runs were performed
in producing Figs. 3.3–3.6, while Fig. 3.9 is averaged over 20 runs.

The beam pattern of the switched-beam antenna is modeled using a cosine shape, widely consi-
dered to be a good and convenient approximation for a generic directional antenna pattern. In this
work, the beam is selected statically according to the maximum gain towards the cluster head. In
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Protocol Parameter Value/Types Units
All Supply voltage Vmcu = Vradio 2.5 V

Radio receive current Irx 13.8 mA
Radio listen current Ilisten 10 mA
Transmit listen current Itx 6.5 mA
Radio deep sleep current I3radio 0.02 µA
Radio sleep current I2radio 0.09 µA
Radio idle current I1radio 0.25 mA
MCU (run) current Irunmcu 1.16 mA
Packet payload 10 Bytes
Queue Buffer Length 20 packets
Maximum transmission attempts 2 retries
Maximum distance between nodes 20 m
Maximum distance between nodes and
cluster head

100 m

Simulation Scenario duration 3 hours
SNIR Threshold -8 dB
Signal Model Rayleigh Fading
Antenna type (directional) Cosine
Antenna type (Omni-directional) Isotropic
Antenna Beam-width 45, 90, 180 degrees
Antenna Maximum Gain 3 dB
Radio Carrier Frequency 2.45 GHz
Radio Bandwidth 2.8 MHz

B-MAC Bit rate 25000 bps
Slot Duration 1 s
Check Interval 0.01 s

X-MAC Bit rate 25000 bps
Slot Duration 1 s
Check Interval 0.01 s

TABLE 3.1 Simulation Parameters

Unit block Hardware Equipment
Sensor nodes MCU MSP-EXP430FR5994

Communication transceiver AT86RF231

TABLE 3.2 Main components selected for sensor node simulation

real system operation, however, the antenna system would determine in turn the strength of the
signal from all beams and select the beam with the highest signal strength. Furthermore, there
are many known techniques at the system level for low power beam switching based on a Butler
matrix [84].
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Our simulations model multipath fading according to the Rayleigh model. This is an appropriate
model given that a bridge environment is fairly cluttered and unobstructed lines of sight cannot
be assumed to exist between every pair of nodes [28–30]. They may exist in a few links, but
this is highly dependent on multiple physical details, such as the type of bridge structure, the
positioning of nodes, and the antenna configurations. Nonetheless, Rayleigh fading remains an
appropriate choice since it is more general and constitutes a worst-case scenario in any case.

3.10 Performance Evaluation
The primary focus here is to study optimal energy management through a combination of in-
novative switched-beam smart antenna techniques at the nodes and optimized management of
low-power modes in both the MCU and the RF chip. Routing and MAC layer design are not the
primary focus, but the interaction between switched-beam techniques and the MAC protocol is
of interest.

To measure the effect of duty cycle on the performance of transmitter-initiated asynchronous
MAC protocols, simulations were initially performed for a 4-node cluster. The effect of the duty
cycle ratio on different metrics can be seen in Fig. 3.3. For both B-MAC and X-MAC, a rise
in duty cycle leads to a rise in PDR until a certain saturation point. It is noteworthy that the
PDR improvement is more progressive for B-MAC than X-MAC since the latter saturates early
(near 2% duty cycle with a PDR above 90%). In addition, when the beamwidth increases, the
PDR also increases in both MACs. It is noteworthy that when the duty cycle is between 8% and
9%, the PDR rises to the highest possible point in all cases (i.e., all types of antennas) for both
protocols. When the omnidirectional antenna is used for BMAC, the PDR surpasses that of the
other antenna types for duty cycles above 5%. Indeed, the use of a directional pattern coupled
with the long uninterrupted preambles of BMAC exacerbates the hidden terminal problem. In
fact, the use of directional patterns is known in general to aggravate the hidden terminal problem,
regardless of protocol. This is because when a node is transmitting to another, nodes that are
not within the radiated beam will be unable to detect channel activity and may thus attempt
transmission simultaneously, thus leading to a collision. This problem is exacerbated further
with BMAC since the full preamble is always sent, thus occupying the channel for a longer
period of time.

The change in the duty cycle ratio significantly affects the average power consumption (APC)
which can be seen in Fig. 3.4. The average power consumption has been calculated according to
the energy consumption model of Section III, and averaged over 5 simulation runs of 3 hours.
The APC for X-MAC is on the order of two thirds that of B-MAC at the same beamwidth when
the duty cycle is 8% or more. This is because, in B-MAC, the entire preamble is transmitted
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FIGURE 3.3 Effects of the duty cycle ratio on the network’s PDR.

regardless of whether the receiving node is awake at the onset of the preamble or later. X-
MAC, on the other hand, allows the receiving node to preemptively terminate the preamble
transmission thanks to its bursty structure. Furthermore, the inclusion of the destination address
early in the transmission allows non-targeted nodes to go back to sleep quickly. In general, it can
be observed that the APC with beamwidths of 90◦ and 180◦ is almost the same. This is expected
since the PDR is similar in both cases.

To observe the effect of varying the antenna beamwidth on the network’s PDR, we set up a
simulation scenario based on a cluster of 7 nodes. The duty cycle is assumed to be 8% since,
as per the previous discussion (Fig. 3.3), it is obvious that the PDR is maximum for a 4-node
cluster when the duty cycle is between 8% to 10% for both MACs.

Figure 3.5 shows that the APC shrinks as the beamwidth gets smaller for both protocols. X-
MAC, however, which is already more power efficient in general, sees only a slight improvement
at a beamwidth of 45◦ with respect to omnidirectional in this scenario. These results correspond
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FIGURE 3.4 Total energy per sampling period by the most energy-demanding

node as a function of antenna beamwidth and duty cycle with a cluster size of 4.

to the most energy-demanding node in the cluster. The PDR (see Fig. 3.6) is likewise slightly
improved with directional antennas for X-MAC, although there was already little room for im-
provement (PDR of roughly 88% in the omnidirectional case). On the other hand, the PDR for
B-MAC is significantly reduced as the beamwidth shrinks due to hidden terminal effects (as
noted earlier).

Next, we consider clusters of 4, 7, and 10 nodes and determine the energy consumed during one
sampling period. Specifically, the energy consumed by the most energy-demanding node in each
cluster was derived given a beamwidth of 90◦. This beamwidth was chosen because according
to Fig. 3.6, it provides the highest PDR with a reduced energy cost (see Fig. 3.5). Specifically, to
find this optimal beamwidth, we considered the tradeoff between PDR and APC where the PDR
for both 90◦ and 180◦ is almost identical (and above 90% in the case of XMAC, as shown in Fig.
3.6) while it is inferior for the two other considered patterns. However, the power consumption
is higher with 180◦ than 90◦. Thus, it can be concluded that 90 degrees is the optimal pattern in
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FIGURE 3.5 The overall average power consumed by the most energy-demanding

node for various antenna beamwidths and a cluster size of 7.

terms of both PDF and APC. Furthermore, in this scenario, every sensor node sends a packet to
the cluster head once per sampling period. Simulations were performed for a simulated time of
3 hours for sampling periods of 0.6, 1, and 2 seconds.

As shown in Fig. 3.7, we observed that the directional antenna with different sampling periods
performs in a significantly different way in terms of power consumption. The average power
consumption is higher when each packet is sent every 0.6 s, which is expected due to a hi-
gher number of packets being sent from the nodes at the same time and received by the cluster
head. Moreover, Fig. 3.7 also shows that if the number of nodes increases, the average power
consumption increases as is expected. This is due to more nodes trying to communicate to the
cluster head, leading to collisions, which are followed by random exponential back-off delay
before attempting retransmission.
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FIGURE 3.6 Effect of beamwidth on the packet delivery ratio (PDR)

The energy consumption picture becomes clearer when observing the allocation of energy for
each case according to the energy model postulated in Section II. The said allocation is illustrated
by the pie charts of Fig. 3.8. The Esleep for a lower sampling period (0.6 s) is less for both MACs
due to less time spent in sleep mode as packet frequency rises. It can be seen that a sampling
period of 2 seconds requires 4.3 mJ with XMAC (see Fig. 3.7) where Emcu accounts for 44%,
Eswitch accounts for 23%, Elisten for 24%, Etx for 7% and Esleep for 2% when 7 nodes are
considered. On the other hand, BMAC at a sampling rate of 2 seconds consumes approximately
7 mJ (see Fig. 3.7) where Emcu accounts for 39%, Eswitch for 34%, Elisten for 12.5%, Etx for
12% and Esleep for 2.5%.

For BMAC, the yellow slice (Elisten) becomes dominant when the sampling period is reduced.
On the other hand, the blue slice (Eswitch) becomes dominant with BMAC as the sampling
period is increased. Both trends are not as pronounced with XMAC. Such a detailed energy
breakdown analysis may assist in selecting hardware components in the process of designing
the node architecture.
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FIGURE 3.7 Energy per sampling period by the most energy-demanding node for

sampling periods of 0.6, 1 and 2 s.

20 sets of node positions were used because of the length (3 hours of simulated time) of each
run in producing the results captured in Figs. 7 and 8.

The effect of antenna beamwidth on the network’s PDR is shown in Fig. 3.9. The PDR reaches
maximum values of 96% and 98% when the beamwidth is 90◦ and 180◦, respectively, for X-
MAC with a cluster size of 4. On the other hand, the PDR reaches approximately 73% and 75%
for beamwidths of 90 and 180 degrees, respectively, for B-MAC.

To measure the effect of PDR on a different number of node metrics, we considered clusters
of 4, 7 and 10 nodes for both MACs with a directional and omnidirectional antenna. As shown
in Fig. 3.10, the number of nodes significantly affects the PDR, as could be expected. When
the number of nodes increases, the PDR decreases. When observing the energy per sampling
period, the most energy-demanding node in each cluster is considered with both directional and
omnidirectional antennas.
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FIGURE 3.8 Energy per sampling period of each subsystem by the most energy-

demanding node for sampling periods of 0.6 and 2 s with a cluster size of 7.

Fig. 3.11 shows that when the number of nodes increases, the energy per sampling period in-
creases as expected. This is due to more nodes trying to communicate to the cluster head, resul-
ting in collisions and re-transmissions.

Fig. 3.12 studies the variation in PDR as a function of sampling period and antenna beamwidth,
in the same spirit as in Fig. 3.7, i.e. each node sends one packet per sampling period to the cluster
head and simulated time is 3 hours. We observed that the PDR rises with the sampling period
up to a saturation point. The lower PDR values for small sampling periods are due to increased
numbers of collisions. For both MACs, it can be observed that the PDR starts suffering when
the sampling period drops below 1 s since the probability of collision becomes significant at that
point.
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FIGURE 3.9 Effect of antenna beamwidth on the network PDR when nodes are

randomly and uniformly distributed and the cluster size is 4.

The highest PDR is achieved when the directional antenna is used. Moreover, a PDR of 98%
is achieved with a sampling period of 1 s and a beamwidth of 180◦ for X-MAC with 4 nodes.
Furthermore, the PDR is also very close to the highest PDR when the beamwidth is 90◦.
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FIGURE 3.10 Effect of antenna beamwidth on network PDR when nodes are ran-

domly and uniformly distributed across the length and width of the structure

While the beamwidth does not significantly affect the PDR, it does affect the energy consump-
tion, as shown in Fig. 3.13. The average power consumption is higher for a beamwidth of 180◦

compared to lower beamwidths for both MAC protocols. Naturally, the average power consump-
tion rises with the packet rate. Moreover, as the network becomes saturated and the number of
collisions rise, the directional antennas perform increasingly better energy-wise with respect to
omnidirectional. Indeed, the antenna directivity limits the effective number of collisions since
a potentially colliding packet coming from a different direction can be nulled by the antenna
pattern.
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3.11 Conclusion
This paper presented a system-level study of the impact of introducing switched-beam anten-
nas in a wireless sensor network in a bridge structural health monitoring (SHM) application.
Since energy efficiency is a key constraint in this type of application, a detailed energy model
was postulated. Lengthy simulations were performed for various cluster sizes and two asyn-
chronous MAC protocols (B-MAC and X-MAC) with and without switched-beam antennas. It
is clearly observable from the numerical results that inclusion of a directional antenna leads to
lower energy consumption without requiring customization of the MAC scheme. The directio-
nal antenna has some impact on the network behavior in relation with the duty cycle. While the
energy advantage remains, it was found that B-MAC is not as well suited to directional antennas
since the PDR becomes worse than with omnidirectional antennas when the duty cycle is higher
than 5%. Thus, for X-MAC, it was found that a switched-beam antenna with a beamwidth of
90◦ offered the best overall performance in terms of both PDR and average power consumption.
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CHAPTER 4

GaAs-based solar energy harvesting with switched-
beam antenna techniques.

4.1 Introduction
This article contributes to the thesis by demonstrating two distinct but interrelated aspects :
GaAs based solar energy harvesting with switched-beam antenna strategies. The main contribu-
tion of this paper consists in investigating efficient solar energy harvesting as a solution to the
limited battery energy problem of large bridge SHM by leveraging the acceptable efficiency per-
formance under low light intensity of GaAs. The simulation model includes the residual energy
capacity with GaAs-based solar energy harvesting of actual selected components (microcontrol-
ler, radio interface chip). It does not rely on custom-built simulation engines, but rather on the
Omnet++ for sensor node simulation and the Silvaco Atlas semiconductor modelling simulator
which was used to simulate GaAs solar cell.

A simulation model is used to conduct a comparative study of the directional and omnidirectio-
nal antenna with asynchronous MAC protocols. The overall energy harvesting from GaAs based
solar cell (1 cm × 1 cm) is 0.026 J per second under one sunlight.
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4.3 Abstract
The structural health monitoring (SHM) of bridges with wireless sensor networks (WSN) is
addressed by leveraging two distinct but interrelated aspects : GaAs-based solar energy harves-
ting and switched-beam antenna strategies in combination with asynchronous MAC protocols.
The joint optimization of solar energy harvesting and switched-beam directional antennas at the
nodes is considered and compared with an equivalent omnidirectional antenna network. To ad-
dress the limited energy budget in battery-based sensor nodes which is a serious limitation in
long-lived applications such as bridge SHM, an efficient solar harvesting solution is put forth
based on the good performance of GaAs cells even under low light conditions. Given the current
state of the art in GaAs cells, single-junction cells were selected due to the cost of double or
triple-junction versions. The simulation model includes the residual energy capacity with GaAs-
based solar energy harvesting of actual selected components (microcontroller, radio interface
chip). The model was implemented on top of the Omnet++ and Silvaco Atlas simulator. The
comparative study in this paper provide a insights into realistic bridge SHM sensor networks,
leveraging solar energy harvesting and switched-beam antennas.

4.4 keywords
Structural health monitoring (SHM), wireless Sensor Network (WSN), energy harvesting, GaAs,
single-junction solar cell, switched-beam antennas, sensor networks, BMAC, XMAC, residual
energy capacity.

4.5 Introduction
It is well known that wireless sensor networks differ from other computing platforms in that 1-
they typically require a minimal amount of computing power at the nodes ; 2- it is often desirable
for sensor nodes to have radically low power requirements. The main benefit of the approaches
put forth in this paper is a substantial network life extension before batteries need to be replaced
or, alternatively and under certain conditions, the capability of indefinite continuous operation
strictly from harvested energy. In the context of SHM, battery replacement is particularly pro-
blematic since nodes can be situated in locations that are difficult to access. Furthermore, any
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intervention on a bridge may disrupt normal bridge operation, e.g. traffic may need to be hal-
ted. Other challenges in the SHM context include the large amount of data which continuously
needs to be collected, tight synchronization requirements, ease of deployment and configuration,
as well as sensor placement optimization.

Energy harvesting [12] constitutes a potential solution to energy consumption issues, having the
potential to prolong battery life nearly indefinitely (aside from chemical degradation), or even
to eliminate the need for a battery altogether. Energy sources targeted for harvesting include
mechanical vibrations [14], wind [15], and solar [12, 13].

The efficiency of vibration harvesting is on the order of 25-50%, which is even higher than
photovoltaic, but the density of available energy does not rival that of direct sunlight. A novel
wireless sensor system was presented in [16] which harvests vibrations in a bridge structure
created by passing traffic, which is then converted into usable electrical energy by means of a
linear electromagnetic generator. The system is capable of harvesting up to 12.5 mW of power
in the resonant mode with a frequency of excitation at 3.1 Hz. The originality of the system
also resides in the tight integration of the power generator and the smart algorithm for energy
conversion, which dynamically alternates between a low-power mode and an impedance mat-
ching mode. In [17], a magnetic shape memory alloy-based self-powered sensor system for
structural health monitoring of highway bridges has been proposed which consists of an energy
harvesting material, power conditioning circuitry, a sensor, an analog-to-digital converter, and a
wireless transmitter. The material used for energy harvesting is the NiMnCoIn magnetic shape
memory alloy (MSMA), which converts mechanical vibrations first into a magnetization change
and then, with assistance from a pick-up coil, into an alternating current (ac) output, which is
costly in terms of implementation for WSNs.

Photovoltaic solar cells constitute possibly the most mature and one of the most efficient forms
of energy harvesting. Nonetheless, they are less than ideal for bridge sensors [13] which often
need to be located in places with extremely low light intensities. Solar cell energy harvesting
under low light conditions is significant both scientifically and commercially since solar cell
components are characterized for operation under direct or near-direct sunlight. In reality, solar
cells operate mostly at light intensities lower than the so-called standard test condition (STC)
[91]. In spite of this, very little research has been carried out for solar cells in terms of specific
applications requiring operation at low light intensity. Natural outdoor sunlight is known to have
a daytime intensity range between 100 and 1000 W/m2 [91, 92]. Around dusk and dawn, the
light intensity falls below 100 W/m2.
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In a real SHM scenario, sunlight is often indirect. For continuous operation throughout the night
and other low light level periods, the harvesting device must be complemented by an energy
storing device which is typically either a battery or capacitor. GaAs solar cells were selected
because their external quantum efficiency (EQE), and power conversion efficiency are high en-
ough to power a simple SHM sensor node with a moderate panel size, even in low-light envi-
ronments [93].

Smart antennas can adjust their effective spatial pattern dynamically. For instance, a smart an-
tenna can simultaneously maximize the gain in some directions and minimize it in others. Sen-
sor network nodes can decrease radio power consumption in receive and transmit operations by
intelligently exploiting the directivity of smart antennas. The directive gain offered by smart an-
tennas in the desired direction is akin to “free” amplification. Therefore, they can lead to drastic
energy savings compared to omnidirectional antennas [32].

Smart antennas often take the form of adaptive antenna arrays capable of fully adaptive beam
control. When used in reception, such arrays comprise a number of antenna elements, where
each element’s signal is adaptively weighted and phase shifted before they are all combined to
yield the desired output. This chosen set of phase shifts and weights forms a precise antenna
pattern, with one or more main beams which favor the desired signal. Such beamforming can
be realized in either the analog or digital domains. In analog beamforming, RF components
(e.g., phase shifters, delay lines, attenuators, and combiners) are used to create dynamic pat-
tern adjustments. Conversely, in digital beamforming, a complete RF chain (amplification and
down-conversion) in each branch (for each antenna element) is implemented, followed by an
A/D converter. After that, a digital signal processor combines the digital outputs using one of
many algorithms [33]. A switched-beam antenna is simpler to implement and control than a
beamforming smart antenna, yet provides much of the same benefits. It comprises a set of fixed
beam patterns (realized with individual directive antennas in most cases), and one of the beams
is chosen by switching means at a given instant.

This paper investigates GaAs solar cell performance in conjunction with switch-beam directional
antennas and two different suitable MAC protocols for SHM, with the aim of proposing an
indefinite energy solution when realistic environment constraints are taken into account. The
resulting main contributions of this paper are as follows :

– The performance of GaAs single-junction solar cell harvesting is characterized in the
context of large bridge SHM.

– The required energy level for operation is determined in a realistic environment while
maximizing residual energy at the nodes.
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– Residual energy capacity is characterized for switched-beam-antenna-based sensor net-
works over a range of beamwidths and under various levels of light concentration, while
an equivalent omnidirectional-antenna-based network constitutes a baseline benchmark.
The minimum required number of GaAs solar cells (1cm × 1 cm) per node is determined,
which allows continuous operation of all nodes in a realistic SHM environment.

The remainder of this paper is organized as follows. Section II presents background and rela-
ted work. Section III describes the system model. Sensor node modeling and solar cell design
are presented in the same section. The simulation framework is presented in Section IV. Subse-
quently, a comparative study of residual energy figures for sensor networks with switched-beam
and omnidirectional antennas is provided in Section V. Finally, a conclusion is drawn in Section
VI.

4.6 Background
4.6.1 Solar Cell
Most research on solar cells focuses on improving cell efficiency under high concentrated light
intensity (number of suns greater than one) or complex cell designs, such as multiple junctions
[94]. Indeed, research on the use of GaAs cells under high light concentration (i.e., more than one
sun) dates back decades [95]. However, there is relatively little research investigating efficiency
at lower light intensity [96] with a simple single-junction cell structure. Improving solar cell
efficiency under low light intensity is highly relevant in many industrial applications [91]. It
has been reported in 2020 that the maximum efficiency of GaAs-based single-junction solar
cells under a concentration of one sun is (25.1 ± 0.8)% [94]. A comparative study of GaAs
and CdTe solar performance under low-intensity light irradiance is presented in [96], where the
maximum recorded efficiency is 19% under 0.1 sun (low light intensity) and 22.9% under 1 sun
concentration. The behavior of GaAs solar cells under high intensity light has been extensively
studied. A thin-film GaAs cell design is presented in [97], where an efficiency of 26.1% was
reported.

4.6.2 Switch-beam Antenna
An adaptive antenna array, comprising a set of antenna elements where each element’s signal
experiences a programmable phase shift and gain, has the capability of dynamically synthesizing
a pattern to maximize the gain in certain directions. While this provides very flexible control of
the resulting pattern, it is a relatively complex and bulky approach for integration into low-
cost and power-limited sensor nodes. Switched-beam antennas, comprised of a number of fixed
directive antennas and switching means, provide a simpler method to enable pattern control
and directive gain. Such a device can be leveraged to reduce radio power consumption in both
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receive and transmit operations. Indeed, the correct choice of beam pattern maximizes the power
transfer in the desired direction, thus providing a significant energy advantage with respect to an
omnidirectional antenna [32].

The effect of using switched-beam antennas in an indoor 802.11a WLAN was assessed in a
simulation study [37]. The antenna subsystems provide 4 radial beams which together span 180
degrees. These beams are generated by a linear array of 4 omnidirectional antennas which feeds
a Butler matrix [83]. At a BER of 10−3, the switched-beam antenna led to a SNR gain of 2 dB in
line-of-sight (LOS) scenarios and 6 dB in non-line-of-sight (NLOS) scenarios. Beam selection is
performed through a PIN-diode-based RF switch driven by a microcontroller. The study revealed
that the directive antenna pattern decreases RMS delay spread, which in turn leads to less severe
frequency-selective fading. As a result, performance improves. In [36], a switched-beam antenna
design is proposed and integrated into WSNs operating in the 2.4 GHz band specifically to
extend battery life at the nodes. The antenna system comprises a switching circuit and 4 antenna
subsystems. Each subsystem is an array of two L-shaped quarter-wavelength slot antennas. The
antenna subsystems are radially arranged 90 degrees apart to cover the whole azimuth plane. A
beam can be generated pointing towards any of 4 directions in 90◦ increments by feeding the
two slot antennas of any given subsystem. Similarly, it is possible to generate another set of 4
patterns with a 45-degree offset from the preceding one by feeding two adjacent slot antennas
in adjacent subsystems. Therefore, a total of 8 patterns with beam directions 45◦ apart from
each other can be generated. The half-power beamwidth (HPBW) was determined to be around
70 degrees from the antenna prototypes measurements. Experimental results proved that power
savings are possible with a similar antenna system with respect to an omnidirectional antenna.

4.6.3 MAC Protocol
What is the justification for choosing asynchronous strategies in WSN-based SHM where in
some cases reservation-based techniques could also be effective? Contention-based MAC pro-
tocols ensure more efficient use of the network resource. Additionally, the network delays are
shorter. However, the number of collisions can become problematic if the node density and / or
traffic density is high. This causes high energy consumption and latency due to multiple retrans-
mission attemps. Moreover, new nodes trying to enter the network will lead to a higher packet
collision rate [86]. However, the nodes are neither moving nor are they highly dense in bridge
SHM. Despite having longer delays and low performance in dense networks [87], contention-
based MAC protocols can save energy at the node by increasing its sleep time [88]. Usually,
guaranteed access to the channel is a requirement of real-time applications [87] (such as some
forms of SHM). In addition, their quality of service (QoS) requirements is very high (e.g., end-
to-end delay and packet loss ratio) [87]. Although end-to-end delay and packet loss ratio require
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a high level of coordination, they can be satisfied by contention-free protocols in some appli-
cations [87]. Tight real-time constraints are not required in practice for long-term monitoring
such as WSN-based SHM. Additionally, a reservation-based MAC protocol can be utilized in
infrastructure-based WSNs to ascertain QoS while keeping the resource utilization minimal. In
contrast, when it comes to resource sharing in high traffic scenarios, contention-based MAC
protocols are more efficient and flexible [89].

A few examples of transmitter-initiated asynchronous MAC designs include BMAC (Berkeley
MAC), XMAC [72], WiseMac [73] and TICER [74] (Transmitter Initiated CyclEd Receiver).
The most widely used asynchronous MAC protocols, BMAC and XMAC, have been selected
for this paper.

a) BMAC : One of the most popular asynchronous MAC protocols used in WSNs is BMAC
[85]. BMAC decreases energy consumption of the system by eliminating the processing and
communication overhead for synchronization and scheduling. BMAC enables the nodes to wake
up at regular intervals to check channel activity. BMAC has eight different check intervals, which
are 10, 20, 50, 100, 200, 400, 800 and 1600ms, and each check interval relates to one of its eight
listening modes. To ensure that all packets are heard by neighbors, BMAC packets are sent with
a preamble whose duration is longer than the check interval. Nodes are usually asleep ; they
wake up at the end of every check interval, listen for channel activity. and go back to sleep
immediately if no preamble is detected. It should be noted that the preamble does not contain
the recipient’s address, which is provided in the data packet itself [49].

b) XMAC : This protocol is a direct successor of BMAC which overcomes some of its limi-
tations. For instance, the BMAC preamble is always transmitted in its entirety, thus occupying
the channel for a long time. Moreover, in BMAC, all nodes receive both the data packet and
preamble, which leads to high energy consumption. The preamble length in XMAC is the same
as in BMAC, i.e. it is dictated by the check interval. However, it is transmitted as a series of short
bursts separated by pauses. The pauses are long enough for a target node to send an acknow-
ledgement if it is already awake. Reception of an early acknowledgement interrupts preamble
transmission at the sender, which then proceeds to forward the data packet immediately. In ad-
dition to this reduction in transmission time, the destination address is part of the preamble. It
follows that nodes which wake up to receive the preamble can go back to sleep immediately if
they are not the target of the transmission. Thus, XMAC reduces power compared to BMAC by
reducing both transmission time and reception time [72].
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4.7 System Model
Solar Cell Model

The solar cell design structure is shown in Fig.4.1, in relation with the node architecture. On top
of the structure are n-type gold contacts with an SiO2/SiN anti-reflective coating (ARC) directly
underneath. The next layers, in order, consist of an InAlP window, n-type GaAs emitter, p-type
GaAs base, InGaP back surface field (BSF), GaAs substrate, and finally a p-type contact at the
bottom.

FIGURE 4.1 Schemetric diagram of the GaAs solar cell structure for SHM appli-

cation.

The intersection layer optimization process pertaining to window, emitter, base, BSF and sub-
strate layers consists in determining thickness and doping of each layer to optimize efficiency.
Table 4.1 summarizes the doping concentrations and layer thicknesses for optimized solar cell.
We performed doping concentration optimization in Silvaco Atlas software to design a solar cell
with maximal conversion efficiency.
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Solar cell mo-
del

Solar cell Doping
(cm−3)

Thickness
(µm)

ARC Sio2/SiN ...... 0.09/0.06
n-layer InAlP 2e18 0.040
n-layer GaAs 4e18 0.10
p-layer GaAs 1e18 3.4
p-layer InGaP 5e18 0.1
p-layer GaAs 3e18 ......

TABLE 4.1 Doping and thicknesses of layers in optimized solar cell structure

Simulation parameters have been determined from the experimental structure of the optimized
solar cell. The reference index of each material has been selected from [98–100] and also from
the Sopra database incorporated in Silvaco ATLAS.

Sensor Node Model

Simulated nodes comprise a simple energy storage module which keeps a record of stored energy
in Joules and power input/output in Watts. It does not simulate other characteristics of the battery,
such as temperature dependency and hysteresis, since the emphasis here is at the system level
and not limited to a specific battery type [101]. Each node is configured to have nominal energy
storage capacity and node shutdown capacity.

This power specification can be selected according to the power available from a GaAs solar
cell. In our simulations, the initial charge level of each node has been selected randomly.

4.8 Simulation Framework
To generalize the system model, consider a bridge deck of arbitrary length and width w where all
nodes are assumed to be at a constant height above the deck. Cluster heads are placed at regular
intervals along the center line of the deck. A clustering scheme is favored for data routing gi-
ven its power efficiency, which stems from reduced transmission distance and compressed data
volume [4]. The reference bridge model is shown in Fig. 4.2 according to the clustering model,
where the acquisition station can be located at any end of the bridge or any convenient location
according to the availability of power outlets. Optimal sensor placement and path length opti-
mization are not considered in this paper. Rather, nodes are assumed to be uniformly distributed
along the structure of a bridge, where sensor nodes are placed at different lateral positions so
that the network is not purely linear. Cluster heads communicate with each other to reach the ac-
quisition station according to one dominant direction. The distance between two adjacent cluster
heads is denoted dc where all leaf (sensor) nodes are assigned to the nearest cluster head. It is
assumed that each node can send a packet to the cluster head if the physical distance between
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cluster head and the node is at most 100 m. This assumption is based on the typical range of
802.15.4 links. Furthermore, communication between a sensor node and a cluster head requires
a certain amount of overlap in their respective selected antenna beams.

seen from top

Bridge deck

w

dc

(a)

station
...

Cluster heads

Leaf nodes

...

station
Acquisition Acquisition

(b)

FIGURE 4.2 (a) Physical topology and (b) network topology of bridge SHM sensor

network

WSN simulations were performed in Omnet++.Representative results for each parameter com-
bination under study consist of an average of multiple simulation runs with different random
seeds. The set of simulation parameters includes the antenna subsystem type (omnidirectional
antenna, switched-beam antenna with given beamwidth), number of optimized GaAs solar cells
and light concentration, communication protocol (i.e BMAC and XMAC), number of nodes),
and traffic conditions (number of generated packets per second).

Preliminary hardware design of the nodes was performed in order to derive realistic and practi-
cally relevant simulation parameters. Selected hardware components and subsystems are listed
in Table 4.2.

Unit block Hardware Equipment
Sensor node MCU TI MSP-EXP430FR5994

Communication transceiver Atmel AT86RF231

TABLE 4.2 Main components selected for sensor node Simulation
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The MSP430FR5994 from Texas Instruments is an ultra-low-power microcontroller meeting all
the basic hardware requirements of the bridge monitoring system. A distinguishing feature of the
16MHz device is the provision of 256 KB of embedded Ferroelectric Random Access Memory
(FRAM), a non-volatile memory known for its ultra-low power, high resolution and high-speed
write access. In addition to 8 KB of on-chip SRAM, this provides ample space for real-time data
collection, processing, and communication tasks [102].

The AT86RF231 from Atmel was selected as a best-of-class low-power radio chip for WSN
operation in the 2.4 GHz band. It has an extremely low current consumption in sleep mode
(0.02µW ). The current consumption during transmission is a function of transmit power, the
latter being configurable between -17 and +3 dBm, which can be set at any of 16 different levels
through a register in the chip. It is noteworthy that the data sheet reports current consumption
only at the extreme points of the range (-17 and +3 dBm). However, measured current consump-
tion figures for all 16 levels were reported in [31].

A node architecture with separate RF and microcontroller chips was favored instead of one of
the many popular chips integrating both functions. While the latter option could lead to slight
power savings and a smaller form factor, it significantly restricts design flexibility and makes it
harder to separately manage and measure the power consumption of both functions.

In light of the proposed node architecture, Table 4.3 summarizes the simulation parameters.

To simulate directional antennas, a cosine antenna pattern was used. The cosine antenna is a hy-
pothetical antenna with a cosine-shaped radiation pattern which is commonly used as a realistic
directional antenna approximation. Furthermore, a Rayleigh fading model was used in simula-
ting radio links. Indeed, it is assumed that in a bridge monitoring context where bridge structure
elements may act as obstructions, non-line-of-sight communication is the norm [28–30].
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Protocol Parameter Value/Types Units
All Energy Storage Nominal Capacity 0.026 Joules

Power Generation 0.026 (one cell) Watts
Radio Transmitter Power 1.2 dBm
Packet payload 10 Bytes
Queue Buffer Length 20 packets
Maximum transmission attempts 2 retries
Maximum distance between Nodes and
Cluster Head

100 m

Scenario duration 2 hours
SNIR Threshold -8 dB
Signal Model Rayleigh Fading
Antenna type (directional) Cosine
Antenna type (Omni-directional) Isotropic
Antenna Beam-width 45,90,180 degree
Antenna Maximum Gain 3 dB
Radio Carrier Frequency 2.45 GHz
Radio Bandwidth 2.8 MHz

BMAC Bit rate 25000 bps
Slot Duration 1 s
Check Interval 0.01 s

XMAC Bit rate 25000 bps
Slot Duration 1 s
Check Interval 0.01 s

TABLE 4.3 Simulation Parameters

4.9 Performance Evaluation
The main focus here is the study of residual energy capacity in a WSN with solar energy harves-
ting when using a directional antenna subsystem while an equivalent omnidirectional-antenna-
based network constitutes a baseline benchmark. Firstly, a simple power generation module was
designed to model the solar harvesting process. In order to realistically model the generated
power from GaAs cells under low light intensity and full natural light (one sun concentration),
a custom GaAs solar cell design was designed and optimized as described in Section 4.7. To
measure the efficiency of any solar cell, observation of a set of key parameters is important, i.e.
short-circuit current, open-circuit voltage and fill factor [96].

The short circuit current is the maximum current available from any solar cell. The short circuit
current is a function of light intensity and is given by

Jsc(X) = X × Jsc(X = 1), (4.1)
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where X is the light intensity relative to the intensity of one sun (i.e. X is the number of suns).

The maximum current can be found at zero voltage which can be seen from Fig. 4.3. One may
observe that the maximum current density under 1 sun concentration is approximately 29.6
mA/cm2.
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FIGURE 4.3 J-V curves of the GaAs solar cell.

The fill factor (FF) of a solar cell is an important parameter to characterize solar cell quality,
since it relates the maximum power to the ideal theoretical power, the latter being defined as the
product of the short circuit current and open-circuit voltage. The maximum power is understood
to be the point of maximum power transfer on the I-V curve of the cell and thus corresponds to a
precise load resistance. For proper understanding of cell performance of any solar cell under low
light intensity, the key is to study the factors which induce variations in FF [96]. Mathematically,
the FF is given by [103]

FF (X) =
Pmax(X)

Voc(X)× Jsc(X)
, (4.2)
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where Pmax(X) is the maximum power and Voc(X) is the open circuit voltage. The latter is
given by [96, 103]

Voc(X) =
(nkT

q

)
× ln(X) + Voc(X = 1), (4.3)

where n is the diode ideality factor, k is Boltzmann’s constant, T is the temperature in Kelvins,
q is the electrical charge of one electron, and VT = kT

q
is the thermal voltage. The Voc of a

solar cell increases logarithmically with light intensity [91]. From Fig. 4.5, one may observe
that when the irradiance light intensity increases, the FF increases.

The maximum power of GaAs solar cells is linearly proportional to the light intensity. The
maximum power is plotted in Fig. 4.4 for different light intensities. For a concentration of one
sun, maximum power reaches 26.15 mW/cm2. The maximum power has a linear relationship
with the current density, which means maximum power also goes down when light irradiance
intensity is reduced.
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FIGURE 4.4 Power curve of the optimized solar cell
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The efficiency of a solar cell as a function of light intensity was studied in simulation and the
results are shown in Fig. 4.5. The efficiency of GaAs solar cells can be expressed

η(X) =
Voc(X)× Jsc(X)× FF (X)

Pin(X)
, (4.4)

where Pin(X) is the input power at light irradiance intensity X . From Fig. 4.5, efficiency ranges
from a maximum of 26.1% at 1 sun to 23.7% at 0.1 sun.

Classification η(%) Voc(V ) Jsc(mA/cm2) FF (%)
Single-junction [94] 25.1± 0.8 1.008 26.5 85.30
Single-junction [this work] 26.1 1.007 29.5 87.04
Triple-junction (In-
GaP/GaAs/InGaAs) [94]

31.2± 1.2 3.01 15.6 83.60

TABLE 4.4 Recent GaAs solar cell efficiencies measured under the global AM1.5

spectrum

Optimized performance parameters of recent reported GaAs cell designs are listed in Table
4.4. It can be seen that the efficiency of the proposed cell design is slightly superior to other
single-junction designs. The triple-junction entry, however, shows a higher maximum efficiency
of 32.4%. As mentioned, however, multi-junction cells are more expensive and are thus not
considered for our application [94].

The conversion of solar energy to electrical energy in a solar cell is captured by the following :

Eelectrical(X) = Esolar(X)× Aarea × η(X), (4.5)

where Esolar is the available power from the sun, Aarea is the surface area in the cell absorbing
photons which is measured in cm2, and η is the efficiency of the cell. The efficiency was found
to be 26.1% after optimization under the AM 1.5 sun spectrum STC, which corresponds to an
intensity of 1000 W/m2. Thus, we find that a 1 cm2 GaAs solar cell can generate 0.026J per
second.

Fig.4.6 displays total power generation at a set of different concentrations (0.1, 0.3, 0.7 and 1
sun) for three representative day lengths (corresponding to seasonal variations), i.e. 6, 10 and 14
hours of sunlight.

One may observe that with 6 hours of sunlight in a day, a 1 cm2 GaAs solar cell can produce
approximately 563J with 1 sun and 51J with 0.1 sun. In addition, with 14 hours of sunlight in a
day, it can produce a maximum of 1314J and 119J with 1 sun and 0.1 sun intensity, respectively.
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FIGURE 4.5 Efficiency and fill factor in terms of concentration

To observe the effect of varying the antenna beamwidth on the residual energy, we set up a simu-
lation scenario based on a cluster of 10 nodes. Figure 4.7 shows that when an omnidirectional
antenna is used, the storage energy goes down from 20 J to 6.5 J for BMAC and to 16.4 J for
XMAC within one hour. This means that within 24 hours, the most energy hungry sensor node
consumes approximately 324 J and 86.4 J for BMAC and XMAC, respectively.

This is because in BMAC, the entire preamble is transmitted regardless of whether the receiving
node is awake at the onset of the preamble or later. On the other hand, due to its bursty structure,
X-MAC allows the receiving node to pre-emptively terminate the preamble transmission. Fur-
thermore, the inclusion of the destination address early in the transmission allows non-targeted
nodes to go back to sleep quickly. In general, it can be observed that the residual energy with
beamwidths of 90◦ and 180◦ is almost the same.

Energy is depleted faster with increasing beamwidth for both protocols. From Fig. 4.7, one may
also observe that when directional antennas with a beamwidth of 45◦ are used, the consumed
energy is 1.4 J and 1.8 J for XMAC and BMAC, respectively, in one hour duration. Therefore, it
can be concluded that within 24 hours most energy-hungry sensor nodes required approximately
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FIGURE 4.6 Power generation from GaAs solar cell (1cm by 1cm) in one day for

different durations of daylight and different light intensities.

33.6 J for XMAC and 43.2 J for BMAC. The maximum residual energy difference between 45◦

and 180◦ is approximately 2 J and 8.2 J for XMAC and BMAC, respectively. Thus, a directional
antenna with beam width of 180 degrees requires more energy than one with a beam width of
45◦.

From Table 4.5, we can conclude that for the shortest possible daylight period in a day (6 hours)
with cloudy conditions (0.1 sun), one solar cells (we considered the solar cell size to be 1 cm
× 1 cm) is required for each node to accommodate a 10-node cluster when a directional an-
tenna is used with beamwidth 45◦ for XMAC (1 packet/second), while three such cells are
required if omnidirectional antennas are used. In determining the required number of solar cells,
an overhead power margin of 40% was added to the simulation results to account for various
inefficiencies, some degree of solar cell aging, and peripheral components (sensors, etc.). For
instance, when XMAC is used with beamwidth 45◦ for a 10-node cluster, it required 47.04 J
(33.6 J +13.44 J) in a day, and one solar cell can produce approximately 51 J (1 cm × 1 cm)
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under 0.1 sun, thus providing enough energy with an additional margin of 17% (on top of the
included overhead).

To measure the effect of residual energy for different cluster sizes, we considered clusters of 4
and 7 nodes for both MACs with a directional (beamwidth 90◦) and omnidirectional antenna.
As shown in Fig. 4.8, the number of nodes significantly affects the residual energy. When the
number of nodes increases, the residual energy decreases more rapidly as expected. Indeed, since
more nodes try to communicate to the cluster head, collisions and retransmissions occur.

The stored energy drops from 20 J to 14 J and 10.4 J for 4 and 7 nodes, respectively, when
an omnidirectional antenna is used with BMAC. Additionally, the energy decreases from 20 J
to 17.5 J and 17.7 J for 4 and 7 nodes, respectively, when an omnidirectional antenna is used
with XMAC. This means that within 24 hours, the most energy-hungry sensor node consumes
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Antenna type MAC Pro-
tocol

Consumed
Energy for
24h (J)

Required solar
cells (1 cm × 1
cm)

Omnidirectional BMAC 324 9
Omnidirectional XMAC 86.4 3
Directional (bw 45◦) BMAC 43.2 2
Directional (bw 90◦) BMAC 235.2 7
Directional (bw 180◦) BMAC 244.8 7
Directional (bw 45◦) XMAC 33.6 1
Directional (bw 90◦) XMAC 80.4 3
Directional (bw 180◦) XMAC 81.6 3

TABLE 4.5 Required number of solar cells for 24h in the shortest duration of sun-

light in a day (6 hours) with cloudy environment (0.1 sun)
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approximately 144 J and 230.4 J for 4 and 7 nodes, respectively, when BMAC was used, and 60
J and 64.8 J for 4 and 7 nodes, respectively, when XMAC was used.

On the contrary, when a directional antenna (beamwidth 90◦) is used, within 24 hours, the most
energy-hungry sensor node consumed around 112.8 J and 168 J for 4 and 7 nodes, respectively
for BMAC, and 24 J and 57.6 J for 4 and 7 nodes, respectively, for XMAC.

In particular, the residual energy difference between omnidirectional and directional antenna
(beamwidth 90◦) is 1.3 J and 0.5 J for BMAC and XMAC, respectively, with 4 nodes. In ad-
dition to that, the residual energy difference between omnidirectional and directional antenna
(beamwidth 90◦) is 2.6 J and 0.1 J for BMAC and XMAC, respectively, with 7 nodes.

To observe the residual energy capacity levels for the different conditions of traffic load, we
considered 10 nodes in each cluster for both BMAC and XMAC with omnidirectional and di-
rectional antennas (beamwidth 45◦.). Afterwards, we selected the most energy-demanding node
in each cluster to analyze the energy consumption. In Fig. 4.9, we can see that energy consump-
tion is higher when the packet rate is higher, as expected.

It is noteworthy that, as the network becomes saturated and the number of collisions rises, the
directional antennas perform increasingly better energy-wise with respect to omnidirectional an-
tennas. Indeed, the antenna directivity limits the effective number of collisions since a potentially
colliding packet coming from a different direction can be rejected by the antenna pattern.

From Fig. 4.9, one may observe that the the storage energy drops from 40 J to 36.5 J for BMAC
within one hour with a packet rate of 2 packets per second for directional antennas with 45◦

beamwidth. This suggests that the most energy hungry sensor node consumes approximately 84
J within 24 hours.

Moreover, when each node sends 5 packets per second with the same settings, the most energy-
hungry sensor nodes consumed around 199.2 J within 24 hours. On the other hand, with omni-
directional antennas, the most energy hungry sensor node required approximately 602 J within
24 hours for 2 packets per second.

From Fig. 4.9, it can also be observed that the residual energy after one hour of simulation time
for XMAC with 2 packets per second and a directional antenna with beamwidth of 45 degrees
(37.4 J), we can deduce that the most energy hungry node consumes approximately (40-37.4) J x
24=62.4 J over a period of 24 hours. With 5 packets per second, the 24-hour energy consumption
figure rises to 141.6 J.

On the other hand, it can also be observed that the residual energy after one hour of simulation
time for XMAC with 2 packets per second and an omnidirectional antenna, we can deduce that
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node when all nodes produce packets at rates of 2 and 5 packets / second.

the most energy hungry node consumes approximately (40-34.17) J x 24=139.9 J over a period
of 24 hours.

From Table 4.6, we can conclude that for the shortest daylight period in a day (6 hours), two
(1 cm × 1 cm) solar cells are required to accommodate a 10-node cluster when a directional
antenna is used with a beamwidth of 45◦ for XMAC with 2 packets/second, while 4 such cells
are required when traffic rises to 5 packets/second with the same settings.

4.10 Conclusion
This paper consists of modelling, simulation and optimization of a WSN-based bridge SHM
with GaAs solar cell harvesting. A simulation model is used to conduct a comparative study
of the directional and omnidirectional antennas with asynchronous MAC protocols, where the
directional antenna has better performance in terms of energy efficiency. The overall energy
harvested for every square centimeter of the designed GaAs-based solar cell was evaluated at
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Antenna type MAC Protocol Consumed
Energy for
24h with 2 pa-
ckets / second
(J)

Consumed
Energy for 24h
with 5 packets /
second (J)

Directional (bw 45◦) BMAC 84 199.2
Directional (bw 45◦) XMAC 62.4 141.6

TABLE 4.6 Energy consumed over 24h as a function of MAC protocol and traffic

level

0.026J (1 sun) per second when the solar cell efficiency is 26.1% under one sunlight intensity.
The comparison of protocol performance concluded that the directional antenna has compara-
tively better performance in terms of residual energy capacity. For instance, when XMAC (1
packet / second) is used with beamwidth 45◦ for a 10-node cluster, the required energy by consi-
dering overhead is (33.6+13.44) J in a day, while the same system with omnidirectional antenna
is required (86.4+34.56) J. This indicates that at least one GaAs solar cell is required in the
worst-case scenario of sunlight in a day (6 hours), while three such cells would be required with
the omnidirecitonal version.
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Le projet de recherche visait à développer un réseau équipé de capteurs autonomes formant un
réseau sans fil, qui serait utilisé pour caractériser et surveiller les modèles de vibration sur un
grand pont. Le travail est séparé en plusieurs couches, la première étant dans l’application et
la simulation d’antennes à faisceaux commutés pour réduire la consommation d’énergie, la se-
conde consistant en une étude des interactions des antennes à faisceau commuté et de la couche
MAC reliant tous les nœuds de capteurs entre eux en un réseau hautement fiable et tolérant aux
pannes, et finalement la troisième qui s’intéresse à la modélisation et la simulation du réseau
en incluant l’impact du glanage d’énergie solaire. Dans ce projet de recherche, le développe-
ment des antennes intelligentes à faisceau commuté au niveau du nœud de capteur est l’objectif
principal, où la fiabilité et l’efficacité énergétique des nœuds de capteur ont été prises en consi-
dération.

Nous avons identifié des pistes pour d’autres optimisations énergétiques dans de tels systèmes, la
principale étant l’utilisation d’antennes à faisceaux commutés pour réduire la puissance d’émis-
sion et de réception. Cependant, la gestion de l’énergie est considérée globalement et les tech-
niques d’antennes intelligentes à faisceau commuté sont considérées conjointement avec l’opti-
misation de la couche MAC.

L’influence de l’intégration d’antennes à faisceau commuté dans un réseau de capteurs sans fil
dans une application de surveillance de la santé structurelle (CSS) d’un pont a été étudiée au
niveau système dans cette thèse. Un modèle énergétique complet a été proposé, où l’efficacité
énergétique est une restriction critique dans ce type d’application. Des simulations ont été exé-
cutées avec et sans antennes à faisceau commuté pour différentes tailles de grappes et deux
protocoles MAC asynchrones (B-MAC et X-MAC).

Tout au long des évaluations de ces cas d’utilisation pour de nombreuses métriques, il a été clai-
rement démontré que l’utilisation d’une antenne directionnelle réduit la consommation d’énergie
sans nécessiter de changement de schéma MAC. Le comportement du réseau en ce qui concerne
le rapport cyclique est influencé par l’antenne directionnelle. Bien que l’avantage énergétique
persiste, il a été découvert que le B-MAC n’est pas aussi bien adapté aux antennes directionnelles
qu’aux antennes omnidirectionnelles, car le taux de livraison de paquets se dégrade lorsque le
rapport cyclique dépasse 5%. Ainsi, pour X-MAC, une antenne à faisceau commuté avec une
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largeur de faisceau de 90 degrés a fourni les performances globales les plus élevées en termes
de taux de livraison de paquets et de consommation d’énergie moyenne (conjointement, parmi
l’ensemble des largeurs de faisceau évaluées).

La modélisation, la simulation et l’optimisation d’un systeme de CSS de pont basé sur les ré-
seaux de capteurs sans fils avec glanage d’énergie à base de cellules solaires GaAs sont égale-
ment présentées dans cette étude. Un modèle de simulation est utilisé pour comparer les per-
formances des antennes directionnelles et omnidirectionnelles avec les protocoles MAC asyn-
chrones, révélant que l’antenne directionnelle est plus économe en énergie. Sous une intensité
de lumière solaire de 1 soleil, la récupération d’énergie globale d’une cellule solaire à base de
GaAs de 1 cm sur 1 cm est de 0,026 J par seconde, avec un rendement de cellule solaire de
26,1%. En termes de capacité énergétique résiduelle, la solution à base d’antenne directionnelle
surpasse celle avec antenne omnidirectionnelle, selon la comparaison des performances de pro-
tocoles. Par exemple, l’utilisation de XMAC (1 paquet par seconde) avec une largeur de faisceau
de 45◦ pour une grappe de 10 nœuds nécessite (33,6+13,44) J sur une période de 24 heures, alors
qu’avec une antenne omnidirectionnelle, il faut (86,4+34,56) J. Cela signifie que dans le pire des
cas d’ensoleillement par jour (6 heures), au moins une cellule solaire GaAs de 1 cm par 1 cm
est requise à chaque nœud, alors qu’au moins trois telles cellules seraient nécessaires avec le
système de référence à base d’antennes omnidirectionnelles.

5.1 Travaux futurs
5.1.1 Schémas initiés par le récepteur
Dans le présent travail, la performance de protocoles avec des schémas d’accès initiés par le
transmetteur a été étudiée. D’un autre côté, il a été démontré que les schémas initiés par le
récepteur sont en général aussi efficaces en énergie. Cette classe, lancée en 2004 avec RI-
CER (Receiver Initiated CyclEd Receiver), comprend maintenant plusieurs variantes, incluant
RI-MAC (Receiver-Initiated MAC) [104] and ERI-MAC (Energy-harvested Receiver-Initiated
MAC) [105]. Une étude comparative exhaustive des schémas asynchrones initiés par le récepteur
est présentée dans [106]. Il serait intéressant d’étudier de tels schémas avec le modèle système
proposé dans cette thèse.

5.1.2 Formation de faisceau non géométrique
Dans cette thèse, nous avons observé la performance d’un système de CSS à base de réseau de
capteurs sans fils incorporant des antennes à commutation de faisceau. Il serait intéressant d’étu-
dier aussi la performance avec la formation de faisceau adaptative. En considérant la réalité dans
un environnement riche en multiparcours (ce qui est le cas en communications mobiles et dans
les réseaux de capteurs sur des structures de ponts), l’hypothèse de l’onde plane sous-jacente à
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l’approche par direction d’arrivée est invalidée. Dans ce cas, au lieu d’estimer la direction d’ar-
rivée du signal, il est préférable de simplement estimer sa signature spatiale, soit l’ensemble des
coefficients complexes observés le long du réseau et qui correspond à la somme vectorielle des
contributions des différents parcours entre transmetteur et récepteur. Mathématiquement, cette
signature spatiale s’exprime

c0 = E {x[n]s0[n]} , (5.1)

où s0[n] es ls signal transmis par l’usager 0 pris à un instant d’échantillonnage quelconque n.
Si l’ou souhaite définir cette signature spatiale (aussi désignée canal vectoriel ou simplement
canal) pour l’usager 0 1 en fonction des directions d’arrivée individuelles, elle s’exprime alors :

c0 =
P∑

p=1

Apa(θp), (5.2)

où {θ1, θ2, . . . , θP} est l’ensemble des directions d’arrivée contribuant à la signature spatiale, et
Ap est le gain complexe associé au parcours p.

Cependant, il n’est généralement pas utile de décomposer la signature spatiale en ses compo-
santes géométriques. Comme on le détaille ci-bas, cela ne s’avère pas nécessaire pour effectuer
la formation de faisceau. De plus, le multiparcours peut être si riche qu’il devient impossible
de réduire la signature à un nombre de directions discrètes, particulièrement à des longueurs
d’ondes plus courtes où la dispersion par surface rugueuse devient un phénomène significatif.

Donc, un nouveau modèle de signal reçu peut être postulé comme suit :

x =
M∑

m=0

cmsm + n

= Cs+ n, (5.3)

et son équivalence avec le cas des directions d’arrivée devrait être évidente. En comparant avec
(2.3), on voit que la réponse du réseau d’antennes a simplement été remplacée par une matrice
dont les colonnes sont les signatures spatiales du signal désiré (usager 0) et des interférants
(usager 1 jusque M ), avec la nuance que chaque colonne ne constitue plus un ensemble d’expo-
nentielles complexes dénotant des déphasages, mais bien des coefficients complexes arbitraires.

Avec ce modèle plus général, la formation de faisceau ne devrait plus être conceptualisée comme
opération géométrique favorisant la direction du signal désiré et dirigeant des “nuls” dans la di-
rection des interférants. Comme l’image géométrique dans ce cas est au mieux assez floue, il

1. Par convention, l’usager 0 correspond au signal désiré.
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vaut mieux recourir à une interprétation algébrique. Considérons, dans le cas où le bruit ther-
mique est supposé nul, que chacune des N antennes procure à chaque instant une valeur qui est
une somme pondérée des M signaux reçus. Nous avons donc un système de N équations en M

inconnues, pour lequel il existe une solution (permettant donc la parfaite séparation de tous les
signaux) pourvu que N ≥ M .

Étant donné cette notion, quelle forme prend la formation de faisceau dans ce cas? Nous obtien-
drons toujours un ensemble de poids correspondant à un patron d’antenne, mais sa géométrie
sera étrange et difficile à intérpréter visuellement. Néanmoins, ce patron remplira les mêmes
fonctions, soit la maximisation du gain pour le signal désiré et la minimisation de l’interférence.
La solution MVDR / SMI dans ce cas s’exprime

w(SMI)
o =

R̂−1
xx ĉ0

ĉ0R̂−1
xx ĉ0

, (5.4)

où ĉ0 est un estimé de la signature spatiale c0. Un tel estimé peut être facilement obtenu comme
suit :

ĉ0 =
K−1∑
k=0

x[k]d[k], (5.5)

où d[k] est un signal de référence connu (par exemple, le préambule d’un paquet), qui est tel que
d[k] ≈ s0[k] sur la série d’échantillons k = 0, . . . , K − 1.

Il est à noter que les deux estimés ĉ0 and R̂xx devraient être tirés du même ensemble d’échan-
tillons avant de calculer le vecteur-poids afin d’éviter des imprécisions dues à l’inconsistence
statistique.

En formulant des faisceaux de cette manière, contrairement à l’approche par directions d’arrivée,
il n’y a pas de contrainte dure sur l’espacement des éléments du réseau ni sur la topologie de ce
dernier.

5.2 Compétiteurs académiques courants et potentiels
Le groupe du professeur Mehdi Kalantari à l’université du Maryland est un groupe-clé travaillant
sur le CSS des structures de pont, qui a essaimé l’entreprise Resensys et sa ligne de produits.
De plus, le laboratoire de systèmes structuraux intelligents (“Laboratory for Smart Structural
Systems”) du professeur Yang Wang à Georgia Tech est également impliqué en recherche de
pointe sur le contrôle de la santé de grandes structures de ponts. Au mieux de notre connaissance,
aucun de ces deux groupes ni aucun autre n’étudie l’intégration d’antennes intelligentes dans
cette application.
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5.3 Joueurs majeurs non-académiques
Les systèmes de CSS sans fils sont relativement nouveaux et il y a peu d’activité commerciale
dans ce domaine. En plus de l’entreprise Resensys issue de l’université du Maryland, mention-
nons Parker-LORD Microstrain Sensing [107], entreprise basée au Vermont, qui offre des sen-
seurs et des noeuds capteurs sans fils. Cette entreprise fournit une solution de noeuds à longue
vie en capitalisant sur le glanage d’énergie solaire. Toutefois, il est à noter que l’énergie solaire
directe n’est pas toujours disponible dans des déploiements typiques de CSS. Certains noeuds
seront ombragés, ou encore à l’intérieur de structures fermées.
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CHAPTER 6

CONCLUSION

6.1 Conclusion
The research project aimed to develop a network equipped with autonomous sensors forming
a wireless network which would be used to characterize and monitor the vibration patterns on
a large bridge. The work is segregated into multiple layers, the first being the application and
simulation of switched-beam antennas to reduce energy consumption, the second consisting in
the interactions of switched-beam antennas and the MAC layer linking all sensor nodes together
as a highly reliable, fault-tolerant network, and finally the third which looks at the modeling
and simulation of the network while integrating the impact of solar energy harvesting. In this
research project, developing the switched-beam smart antennas at the sensor node is the main
focus, where reliability and energy efficiency of sensor nodes were taken into consideration.

We have identified avenues for further energy optimizations in such systems, the main one being
the use of switched-beam antennas to reduce transmit and receive power. However, energy mana-
gement is considered globally and the switched-beam smart antenna techniques are considered
jointly with MAC-layer optimization.

The influence of introducing switched-beam antennas in a wireless sensor network in a bridge
structural health monitoring (SHM) application was studied at the system level in this thesis.
A thorough energy model was proposed where energy efficiency is a critical restriction in this
type of application. Long simulations were run with and without switched-beam antennas for
different cluster sizes and two asynchronous MAC protocols (B-MAC and X-MAC).

Throughout evaluations of these use cases for numerous metrics, it was clearly demnonstrated
that using a directional antenna reduces energy usage without requiring changes to the MAC
scheme. The network behavior with regards to the duty cycle is influenced by the directional
antenna. While the energy advantage remains, it was discovered that B-MAC is not as well
suited to directional antennas as omnidirectional antennas since the PDR grows worse as the
duty cycle exceeds 5%. Thus, for X-MAC, a switched-beam antenna with a beamwidth of 90
degrees provided the highest overall performance in terms of both PDR and average power
consumption (jointly, among the set of beamwidths evaluated).
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The modeling, simulation, and optimization of a WSN-based bridge SHM with GaAs solar
cell harvesting are also presented in this study. A simulation model is utilized to compare the
performance of directional and omnidirectional antennas with asynchronous MAC protocols,
revealing that the directional antenna is more energy efficient. Under one sunlight intensity, the
overall energy harvesting from a 1 cm by 1 cm GaAs-based solar cell is 0.026J per second, with
a solar cell efficiency of 26.1%. In terms of residual energy capacity, the directional antenna
solution outperforms the omnidirectional antenna one, according to the protocol performance
comparison. For example, using XMAC (1 packet per second) with a beamwidth of 45◦ for a
10 node cluster required (33.6+13.44) J over a 24-hour period, while using an omnidirectional
antenna required (86.4+34.56) J. This means that in the worst-case situation of sunshine in a day
(6 hours), at least one GaAs solar cell of size 14 cm by 1 cm is required at each node, but at least
three such cells would be needed with the omnidirectional antenna benchmark system.

6.2 Future Work

6.2.1 Receiver-initiated schemes

In the present work, the protocol performance with transmitter-initiated access schemes was
studied. On the other hand, receiver-initiated schemes have been shown to be in general also
energy-efficient. Pioneered in 2004 with RICER (Receiver Initiated CyclEd Receiver), this
class now includes many variants, including RI-MAC (Receiver-Initiated MAC) [104] and ERI-
MAC (Energy-harvested Receiver-Initiated MAC) [105]. A comprehensive comparative study
of receiver-initated asynchronous schemes is presented in [106]. It would be interesting to study
receiver-initiated schemes with the system model proposed in this thesis.

6.2.2 Non-DOA beamforming

In this thesis, we observed the WSN-based SHM system’s performance with switched-beam an-
tennas. It would be interesting to investigate the performance with adaptive beamforming. By
considering the reality in a rich multipath environment (which is the case with mobile commu-
nications as well as wireless sensor networks on a bridge structure), the plane wave assumption
underlying the DOA approach breaks down. In that case, instead of estimating the desired si-
gnal’s DOA, it is preferable to simply estimate its spatial signature, i.e. the set of complex
coefficients observed across the array which corresponds to the vector sum of the contributions
of all paths between transmitter and receiver. Mathematically, the said spatial signature can be
expressed

c0 = E {x[n]s0[n]} , (6.1)



6.2. FUTURE WORK 93

where s0[n] is the transmitted signal by user 0 taken at some sample time n. Should we wish to
define this spatial signature (also referred to as vector channel or simply channel) for user 0 1 as
a function of its component DOAs, it would be expressed as follows :

c0 =
P∑

p=1

Apa(θp), (6.2)

where {θ1, θ2, . . . , θP} is the set of DOAs contributing to the spatial signature, and Ap is the
complex gain associated with path p.

However, it is not typically useful to decompose the spatial signature into its geometric com-
ponents. As detailed below, it is not necessary to do so to perform effective beamforming. Fur-
thermore, the multipath can be so rich that it is impossible to reduce the signature spatially to
a number of discrete directions, especially at shorter wavelengths were rough surface scattering
becomes a significant phenomenon.

Thus, a new received signal model can be postulated as follows :

x =
M∑

m=0

cmsm + n

= Cs+ n, (6.3)

and its equivalence with the DOA case should be obvious. When comparing with the DOA
case in (2.3), it can be seen that the array manifold has simply been replaced with a matrix
whose columns are the spatial signatures of the desired signal (user 0) and the interferers (user 1
through M ), with the understanding that each column is no longer a set of complex exponentials
denoting successive phase shifts, but arbitrary complex coefficients.

With this more general model, beamforming should no longer be thought of as a geometric
operation favoring the desired signal direction and steering nulls towards interferers. Since the
geometric picture in this case is foggy at best, it is best to resort to an algebraic interpretation.
Consider, in the case where the thermal noise is assumed null, that each of the N antenna ele-
ments yields a value at every time instant that is a mixture of M signals. We thus have a system
of N equations in M unknowns, for which a solution exists (allowing full separation of all
signals) provided that N ≥ M .

Given this insight, what form does beamforming take in this case? We will still obtain a set of
weights corresponding to a beam pattern, but its geometry will be odd and difficult to interpret

1. By convention, user 0 corresponds the desired signal.
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visually. Nonetheless, it will perform the same function, namely maximizing the gain of the
desired signal and minimizing that of unwanted interference. The MVDR / SMI solution in this
case is written

w(SMI)
o =

R̂−1
xx ĉ0

ĉ0R̂−1
xx ĉ0

, (6.4)

where ĉ0 is an estimate of spatial signature c0. Such an estimate can easily be obtained as
follows :

ĉ0 =
K−1∑
k=0

x[k]d[k], (6.5)

where d[k] is a known reference signal (e.g. the preamble of a packet), which is such that d[k] ≈
s0[k] over the series of samples k = 0, . . . , K − 1.

It is noteworthy that both estimates ĉ0 and R̂xx should be estimated from the same set of samples
prior to weight computation in order to avoid inaccuracies due to statistical consistency issues.

When formulating beams in this manner, unlike the DOA approach, there is no hard constraint
on the array spacing or topology in general.

6.3 Current and potential academic competitors
Prof. Mehdi Kalantari’s group at the University of Maryland is a key group working on bridge
SHM, and they have spun off the Resensys product line. Moreover, Dr. Yang Wang’s Laboratory
for Smart Structural Systems at Georgia Tech is also involved in cutting-edge research on large
bridge health monitoring system. To our knowledge, neither of these two groups nor any other
is looking at smart antenna strategies to reduce energy consumption for this application.

6.4 Major non-academic players
Wireless SHM systems are relatively new and there are few commercial players to date. Aside
from the Resensys firm spun out of the University of Maryland, Parker-LORD Microstrain Sen-
sing [107], based in Vermont, is worthy of mention since it offers for sale both sensors and
wireless sensor nodes. The company provides a solution with long life nodes by leveraging solar
energy harvesting devices. It should be noted, however, that direct solar energy is not always
available at all nodes in typical SHM deployments. Some sensors might be in shadowed areas,
or even inside bulkheads.



ANNEXE A

Hardware Specification

A.0.1 Hardware specification of MCU
The MSP430FR5994 microcontroller contains all the basic hardware requirements to start deve-
loping on the ultra-low-power bridge monitoring system. The 16MHz MSP430FR5994 device
features include 256KB of embedded Ferroelectric Random Access Memory (FRAM), a non-
volatile memory known for its ultra-low power, high resolution and high-speed write access.
Jointly with the 8 KB of on-chip SRAM, users have access to 264KB of memory to fragment
the data and code, which makes it easy for the MSP430 to process incoming analog data in
real-time [102].

A.0.2 The sensor selection
The most frequently used types of accelerometer in SHM are force balanced, piezoelectric and
Micro Electro Mechanical System (MEMS) type. The force-balanced type is suitable for low-
frequency and low-noise vibration measurements which use a simple mass-spring mechanism.
However, the major drawbacks are power consumption and large size. Furthermore, piezoelec-
tric type sensors are favored for their durability and stability, but are less attractive in terms of
power consumption. On the other hand, MEMS-type accelerometers have emerged recently with
broad attractive features, including low power, small size and competitive price [24].

A.0.3 Accelerometers
The ADXL355 is a 3 axis MEMS accelerometers with low noise density, low power and low 0 g
offset drift. It supports the ±2.048 g, ± 4.096 g, and ±8.192 g ranges, selectable digital filtering
from 1Hz to 1 kHz, and low noise density of 25µ/

√
Hz at less than 200µA current consumption,

and offers temperature drift. Moreover, long term stability with minimal calibration and very
low power consumption makes this sensor suitable for bridge health monitoring system. This
ADXL355 can perform high resolution vibration measurement with low noise, thus enabling
structural defect detection through wireless sensor networks. This accelerometer offers guaran-
teed temperature stability with null offset coefficients of 0.15mg/C (max), over an operating
temperature range between -40 degree Celsius to 125 degree Celsius, which is appropriate for
Canadian weather. Specific characteristics include a current consumption of 21 µA in standby
mode, an integrated 20-bit analog-to-digital converter (ADC), programmable high and low-pass
digital filters, and a data interpolation routine for synchronous sampling. It supports digital serial
peripheral interface (SPI)/I2C interfaces [108].

A.0.4 Software package
Many simulation software packages applicable to sensor networks are available, with respective
strengths and weaknesses, including NS-2/NS-3, OPNET, SENS, Truetme, PiccSim, TOSSIM,
Avrora and MatLab/Simulink. Matlab/Simulink is widely used for simulation and test purposes
in various applications, including structural health monitoring systems [68]. However, in our
system model, Matlab/Simulink is not suitable as the main focus is power management of the
overall system, with fine-grained control of sleep modes for the microcontroller and radio chips.
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NS-3 MAC does not support low power features, as the radio is always in an ON state. Moreover,
NS-3 MAC standard specifies only the sleep management for beacon-enable MAC. Some re-
search has implemented Contiki-MAC where the duty cycle mechanism is by default in Contiki
OS [67]. Omnet++ has the capability to do the duty cycle mechanism with different established
MAC schemes.
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