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RÉSUMÉ

Les scanners de tomographie d’émission par positrons (TEP) par temps de vol (TdV)
augmentent le rapport contraste à bruit (RCB) en réduisant le bruit de fond. Ceci se tra-
duit par un temps d’acquisition plus court ou une dose réduite. Au cours des années, la
TEP-TdV a évolué vers des résolutions temporelles de l’ordre de 200 ps, ce qui correspond
à une incertitude spatiale de 30 mm. Bien que cela soit suffisant pour améliorer la sensi-
bilité effective des scanners cliniques, résoudre des petites structures comme les ganglions
lymphatiques, ou des organes de petits animaux nécessite des résolutions temporelles in-
férieures à 50 ps pour résoudre un objet inférieur à ⇠ 10 mm. Une résolution temporelle
de 10 mm permettrait même d’éviter la reconstruction tomographique des images TEP.
L’obtention d’une bonne performance d’image en TEP nécessite d’aborder simultanément
tous les paramètres de qualité d’image, y compris la résolution spatiale, la sensibilité et le
RCB. Cependant, il est peu probable que cela se produise, car des études ont démontré
que les choix de conception du détecteur peuvent favoriser certains paramètres de qualité
d’image, mais en dégrader d’autres. On doit donc cibler les facteurs contribuant au RCB,
l’un des paramètres importants de la qualité d’image. Un de ces facteurs est le choix de
l’épaisseur du cristal qui affecte la résolution temporelle et donc, le RCB. Bien qu’une
résolution temporelle améliorée augmente la détectabilité des petites lésions, on doit étu-
dier les compromis afin de trouver un point d’équilibre offrant à la meilleure performance
d’image possible.

La motivation de cette recherche est de déterminer la limite à partir de laquelle le TdV
améliore la qualité de l’imagerie des petits animaux et également, d’étudier les compromis
nécessaires entre la longueur des cristaux, la résolution temporelle et la sensibilité pour
atteindre la qualité d’image optimale. Ces compromis ciblent l’amélioration de la résolu-
tion temporelle pour améliorer les performances du RCB sans compromettre les autres
paramètres de qualité d’image. Ces travaux démontrent qu’une résolution temporelle de
100 ps est le seuil à partir duquel le TdV améliore le performance RBC de l’imagerie des
petits animaux. De plus, ils montrent que le volume du cristal peut être réduit de 19 %
sans détériorer l’image. Un modèle est également proposé pour prédire le RCB avec un
niveau de confiance relativement élevé et il peut être utilisé comme guide pour concevoir
la prochaine génération de scanners. L’introduction d’une nouvelle mire élaborée pour étu-
dier les avantages et les impacts du TdV sur la détectabilité des lésions pour les scanners
TdV est par la suite présentée.

Mots-clés : Tomographie d’émission par positrons, Temps de vol, Résolution temporelle,
Rapport contraste sur bruit, Imagerie des petits animaux, Qualité d’image, Modèle quan-
titatif.



ABSTRACT

Time-of-flight (TOF) positron emission tomography (PET) scanners improve contrast-to-
noise ratio (CNR) that translates into reducing the scan time or the required injected dose.
During the past years, TOF PET has evolved towards temporal resolutions of the order of
200 ps, corresponding to a spatial uncertainty of 30 mm along the line of response (LOR)
defined by the two annihilation photons. Although this location uncertainty is sufficient
to improve the effective sensitivity of clinical scanners, resolving small size tissues such
as a lymph node, or small animal organs would require the timing performance to be less
than 50 ps to resolve objects smaller than ⇠ 10 mm. A coincidence time resolution around
10 ps would even allow to avoid tomographic reconstruction of PET images.

Obtaining good image performance in PET demands tackling simultaneously all image
quality parameters, including spatial resolution, sensitivity, and CNR. However, this in-
volves difficult trade-offs as studies have demonstrated that choices made at the design
level for the detector configuration may enhance some image quality parameters but are
then detrimental to others. It is therefore mandatory to identify and carefully investi-
gate the factors contributing to the CNR, one of the most important parameter for image
quality. One such factor is the choice of crystal thickness that affects coincidence time reso-
lution and thus CNR. Although improved coincidence time resolution increases the chance
of small lesion detectability, trade-offs should be studied to find an optimum compromise
maximizing the image performance.

The motivation underlying this research is to determine the limit where TOF adds gain in
small animal PET imaging and also investigate trade-offs between crystal length, timing
resolution, and sensitivity to find the optimum image quality. These trade-offs target the
coincidence time resolution improvement to enhance CNR performance without compro-
mising the other parameters of image quality. It is demonstrated that a coincidence time
resolution of 100 ps is the threshold where TOF starts to improve the image performance
of a small animal scanner. In addition, it is shown that the crystal thickness can be re-
duced by 19 % without loss on the imaging performance. A model is also proposed that
describes the CNR performance with a relatively high level of confidence at early stages
of the design, and can be used as a guide to design the future generation of scanners. This
is followed by introducing a new phantom purposely designed to study TOF benefits and
impacts on lesion detectability for PET scanners.

Keywords: Positron Emission Tomography, Time of Flight, Coincidence Time Resolu-
tion, Contrast to Noise Ratio, Small Animal and Clinical Imaging, Image Quality, Quan-
titative Model.
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CHAPTER 1

INTRODUCTION

1.1 Problem Statement

Cancer is a main public health concern and the first leading cause of death in Canada dur-
ing the past five years [3]. Early detection is crucial to beating cancer as early diagnosis
directly affects the effectiveness of the treatment, reducing the mortality rates and lessen-
ing the economic burden on the health system. The importance of early cancer detection
is highlighted by knowing that approximately one out of two Canadians will be diagnosed
with a type of cancer in their lifetime and for some types, such as prostate cancer, roughly
24% to 49% can be treated if early detection is available [4]. While studies have shown that
positron emission tomography (PET) scans can be useful in the early diagnosis of cancer,
it is definitely considered to be one of the most powerful tools at staging cancer [5, 6].

PET is a molecular imaging modality used in clinical and in vivo small animal research [7].
It allows obtaining the information on molecular processes through metabolism where
glucose is the most widely used radiolabeled compound for its ability to detect diseases
such as cancer [8] and neurological disorders [9]. In conventional PET, the radiotracer
labeled with a positron emitting atom is administered to the subject. Following the
disintegration of a proton in the nucleus, a positron is emitted and annihilated with a
surrounding electron resulting in the emission of two back-to-back 511 keV photons; these
are subsequently detected by a ring of detectors placed around the subject. Information
regarding the position of the interaction, energy deposited at the time of interaction and
the detector id are registered and used to form the image.

In the mid 1970s, time-of-flight (TOF) technology was initially introduced in PET through
a Ph.D. thesis entitled, "Time-of-flight localization of positron emitting isotopes" [10].
This work proposed using the arrival time difference of 511 keV photons to more accu-
rately locate the source in the field of view (FOV). However, the achieved TOF resolutions
at the time were about 400 - 700 ps, and were not sufficient exploit its benefits in imaging
applications; hence making the TOF scanner unqualified [11–13]. The emergence of dense
Lutetium-based scintillators along with the development of photosensor technology led to
better time performance that triggered once again the development of TOF-PET scan-
ners [14, 15]. The best currently achieved TOF resolution in clinical scanners is 215 ps,
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Figure 1.1 A patient with colon cancer, after injection of 555-MBq of FDG
and scan for 3 min/bed position following a 60-min uptake period, Left: non-
TOF image, Right: TOF image. In TOF image cancerous lesion can be clearly
discerned. Image reprinted from Joel Karp, 2008 [1].

which is not yet a sufficient improvement to benefit from TOF in small animal imag-
ing [16]. However, in laboratories TOF resolution is improved down to 30 ps [17]. The
main advantage of employing TOF is shown to enhance small lesion detectability, which
is desirable for increasing the chance of early detection of metastasis and cancerous cells
(Figure 1.1) [14, 18–22]. The better the time performance of a TOF-PET scanner is, the
better is its ability to discern small lesions; thus, it is more effective in diagnosing the
diseases. Therefore, in the design of TOF-PET scanners, parameters contributing to TOF
resolution should to be chosen carefully to optimize the time performance.

1.1.1 Physical Parameters of Image Quality in PET

To obtain a detailed image, three physical parameters should be optimized: spatial reso-
lution, sensitivity, and contrast-to-noise ratio (CNR).

Spatial resolution: The spatial resolution is a key factor in evaluating the performance
of PET scanners. It is defined as the minimum distance required to discriminate between
two adjacent objects in an image. Spatial resolution is specified, and can be estimated, as
the full-width half-maximum (FWHM) of uncertainties that contribute to the resolution
degradation at the design level [23]. Spatial resolution in the submillimeter range allows for
the detection of receptors and proteins associated with the early development of diseases.
Hence, a system with high spatial resolution performance increases the chance of small
tumors being detected and also allows for monitoring their response to a treatment. While
TOF information does not generally seem to affect the spatial resolution performance, in
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a recent study it was shown that if ultra-fast TOF (below 30 ps) could be achieved, spatial
resolution performance could be improved [24].

Sensitivity: Scanner sensitivity can be reasonably estimated at the initial stages of a
design based on the detector geometry and its arrangement [25]. A highly sensitive scanner
requires lower administered dose to the patient and provides high counting statistics for
the image. TOF technology does not directly contribute to the sensitivity performance.
However, studies have shown that TOF can compensate for sensitivity loss and lead to
better image performance when low counting statistics are present [26,27].

Figure 1.2 a) Ideal image with enough statistics, perfect CNR, spatial res-
olution and sensitivity, b) Low spatial resolution, high CNR, high sensitivity
c) High spatial resolution, low sensitivity (high noise), low CNR d) low spatial
resolution, CNR and sensitivity. Image reprinted from Anders Brahme, 2014 [2].

CNR: CNR is the ability of the scanner to differentiate objects from the background noise
and as the chance of neglecting a lesion in a noisy background increases if the lesion is
small, this is sometimes referred to as small lesion detectability. The CNR is evaluated by
drawing a region of interest (ROI) that encapsulates the desired lesion in the image and
is calculated as follows:

CNR =
Clesion � Cbackground

�background

, (1.1)

where Clesion and Cbackground are the mean activities in the ROI of the lesion and its sur-
rounding area, respectively, and �background is the standard deviation of the background [28].
Both spatial resolution and sensitivity contribute to the CNR performance by revealing fine
details and improving statistics, respectively. Therefore, the CNR performance is mainly
dependent on the counting statistics, the spatial resolution, the size of the lesion, the re-
construction algorithm, and the reconstruction parameters. Although rarely addressed in
the literature, CNR performance plays an essential role in the imaging performance of any
scanner. TOF’s principal impact is on improving the CNR performance by reducing the
background noise in the image [29]. This happens because the location of the annihilation
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is estimated based on TOF information, thus the noise propagation is reduced during the
image formation process which leads to the reduction of background noise.

Designing a scanner that only provides an image with high spatial resolution does not guar-
antee obtaining a high quality image that is adequate for diagnostic purposes, particularly
in the case of small lesion detection and small animal imaging. To have an efficient scanner
that allows for obtaining detailed images, both high contrast and high spatial resolution,
along with enough counting statistics have to be maintained (Figure 1.2). Nonetheless,
improving all these parameters together is impossible, and trade-offs have to be made
at each step of the design process. TOF adds another degree of freedom that will allow
more flexibility in the choice of the other parameters, and so, fewer compromises in the
trade-offs between all parameters.

1.1.2 Design of PET Scanner Detectors

A PET scanner detector is composed of three elements: scintillator or crystal, photode-
tector, and electronics (Figure 1.3). Such a detector works on the basis of the conversion
of the 511 keV photon energy into a voltage pulse, that is subsequently processed by the
scanner electronics. There are many alternatives in designing detectors for PET in terms
of crystal material and dimensions, type of photodetector, and how quickly and efficiently
the electronic block processes the signal. This makes the design process a challenge as
the imaging performance of the scanner is highly affected by the choice of design param-
eters and those parameters have interdependent relationships with one another meaning
that the improvement of one parameter may result in the degradation of another. For
example choosing a large crystal surface favours sensitivity performance as it allows for
more photons to impinge on the crystal surface; however, it degrades the spatial resolution
performance [30, 31]. One important key factor that affects the performance of all three
parameters of image quality is the crystal length, as choosing long crystals improves the
sensitivity performance by increasing the chance of interactions, however; it degrades the
spatial resolution performance in the periphery of the FOV. Moreover, a long crystal in-
creases the travel pathlengths between the interaction position inside the scintillator and
the photodetector, which results in degrading the timing performance; this reduces the
image CNR for TOF-PET scanners [32,33]. The improvement of the timing performance
at photodetector level has advanced in the recent years [34,35]; this also makes optimizing
the crystal length a prime factor for further improvement of TOF performance in future.
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Figure 1.3 A typical PET detector block.

1.1.3 Dedicated PET Systems

The first commercial PET system was developed in 1976, making the PET scanners a focus
of the diagnostic imaging industry ever since [36]. PET scanners have evolved throughout
the years with advances in their detector material, photodetector technology, spatial and
coincidence time resolutions (CTRs), and geometrical capacity in body coverage and sensi-
tivity [16,37–42]. However, academia never ceased to explore even more innovative avenues
by introducing TOF information leading to the development of first TOF capable system
in 1982 [12], and hybrid systems such as PET combined with computed tomography (CT)
and PET combined with magnetic resonance imaging (MRI) [43,44].

1.1.4 Dedicated Small Animal Systems

The extensive use of clinical PET scanners has provided an incentive to develop small di-
ameter PET systems that allow to conduct experimental studies in animal models. Thus,
small animal PET scanners have emerged in the 1990s [45–47] to assess new radiotracers
in non-human subjects. Another important aspects of small animal imaging is to reduce
the risk on human subjects, develop novel radiotracers, and study how body organs would
respond to a treatment. There are also some limitations in small animal imaging imposed
by the type of the animal model that is used in the research. Some small animals such as
rodents are warm-blooded species with small size, thus they require more metabolic en-
ergy to keep their body temperature steady in particular when they are under anesthesia
on the scanner bed. This may unfavourably affect the results of some studies specially
when the targeted organ is the heart. Due to this, large species such as dogs or pigs have
been preferred over rodents as their organ size and their physiological characteristics are
better matched with humans. This also makes the transfer of the findings from animals to
humans easier. However, their breeding and housing conditions are challenging that make
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them less desirable as the animal model in the preclinical imaging.

Among preclinical PET scanners, LabPET scanners were developed in different sizes and
dimensions allowing for the study of small to mid-sized animals as well as human brains,
with the first prototype introduced in 2005 [48,49]. One unique feature of these scanners
is the one-to-one coupling of scintillator to photodetector. This pixelated configuration, as
implemented in the LabPET II platform, leads to superior spatial resolution performance,
roughly equal to physical limits. Hence, TOF technology can be added to these scanners
to enhance their CNR image performance.

1.2 Objectives of the Research

Considering the impact of TOF technology in enhancing image quality, along with the fact
that the LabPET II platform of scanners has already been optimized for spatial resolution
performance, the main goal of this research is to investigate the possible benefits of TOF
technology for future generations of LabPET II scanners. Specifically, this project aims to
study the effect of crystal length reduction as one potential improvement made possible by
TOF information in enhancing the imaging performance of LabPET II scanners. This will
be achieved by finding a figure of merit that can express the performance of the scanner in
terms of image CNR. Furthermore, to obtain a CNR model for LabPET II brain scanner,
a phantom will be designed for the purpose of assessing CNR performance for TOF-PET
clinical scanners. Thus, the following objectives are pursued:

1. Investigating the benefits of exploiting TOF information for small animal imaging.

2. Identifying the key parameters affecting CNR performance and their trade-offs for
a highly pixelated scanner.

3. Developing a figure of merit for evaluating CNR performance to help in the design
of the future generations of scanners.

4. Designing a phantom to add flexibility in CNR performance evaluation for clinical
TOF PET scanners.

The figure of merit will also set the roadmap for future designs of LabPET II scanners.
The method proposed in this work for deriving the model can be employed by other
scanner developers to implement optimal CNR performance. The phantom was designed
to become standard to assess the impact of TOF resolution on CNR performance for
clinical scanners. Ultimately, the outcome of the proposed research is to improve CNR
performance that will lead to better diagnostic imaging and reduce the health care burden.
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1.3 Structure of the Thesis

The present document consists of seven chapters. Chapter 2 presents a literature re-
view and discusses background pertaining to the nature of the current research including:
principles of PET, time-of-flight PET, the unavoidable trade-offs that must be made while
designing any scanner, performance parameters to consider while designing a scanner along
with their dependencies, and finally, how the data are analyzed and processed. Chapter 3
presents the results of a study on TOF benefits and trade-offs between scan time, crystal
length, and TOF resolution using the LabPET II scanner for mouse imaging as a model.
The outcome is published in IEEE Transaction on Radiation and Plasma Medical Sciences
(IEEE TRPMS) [50]. A detailed methodology to derive a CNR model using regression
analysis is presented in Chapter 4, which has also been published in IEEE TRPMS [51].
In addition, to be able to study TOF resolution effect on the LabPET II brain scanner, a
phantom is designed which is presented in Chapter 5. Here the phantom is validated us-
ing the Siemens Biograph Vision TOF PET/CT scanner in a simulation and experimental
study. The result of this research has been submitted to the journal Physics in Medicine
and Biology . The main contributions as well as the limitations of the current work are
discussed in Chapter 6. Finally, this dissertation ends with Chapter 7 where the main
achievements and future perspectives are presented.

Published articles: There are two published articles for this work [50,51].

Submitted articles: There is one submitted article [52].
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CHAPTER 2

STATE of the ART and LITERATURE RE-
VIEW

This chapter starts with discussing the principles of PET. Then the main challenges of
designing a scanner are presented. This part will be followed by defining the most im-
portant parameters affecting the imaging performance of scanners and their associated
parameters. The chapter ends with a description of the image quality assessment protocol
and the method used for data post-processing.

2.1 Principles of PET

The principal objective of medical imaging is to observe and diagnose pathologies in tissues
and organs. In the case of PET, the objective is to delineate the radiotracer uptake in a
tissue or an organ following the injection of a radiolabeled pharmaceutical agent.

2.1.1 Radioactive Tracer

The radioactive tracer or radiotracer, or radiolabeled agent is a chemical combination
of a radionuclide attached to a molecule such as anti-body, protein, peptide, or glucose.
The most common radiotracer used in PET from the mid-1970s to the present is fluo-
rodeoxyglucose (18F-FDG) that is used intensively in oncology to identify and localize
cancerous tissues [53]. PET radionuclides must be �

+ emitters and are characterized by
their half life and their integration type with the targeted molecules. The half life, defined
as the time required for the substance to lose half of its initial activity, should be high
enough to accommodate the transportation and preparation time and short enough so to
avoid unnecessarily exposure to radiation for the patients.

Radiotracers are used in the detection of a variety of tumors and their metastasis, and
for studying the functionality of different organs, including among others, liver and pan-
creas function, brain metabolism, lung ventilation, perfusion and cancer detection, kidney
and adrenal glands, heart blood flow and metabolism [54–59]. Table 2.1 shows a list of
radionuclides widely used in PET for generating diagnostic and therapeutic radiotracers.

The radionuclides presented in Table 2.1 are mostly used to generate diagnostic radiotrac-
ers that are useful to detect or monitor of a disease or the response to therapies, however,
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Table 2.1 Commonly used radionuclides in PET.
Radionuclide Half life Decay type Diagnostic or therapeutic

Carbon 11 20.4 min �
+ (100%) Diagnostic

Fluorine 18 109.8 min �
+ (97%) EC (3%) Diagnostic

Gallium 68 68 min �
+ (89%) EC (11%) Diagnostic

Copper-64 12.7 h �
+ (18%) Diagnostic

Iodine-124 100.2 h �
+ (26%) EC (74%) Therapeutic & Diagnostic

Zirconium-89 78.4 h �
+ (23%) EC (77%) Diagnostic

in recent years, extensive studies on generating the therapeutic radiotracers have been
conducted in particular, to treat prostate cancer [60].

Whenever a radiotracer is administered, it is distributed within the body and will eventu-
ally interact with the targeted tissues. Upon disintegration, the emitted positron interacts
with nearby electrons producing two simultaneous annihilation 511 keV rays as

p �! n+ �
+ + ⌫

�
+

slowing down����������! �
+ + e

� ! 2�, (2.1)

where p is a proton, n is a neutron, �+ is a positron produced by disintegration of the
radiotracer, ⌫ is a neutrino, e� stands for an electron and � is an annihilation photon that
has a 511 keV energy. The goal of PET is to track the fate of the radiotracer in vivo in
order to investigate biochemical processes using very low concentrations of the radiotracer,
typically in the range of 10�9 to 10�12 mol/L [55], revealing metabolic activities at this
level is a characteristic that makes PET unique in comparison to other imaging modalities.

2.1.2 Types of Interactions

The photons emitted following the annihilation can undergo three major types of interac-
tions which are photoelectric absorption, Compton scattering, and Rayleigh or coherent
scattering. However, only Compton scattering and photoelectric interactions are of impor-
tance in the case of diagnostic imaging. Rayleigh scattering has a negligible effect due to
the low energy nature of these interactions for 511 keV incident photons. The two common
interactions in diagnostic imaging are further described below.

Photoelectric Absorption
Photoelectric absorption is a physical process in which a photon transfers all of its energy
(Eg) to an orbital electron, called the photoelectron, which emerges with an energy (Ee)
where Ee = Eg �Eb, whereby Eb is electron binding energy, in the form of kinetic energy.
A vacancy that is created by the ejected photoelectron can be filled by the process that
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leads to the emission of either an Auger electron or characteristic X-rays. Characteristic
X-rays are generated when an electron from the outer shell fills the vacancy in the inner
shell. This electron transition can be followed by the ejection of another electron from one
of the outer shells which is called the Auger electron.

Compton Scattering
Compton scattering is an inelastic scattering of photons in which a photon with E0 energy
hits an electron, the photon is deviated by an angle ✓ from its original direction, and
transfers part of its energy to the recoil electron. The energy of the scattered photon

(a) Photoelectric interaction. (b) Compton scattering interaction.

Figure 2.1 Two most important interactions in PET.

(Esc) and the energy of the recoil electron can be calculated using the Compton scattering
formula given by

Esc =
E0

1 + E0
m0c

2 (1� cos(✓))
, (2.2)

This equation shows that the maximum transferred energy to the recoil electron, E0�Esc,
occurs at the backscatter angle (✓ = 180�) and equals E0/3 or 170 keV for a 511 keV
incident photon.

2.1.3 Coincidence Detection

Whenever two photons reach the opposing detectors within a preselected time window,
they are considered to originate from the same annihilation event and thus said to be
in coincidence. The line along which the coincidence event occurs and relates detectors
provides positional information and is called line of response (LOR) [61]. The coincidence
events are categorized into three groups: random, scatter, and true coincidences. Random
coincidences refer to the detection of two 511 keV photons falling into the time window
although they do not originate from the same annihilation event. This happens when two
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radioisotopes decay quasi-simultaneously creating two pairs of annihilation photons but
only one of the photons of each pair reaches surrounding detectors defining a wrong LOR.
Scatter coincidences are generated when two photons originating from the same events
fall within the coincidence window but, due to the scattering of one of the photons, the
LOR is incorrectly associated to them. Thus, they are registered as a valid coincidence as
demonstrated in Figure 2.2. Only true coincidences form LORs that represent the actual
point of emission; the other false coincidence events add background noise and blurring to
the image.

True
!

Scatter Random

Figure 2.2 Types of coincidences.

2.1.4 Data Acquisition Chain

A typical PET acquisition chain is based on scintillation detectors consisting of a scintilla-
tor, photodetector, and block of electronics where the analog signal from the photodetector
is converted into a timestamp and energy. Figure 2.3 depicts a typical acquisition chain.

Figure 2.3 Typical data acquisition chain in PET.

Scintillator
Radiation detectors differ in their detection method. In the case of PET, the ionizing
radiations produce visible light while interacting with crystals, so-called scintillators. Upon
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interaction, the photon is absorbed and its energy converted to visible light. The shape
of emitted light by the crystal follows an exponential decay given by

I = I0e
�t

⌧ , (2.3)

where I0 and ⌧ are two physical properties of the scintillator, the initial intensity of the
light pulse and decay time, respectively. As scintillators are the first block of the acqui-
sition chain, they play a crucial role in the design of PET scanners and should have the
following properties [62]:

• The material should be dense with high atomic number leading to a high stopping
power to improve the system detection efficiency, and thus the sensitivity.

• The dimension should be optimized for high detection efficiency to provide enough
statistics as well as allowing for high spatial resolution.

• Short decay time to limit detector deadtime and allow high counting rate and, in
the case of time of flight, to enable high CTR.

• High light yield to provide for high scintillation photon statistics and high energy
resolution for better event discrimination.

• The refraction index should match the optical coupling of the photodetector to
enhance light transmission efficiency.

• The wavelength of the converted light should be in visible range (⇠ 420 nm) to
match the photodetector spectral response.

• Be non-hygroscopic and chemically stable.

These desirable characteristics for scintillators make it difficult to find the material satis-
fying all these properties. Initially, sodium iodide (NaI) was used in the design of PET
scanners [63]. However, NaI is highly hygroscopic and it has a slow decay time, that
have stimulated the search for a new scintillator material. This led to the introduction
of Bismuth germinate (BGO) crystals [64, 65]. The main advantage of BGO was its high
density warranting high sensitivity. However, it also suffers from a low light yield and slow
decay time component that contribute to poor timing performance. A new generation of
cerium doped lutetium orthosilicate (LSO) crystals and its derivates emerged in the 1990’s.
These scintillators provide faster decay times in comparison to BGO and relatively high
light yield [66]. These scintillators gradually replaced BGO crystals in the majority of
modern PET scanners [16, 42].
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Photodetector
The scintillator is coupled to a photodetector as a second component of the acquisition
chain, which converts the visible light to an electrical signal. Traditionally, photomultiplier
tubes (PMTs) are incorporated as a photodetector in PET [30]. However, by technology
improvement over time and considering the drawbacks of PMTs such as bulkiness and
magnetic field susceptibility, avalanche photodiodes (APDs) was considered as an alterna-
tive to the PMTs [67, 68]. APDs are semiconductor photodetectors whose output signal
comes from the avalanche multiplication process created by electron-hole pairs in their
depletion region [69,70]. Despite significant progress, APDs are not a perfect match as an
alternative for PMTs due to their limited gain and challenging operating conditions due to
the presence of electronic noise. Hence, silicon photomultipliers (SiPMs), which are com-
posed of a 2D array of single avalanche diodes (SPADs) overcome most of the limitations
of APDs. Each diode is tied in parallel through a quenching resistor to a common node of
small microcells operated in Geiger mode [67]. The desired photodetector properties are
listed below:

• Fast response for high CTR and efficient discrimination of random coincidences.

• High conversion efficiency of visible photons to charge.

• Insensitive to magnetic field for PET-MRI applications.

• Low noise performance to provide high SNR.

The compact geometry, high gain, and photo detection efficiency, along with the fact that
they are insensitive to magnetic fields, make SiPMs a prominent choice as a photosensor
in modern scanners [16, 67, 71]. Recent studies show that SiPM technology has evolved
towards superior performance in terms of timing efficiency that can possibly revolutionize
PET imaging [34,35].

Electronics
The electrical signal produced by the photodetector must be processed by an appropriate
low noise electronics block [72]. The electronic circuit should perform two tasks: first,
converting the charges to a voltage signal; second, measuring the time and the energy of
the events, registering the crystal identification (ID) and rejecting the events outside a
prespecified energy window, sorting events chronologically for coincidence selection, and
random estimation. Therefore, the generated exponential signal with decay time ⌧ from the
photodetector is subsequently transferred to a charge sensitive pre-amplifier that converts
the charge pulse to a voltage pulse. This signal is then sampled and shaped as needed,
and both the time and energy are measured. The event data consisting of the timestamp,
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the energy and pixel ID are sent to a coincidence processing unit where the difference
between the arrival time of the pulses is calculated and used to discriminate between
coincidences by comparing with a reference coincidence time window. Figure 2.4 depicts
how a coincidence sorter unit works. The coincidence time window is chosen based on
the timing performance of the scanner that depends on the decay time of the scintillator,
noise in the photodetector and the signal processing unit.

Figure 2.4 Coincidence timing unit functionality.

This unit may classify the events as trues and randoms in a delayed time window (sec-
tion 2.1.3).

2.1.5 Image Formation and Corrections

Once the coincidence criterion is applied to the signal, the data are stored and either
binned in a sinogram or registered event by event in a file for further processing. As these
data are distorted by physical phenomena such as variations in efficiency of detector pairs,
random coincidences, scattered coincidences, and photon attenuation, some corrections are
required before or while performing image reconstruction. These phenomena are presented
in the following sections.

14



Attenuation Correction
When a 511 keV photon impinges on the crystal, it may either undergo one or a mixture of
interaction types (e.g. photoelectric absorption and Compton scattering), or may escape
even without any interactions or mixture of the interactions. However, before reaching
the crystal the annihilation photons pass through the subject that is being imaged, which
attenuates the photons. Hence, a linear attenuation coefficient that is dependent on the
energy of the incident photon and also the atomic number and density of the absorber
material is used to measure the transmitted photon by

I = I0e
�µlL, (2.4)

where µl is the attenuation coefficient, I0 is the incident intensity and L is the thickness of
the material. For a photon in coincidence, both traversing different thicknesses of tissue
to reach the detector pair, such as L1 and L2, the probability of coincidence detection is
given by

P = e
�µL1 ⇥ e

�µL2 , (2.5)

where µ is the attenuation coefficient of the tissue and L1 and L2 are pathlengths travelled
by each of the photons. The attenuation factor in PET for a given LOR is independent
of the emission point and relies only on the distance traveled by the photon within the
medium. Hence, a common approach to perform the attenuation correction is to find the
attenuation map from the emission image and apply the correction as a multiplicative
factor in the reconstruction process [73]. This correction has to be carried out to have a
quantitative image and is less important in case of small animal imaging. It is, however,
a must do as the subject size increases specially for clinical whole body imaging [74].

Scatter Correction
After annihilation, some photons may undergo scattering in the subject before reaching
the detectors and partially lose their energy depending on their scattering angle. However,
since most photons are forward scattered, they will mostly fall within the energy window.
Thus they will be registered causing scattered coincidence events that increase scattering
noise in the image. Scattering can also happen in-between detectors which is called inter-
crystal scattering. Such scattering may lead to the selection of the wrong LOR, thus
mispositioning the associated event. Contrary to scatter in the patient, these inter-crystal
scatter events tend to affect the image sharpness [75]. Choosing the lower energy threshold
high enough will mitigate this effect by rejecting most scattered photons to produce a
sharper image [76, 77], at the cost of losing counting statistics. Many approaches have
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been developed to correct for scattering effects. However each has shortcomings making
scatter correction a challenge [78,79].

The most commonly used scatter correction technique is the single scatter simulation
(SSS) method [80] which estimates the single scanner events using the emission distribu-
tion and the attenuation image. This technique applies the scatter estimate during the
reconstruction as an additive factor. In general, scatter correction can be conducted be-
fore proceeding to the image reconstruction or during reconstruction when iterative image
reconstruction techniques are used.

Random Coincidences Correction
Random coincidences are the source of background counts in an image resulting in a lower
contrast. The rate of random coincidences on a given LOR connecting detectors i and j

is given by
Rij = 2�tSiSj (2.6)

where 2�t is the coincidence time window and Si and Sj are single photon rates in detectors
i and j, respectively. Hence, by choosing a coincidence time window as narrow as possible
and lowering the single photon rates, the effect of random coincidences can be diminished.
This highlights the importance of using fast crystals and electronics in PET. The correction
for random coincidences can be done either by using a delayed coincidence window or the
single event rate estimation and prior to or during the image reconstruction [81].

Image Formation
The ultimate goal of PET is to make an accurate image of the distribution of the radio-
tracer in the subject. After all corrections are applied, the data is fed to an algorithm to
reconstruct the image. Image reconstruction techniques in PET divided into three classes:
analytic, iterative and matrix-based. Matrix-based methods are computationally heavy
and rarely used in PET scanners [82, 83]. In analytic methods, LORs are equally back-
projected on all image voxels along the LOR for each projection angle. The data are also
filtered before back-projection and then the contribution of all angles around the subject
are summed up to form the image. Analytic methods are traditionally used in obtaining
PET images as they are fast and linear, but are not the best-suited for highly pixelated
scanners because sampling nonuniformities and missing pixels create imaging artifacts.
Iterative methods have thus become more and more popular as they handle better the
low statistics conditions and missing pixels. The iterative algorithms are divided into two
groups: first, maximum likelihood expectation maximization (MLEM), second, ordered
subset expectation maximization (OSEM). In the latter, the data is divided into subsets
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and the image is updated after a specific number of subsets; this process accelerates the
reconstruction process.

2.1.6 Conclusion

PET relies on injecting a positron emitting radionuclide compound into the subject. This
leads to the production of pairs of back-to-back 511 keV creating photons simultaneously by
annihilation of positrons with electrons in the medium. Subsequently, each 511 keV photon
in such a pair is detected by the acquisition chain including the scintillator, photodetector,
and electronics which were discussed individually in this chapter. The physical principles
of PET, including radionuclide decay, radiation interactions, and radiation detection along
with different types of coincidences must be taken into account. Moreover, as the ultimate
goal of every scanner is to record meaningful data for diagnostic purposes, the formation of
quantitative images is required. Therefore, detection efficiency variations between detector
elements, random and scatter coincidences that are recorded besides true coincidence
events, and photon attenuation can induce some deterioration on the data set and impair
the image quality. These effects need to be corrected before or during image reconstruction.

In conventional PET, due to the uniform location probability along the LOR, it is not
possible to find where an annihilation occurs. This brings up the emergence of a new
generation of PET scanners, called time-of-flight (TOF) PET, which is presented in the
following section.

2.2 Time-of-Flight PET

TOF-PET scanners have been introduced in the 1980s whereby the location of annihilation
along the LOR is determined by the difference of the arrival times of the two photons [85],
as measured by

�x =
�t⇥ c

2
, (2.7)

where c is the speed of light (3 ⇥ 1011 mm

s
), �t is the difference of the arrival time, also

known as coincidence time resolution (CTR), and �x is the position error along the LOR
(Figure 2.5b). This information is employed in the reconstruction process by applying a
gaussian kernel with the width of 2�x on a given LOR. Without timing information, all
the pixels along the LOR must be given the same probability of being the actual emission
point as shown in Figure 2.5a; this is the case in conventional PET scanners. Contrary to
conventional PET, TOF PET reduces the noise in the reconstructed image [85, 86], since
the statistical fluctuations along the LOR is limited to the number of pixels under the
TOF response (Figure 2.5a) [29, 87,88].
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(a) (b)

Figure 2.5 Benefits of TOF over non-TOF PET. a) Highlighted pixels are con-
tributing to image for either TOF and non-TOF PET, b) Probability distribu-
tion for TOF and non-TOF PET.

This benefit of TOF scanner translates into decreased patient radiation dose, shorter
scan time, and increased small lesion detectability [18, 29, 33, 89]. The induced gain by
employing TOF was proved [12, 85] by defining the ratio of the signal-to-noise (SNR) for
PET scanners as

SNR = k(nc)
�1/4(nt)

1/2 (2.8)

where k is the reconstruction factor, nc is the number of resolution cells, and nt is the
number of detected events. For same counts, a TOF capable system reduces the number
of effective resolution element based on the location uncertainty calculated by knowing
timing performance given by

nTOF = ⇡(
�x

2
)2 ÷ d

2 Substituting in equation 2.8����������������! SNRTOF = k(⇡(
�x

2d
)2)�1/4(nt)

1/2 (2.9)

where d is the scanner resolution and �x is a location uncertainty calculated from equa-
tion 2.7. For non-TOF scanner, this is given by

nnon�TOF = ⇡(
D

2
)2 ÷ d

2 Substituting in equation 2.8����������������! SNRnon�TOF = k(⇡(
D

2d
)2)�1/4(nt)

1/2

(2.10)
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where D is the diameter of the object in the FOV. This translates into a gain as

TOFgain =
SNRTOF

SNRnon-TOF

= (
�x

2

D2
)�1/4 =

r
D

�x
, (2.11)

The advantage of TOF PET over conventional PET can also be expressed as multiplicative
reduction noise factor [85] given by

G =
2⇥D

c⇥�t
, (2.12)

with G also being called the sensitivity gain. The sensitivity gain shows that the TOF
benefits will improve for larger object size (D) and better arrival time difference (�t).

Based on equation 2.7, detecting a 1.5 mm diameter object requires a 10 ps CTR. If the
CTR of 10 ps can be achieved the image reconstruction could be avoided as claimed by the
10 ps worldwide challenge [90, 91], since the actual point of emission is estimated within
1.5 mm along the LOR. Moreover, the improvement in CTR mitigates the impact of data
inconsistencies on image quality [14, 18–22,85].

2.2.1 Coincidence Time Resolution and its Dependencies

The coincidence time resolution (CTR) is a key parameter for TOF PET scanners as it
contributes to CNR performance by limiting the noise contamination in the reconstructed
image. Therefore, TOF PET scanners require precise CTR to increase the ability to tag
the location of the annihilation along the LOR, thus increasing the CNR compared to con-
ventional PET. CTR is determined as the quadratic sum of the uncertainties contributing
to the time performance in the acquisition chain in terms of how fast the data can be read,
processed and registered [33, 62, 92–94]. Figure 2.6 shows how the different components
involved in the detection process across the acquisition chain contribute to the CTR.

Optical 
couplingLutetium based crystal SiPM

TDC

Front-end 
Electronics

!!"##" !$%&'&(	*#+,,+&( !	--. !/%&'&0*'*1'&2 !*3*1'2&(+1,
Figure 2.6 A typical time chain.
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Timing uncertainties in scintillators
The choice of scintillator dominates the time performance of a scanner as it affects the
time chain with three components as shown in Figure 2.6. These components are listed
as follows.

• �Gamma: Variations of the location of the interaction within the scintillator induces a
jitter that resulting from the bias introduced by the propagation time of the gamma
in the crystal relative to the propagation time of scintillation photons towards the
photodetector [21, 95]. This effect becomes significant for CTRs below ⇠ 50 - 75 ps
depending on the crystal length.

• �Photon emission: The inefficiencies in emission time of optical photons is the time it
takes by the scintillation process to emit the visible light. It is dependent on the light
yield, rise time, and decay time of the scintillator. Hence, the faster and brighter
crystals shall be selected to reduce photostatistical timing jitter. This process nor-
mally takes a few nano seconds and can be accelerated by employing Cherenkov
photons down to a few picoseconds [17].

• �TTS: The photon transit time spread (TTS) from the emission point to the pho-
todetector is a function of crystal length as it affects the propagation time of the
photons and thus the timing precision. It is also dependent on the inconsistencies
of refraction index from scintillator to the light guide (optical coupling) and also
the photodetector [96]. The crystals used in PET are normally long and thin and
attached to a photodetector on one end. This configuration increases the travel path
and exacerbates the number of photon reflections before reaching the photodetec-
tor surface, resulting in degraded light collection efficiency [93, 97, 98] and poorer
CTR [32,33,86,99,100].

Timing uncertainty in photodetector
How fast and how efficiently can photodetectors convert the scintillation light into an elec-
trical signal affects the timing performance. The photodetector contributes to the time
chain as explained below.

• �Photodetector: The time it takes when a scintillation photon reaches the photodetector
until the production of photoelectrons that eventually leads to an electrical signal
is referred to as the light transfer efficiency of the photodetector. This process af-
fects the time chain by the amount of detected photons that is a function of the
photodetector active surface, variation of the photostatistics and how fast the de-
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tected photon generates a signal. Recently, SiPMs have become the photodetector of
choice due to their short timing performance and relatively good quantum efficiency.
A recent study shows promising results on reducing �Photodetector down to 7.8 ps [34].

Timing uncertainty in electronics
The approach that is employed to convert the analog electrical signal coming from the
photodetector into the time signal plays a role in the timing performance in terms of how
efficient the electronic works as regards a fast time response, low noise, and high gain.
Traditionally, a time to digital convertor (TDC) is used with SiPMs or SPADs to mea-
sure the arrival time of the photons. However, other methods such as constant fraction
discrimination, and advanced signal processing tools can be alternatively used [35].

• �Electronic: The timing jitter that is induced to the signal by the electronic block [101].

The overall CTR of a detector can be determined by the full-width half-maximum (FWHM)
or �t in the time stamp distribution [93,102]. Timing measurements are done by evaluat-
ing the point where the signal intercepts with a voltage threshold [103, 104] (Figure 2.7).
At this point, the noise existing on the signal has an impact on the CTR through the
signal slope that is given by

�t =

p
�Gamma

2 + �Photon emission
2 + �TTS

2 + �Photodetector
2 + �Electronics

2

dv

dt
|threshold crossing

, (2.13)

where �Gamma, �Photon emission and �TTS are the uncertainties induced by the scintillator,
�Photodetector is the error due to the photodetector response and �Electronics is the error result-
ing from electronic measurements. The steeper the rising edge of the signal in Figure 2.7,
the better the timing resolution. Hence, the smaller the value of the CTR, the better the
ability of the system to discern between the arrival times of the photons.

A high timing performance leads to better localization of the annihilation point along
the LOR and allows to reduce the random rate; thus results in reducing background
noise in the image and finally enhancing the CNR performance. This benefit makes TOF
technology to be the center of the scanner development research and highly desirable for
current and also future manufacturing of PET scanners.
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Figure 2.7 Time signal from scintillator, photodetector and electronic that is
used to measure the CTR.

2.2.2 TOF Benefits

TOF PET has been thoroughly investigated at the clinical level [41, 105–107] and its
main benefits include the reduction of scan time or injected dose, and enhanced small
lesion detectability by reducing background noise [14, 18, 20]. However, researchers have
shown that employing TOF capability improves image quality in multi-modality such as
PET/MRI where TOF information facilitates the attenuation correction and reduces the
impact of metal induced artifacts [108–110]. In addition, TOF reconstruction is less prone
to errors and more robust to inconsistent data [86,111,112].

At the preclinical level, however, TOF was not investigated as the CTRs obtained are not
good enough to have an impact. This is because the FOV for these scanners are small
in comparison to clinical scanners, resulting in the currently achieved TOF resolution
insufficient to procure any gain according to equation 2.12. Nevertheless, TOF technology
is progressing steadily, approaching 100 ps timing resolutions, which is sufficient to provide
a location accuracy of 1.5 cm in the FOV, (equation 2.7) [113, 114]. Moreover, state-of-
the-art timing performance reported in laboratory measurements reach between 30 to 100
ps with crystal lengths of 3 to 20 mm [17, 91, 113–117]. The potential advantages of such
improved timing performance would deserve further investigation for the implementation
of TOF in preclinical PET.
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2.2.3 Conclusion

This section emphasized that fast timing information can be used to calculate the emis-
sion distance along the LOR. This gave rise to the new generation of TOF-PET scanners,
encoding the arrival time difference of coincident photons in the image reconstruction al-
gorithm. This information is used to localize the emission point, thus leading to improved
CNR in reconstructed images by reducing statistical noise. Including TOF information
leads to increased small lesion detectability and reduced scan time or injected dose. Having
TOF-PET capability also appears of high interest for small animal imaging to discrimi-
nate between tiny organs of animal models. This along with the recent progress in TOF
resolution provide an incentive to study the benefits of TOF for small animal scanners.
Therefore, the choice of design parameters that affect the small animal PET scanner per-
formance and image quality should be studied in the context of ultrafast TOF timing.
This is the subject that will be discussed in the next section.

2.3 Image Quality Parameters

The most important factors affecting image quality in PET scanners are sensitivity, spatial
resolution and contrast-to-noise ratio (CNR). To have a reliable image, all of the mentioned
parameters should be optimized. However, these parameters are interconnected and sev-
eral design factors, such as detection efficiency, energy resolution, noise equivalent count,
etc. have influenced the image quality in regard with these parameters. Therefore, the
physical parameters of image quality along with their dependencies are discussed in this
section.

2.3.1 Sensitivity

System sensitivity plays an important role in CNR performance due to the fact that it
is directly contributing to the counting statistics. The number of counts per time unit
(in cps) per unit of activity (in Bq) is defined as the absolute sensitivity of a scanner
and is expressed theoretically to detect the annihilation photons emitted followed by a
disintegration [25] as

S = "
2 ⇥ ⌦, (2.14)

where " is the detector intrinsic efficiency, and ⌦ is the geometric detection efficiency.
High sensitivity is highly desirable as it increases the statistical quality of the data that
is required for quantitative imaging. A scanner with high sensitivity allows to visualize
organs with small uptakes or small animals with a very low amount of radiopharmaceutical.
The coincidence efficiency is discussed in the following section.
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Coincidence Efficiency As equation 2.14 shows, the absolute sensitivity or coincidence
detection efficiency of a scanner is dependent on the intrinsic detection efficiency of the
coincident detectors and the geometric detection efficiency. The intrinsic detection effi-
ciency can be defined as the ability to effectively stop the incident photons and is given
by

" = 1� e
�µl⇥L

, (2.15)

where µl is the energy-dependent linear attenuation coefficient of crystal, and L is the
detector thickness. The intrinsic efficiency expresses the fraction of number of detected
photons over the number of photons impinging on the crystal. The high intrinsic efficiency
leads to noise reduction from counting statistics and, hence, high image SNR. The geomet-
ric efficiency is the solid angle spanned by the source over the detector and is calculated
as

⌦ =
Area

d2
, (2.16)

where d is the distance between the source and detectors, and A is the area of the detector
exposed to the radiation as shown in Figure 2.8. This should be summed over all possible
detector pairs.

The geometric detection efficiency can be enhanced by increasing the solid angle coverage of
the scanner while the intrinsic detection efficiency can be improved by choosing scintillators
with a high atomic number, made of a high density material, and/or increasing crystal
length, and crystal packing fraction [118–120]. The geometric detector arrangement is a

Figure 2.8 Solid angle coverage.

very important design consideration that affects significantly the detection efficiency, thus
the sensitivity [121]. The fact that rectangular shape detectors are placed within a ring,
makes gaps between detectors inevitable. Photons can fall into these gaps, escaping the
detection process, leading to the degradation of detection efficiency, and thus sensitivity.
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Two important factors that are also contributing to imaging performance are the noise
equivalent count (NEC) and the energy resolution; these are discussed in the following
sections.

Another important parameter affecting imaging performance is NEC which is a widely
used metric representing the SNR performance of PET in terms of the three types of
coincidences registered by the scanner. It provides information on the rate of true, random
and scatter coincidences, and how they contribute to the image SNR [28]. The NEC
provides insight into the quality of primary data and is given by

NEC =
T

2

T + S +R
, (2.17)

where T, S, and R stand for true, scatter, and random coincidence count rates, respec-
tively. The NEC does not guarantee obtaining good quality images [30], it measures the
effect of random and scatter rates and the ability of the scanner to measure true coin-
cidences [121] and is mainly dependent on the choice of the coincidence time window to
reject random coincidences and the energy threshold to reject scattered photons. The
activity concentration at which the NEC performance reaches the maximum value can
be used to put a limit on the activity that should be injected to avoid over exposing the
subject to radiations. As can be seen from the formula, to improve the NEC, the number
of scatter and random coincidences should be minimized [122]. Moreover, the higher the
NEC at a given injected dose, the higher the SNR obtainable by the PET scanner, which
results in higher CNR performance. Knowing this optimum activity, the scan duration can
be also calculated to have certain counting statististics for each bed position.The energy
resolution will be discussed next.

Energy Resolution Whenever an interaction takes place (either Compton scattering
or photoelectric absorption) some energy is deposited in the detector. Pulse amplitudes
created by the photoelectric absorption are proportional to the energy of the incident
photon (E�) since the whole photon energy is absorbed in such an interaction. However,
photons that undergo Compton scattering deposit part of their energy in the material
via Compton recoil electrons. This energy deposition is maximum when the scattering
angle is equal to 180� (equation 2.2), and the energy deposited in the detector can be
characterized by an energy spectrum as shown in Figure 2.9. Energies ranging from 0 to
340 keV (Compton edge) correspond to Compton scattering events. Events at 511 keV
(photopeak) and in its vicinity correspond to the photoelectric interaction. In addition,
some photons can undergo multiple scattering producing a distribution of pulses which are
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placed in the valley between the Compton edge and the photopeak. The energy resolution
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Figure 2.9 Typical energy spectrum of a 511 keV interaction in a scintillator.

is defined as the full-width at half-max (FWHM) or �E over the E� by fitting a Gaussian
over the curve resulting from the contribution of five terms [123]; it is given by

�E

E�

=
q

(�in)
2 + (�st)

2 + (�lt)
2 + (�n)

2 + (�el)
2
, (2.18)

where
– �in is the intrinsic energy resolution of the crystal;
– �st is the statistical term proportional to �st =

1p
Number of detected photons

;
– �lt is related to light transmission efficiency of both the crystal and the photodetector;
– �n is coming from the photodetector noise contribution;
– �el is electronic front-end noise.

Overall, the energy resolution represents the ability to separate true coincidences from
scatter coincidences and is dependent on the choice of the scintillation material along with
the light transmission efficiency and counting rate capability of the electronics [124]. In
general, photons are undergoing two types of scattering either in the tissue or in-between
crystals. The latter occurs when a photon escapes from a crystal and deposits its remaining
energy in an adjacent crystal. The rate of inter crystal scattering is increasing if small
detector elements are used since the scattered photons may escape to the adjacent crystal
before releasing all of their residual energy. The probability of inter crystal scattering is
increased by choosing a low density crystal [125]. In PET, scattered photons are normally
rejected by choosing an energy window to allow only photoelectric events and events in
their vicinity to reconstruct the image [126, 127] leading to the elimination of a large
fraction of both scatter coincidences and inter crystal scattering events. However, some
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researchers recently proposed methods to consider these scatter events and include them, as
well as photopeak events, by lowering the energy threshold to enhance the sensitivity [128,
129] at the cost of the degradation of optimal NEC performance and CNR [70].

2.3.2 Spatial Resolution

The spatial resolution performance contributes significantly to the quality of image. The
spatial resolution of the system at the center of the FOV is defined as the ability to
discriminate between two adjacent objects after image formation; it is given by

S = k

q
(�det)2 + (�positron range)2 + (�acolinearity)2 + (�decoding)2, (2.19)

where k is the reconstruction factor, �positron range and �acolinearity are the physical limitations
originating from positron range and acolinearity as shown in Figure 2.10, �det is associated
with impact of crystal dimensions on the resolution, and �decoding is associated to how the
photodetector reads the crystal signal. Each of these uncertainties will now be discussed.

Figure 2.10 Physical phenomena contributing to spatial resolution perfor-
mance: positron range and acolinearity.

– Crystal Resolution: This factor is presented as �det in equation 2.19 and is calculated
by

�det =
d

2
⇥ (cos ✓ +

L

d
sin ✓), (2.20)

where d is the crystal cross section, L is the crystal length and ✓ is the incident photon
angle for the sources in the periphery. If the source is centered in the FOV, ✓ is zero and
the spatial resolution is calculated by the point spread function of the two detectors which
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is equal to the width of the crystal divided by two [130]. For sources in the periphery,
the resolution is degraded also by the crystal length and the incident angle that together
affect the spatial resolution radially. This refers to the depth at which the photon travels
into the crystal before depositing its energy. So, when the source is off-centered, photons
enter crystals with oblique angles resulting in the degradation of the spatial resolution in
the periphery and the creation of a parallax error, Figure 2.11 [31,131]. Some approaches
have been proposed to overcome the parallax error by designing scanners that are equipped
with depth-of-interaction (DOI) capability such as double-sided readout, using phoswich
detectors, etc.. However, the proposed methods are either costly or hard to implement [97,
118,132–136]. Another way to mitigate the effect of parallax error is by choosing crystals
with a short length.

!

d
L

Figure 2.11 Parallax effect.

Positron Range: The �positron range is the error coming from the distance that the positron
travels before annihilating with a surrounding electron and is shown in Figure 2.10. This
distance depends on the emission energy of the positron and varies for different radionu-
clides.

Acolinearity: The �acolinearity is the uncertainty affecting the spatial resolution perfor-
mance through the misalignment of the annihilation photons of ± 0.25� (Figure 2.10).
The misalignment comes from the residual momentum of the positron at the annihilation,
and affects spatial resolution by

�acolinearity = 0.5⇥D ⇥ tan(0.25�) ⇠ 0.0022⇥D, (2.21)

where D is the scanner diameter. The uncertainties from the positron range and acolin-
earity are physical limitations [137] and exist for any scanner regardless of the detector
arrangement.
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Decoding Factor: The decoding factor (�decoding) is determined by the type of photode-
tector and its connection to the crystal array. Whenever a crystal is read by an individual
photodetector, the coding error is equal to zero. However if a group of crystals are con-
nected to a photodetector, an uncertainty is induced by the multiplexing factor in the
crystal identification, resulting in some resolution degradation.

Recontruction Factor: k is related to the choice of image reconstruction algorithm
imposing resolution degradation on the image and can have a value between 1.1 < k <
1.3 [23]. However, when estimating the intrinsic (non-reconstructed) spatial resolution,
this factor is set equal to one (k = 1).

2.3.3 Contrast-to-Noise Ratio

High noise reduces lesion detectability as shown in Figure 2.12 a) as well as low contrast as
shown in Figure 2.12 b). For this reason the ratio of contrast to noise provides for a more
meaningful evaluation rather than the absolute value of each of them. So the contrast of
the images acquired in PET is assessed with respect to the noise level and is expressed
as the contrast-to-noise ratio (CNR). Thus, the CNR is a metric that represents signal

Figure 2.12 Image contrast-to-noise ratio, a) Image with high noise and low
contrast, b) Image with low noise and low contrast, and c) Image with high
contrast and low noise.

levels in the presence of noise in the image. As illustrated in Figure 2.12 c), the CNR is
maximum as the contrast is high and the noise is low in the image and can be measured
using equation 1.1.

The CNR is a key parameter for the image as it demonstrates the amplitude of the signal
with respect to its surrounding medium and is highly dependent on the presence of noise
in the image that was registered as a background signal. Even if the noise is low, the lack
of counts can result in low contrast thus missing a lesion. Hence, a high CNR is crucial
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to enhance small lesion detectability in the image. Therefore, to obtain a clear image, the
CNR should be high enough along with spatial resolution and sensitivity.

The Rose model developed by Albert Rose for visual perception is the most widespread
model that relates the resolution, noise and contrast based on Poisson statistics [138].
Rose defined a quantitative limit of 5 on CNR. This means that if the CNR of an object
is found to be 5 or above, then the object is detectable.

Some other definitions have been proposed for the CNR evaluation [22, 86, 139, 140], and
also some researchers employ the CNR definition but refer to it as SNR [107, 141]. This
being said, equation 1.1 is the only one that is compatible with the Rose model and is
used commonly for CNR evaluation [142,143].

In general, parameters affecting the CNR performance of a scanner can be divided into
two subsets: intrinsic and extrinsic parameters. Intrinsic parameters result from the choice
of radiotracer as well as the physiology and biology and the size of the target tissue that
affects the count density. Extrinsic parameters affecting the CNR are photon scatter,
random coincidences, sensitivity, and TOF capability [85]. These dependencies make the
CNR a parameter difficult to estimate at design stage.

2.3.4 Trade-Offs in Designing a Scanner

While designing a scanner, many trade-offs should be considered coming from limitations
imposed by the physical phenomena, available scintillators, photodetectors, electronics,
and cost. A detailed image can be obtained by high spatial resolution, high CNR and
adequate counting statistics. Hence, scanner developers tend to ideally preserve the pa-
rameters contributing to high performance of each of the image quality parameters. Nev-
ertheless, this task is impossible in practice as these parameters have interdependencies
and designers have to prioritize one or two image quality parameters and sacrifice the oth-
er/others. Therefore, to come up with the best possible outcome, it is vitally important to
find a balance point that leads to the best performance of the scanner to obtain a detailed
image.

Having a highly sensitive scanner is desirable to allow for measuring low activity concentra-
tion, in particular, in small animal imaging. So, it would be ideal to have a large monolithic
crystal or some slabs of crystals connected to the detector matrices to avoid the slipping
of photons through gaps between crystals and crystal blocks to enhance the sensitivity by
increasing the intrinsic detection efficiency [134, 144, 145]. Although in this configuration
the total photon energy is detected, a high spatial resolution is hardly achievable because
the annihilation cannot be localized precisely. So, long pixelated crystals are incorporated
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in the scanner making it possible to track the location where the annihilation took place
leading to an improvement of the spatial resolution at the cost of degrading sensitivity.
On the other hand, sensitivity can be enhanced by expanding the solid angle coverage
either by decreasing the system diameter or increasing the axial FOV at the expense of
higher cost [119,121].

To provide quantitative images of a radiotracer distribution, the spatial resolution must
be weighted against the CNR. Studies have shown that the smaller the crystal size, the
better the spatial resolution but thin crystals are expensive to make [23, 130, 146]. Based
on Equation 2.19, if pixelated photodetectors (APDs, SiPMs) are used, the coding factor
is reduced to zero at the cost of incorporating high density electronics to improve the
spatial resolution. When using PMTs or large area photodetectors, this factor is signifi-
cantly high due to the decoding methods used to determine the location of interactions,
in particular, with the increasing rate of inter crystal scatter events. The more Compton
scatter occurs within the crystal arrays, the more the uncertainty of the localization is with
PMTs; the coding factor is increased which results in degrading the spatial resolution. In
addition, the positron range and collinearity factors are physical phenomena and cannot
be neglected [137].

As mentioned earlier, another important factor affecting imaging performance is the sensi-
tivity resulting from the application of an energy window. Besides physical constraints of
the type of materials, the crystal cross section and length also affect the energy resolution.
The longer the crystal, the higher its ability to stop 511 keV. However, this may also de-
grade the light collection efficiency and affect the energy resolution unfavourably. A good
energy resolution allows for choosing a narrow energy window to reject scattered photons
that are produced mainly by fabricating a thin and long crystal [147, 148]. However, if
pixelated photodetectors are used, the Compton scattered photons interacting in adja-
cent crystals can be eliminated if their energy is lower than the applied energy threshold,
and this can lead to reduced sensitivity [149]. To overcome this issue, some researchers
have proposed to reduce the energy threshold allowing for more Compton scattered pho-
tons to contribute in the image along with true coincidences to compensate for sensitivity
losses [128,129]. This approach degrades the NEC performance and adds background noise
to the image which deteriorates the CNR performance [70].

Improving CTR will lead to a reduction of the background noise in the image originating
from scatter coincidences, applied corrections, thus increasing the CNR. CTR can be
improved by choosing a crystal with a short length owing to a reduced travel path that
photons travel to reach the photodetector [131,150,151]. As a benefit, the effect of parallax
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error is reduced as well by choosing short length crystals when ultra fast timing is available.
This also improves the radial spatial resolution, though at the cost of compromising the
sensitivity of the scanner [111].

Crystal light output is another important parameter that affects the CTR and energy
resolution statistically [33, 152, 153]. If the light output is high, the SNR is high enough
allowing for discrimination of the desired signal. The amount of light output is dependent
on the choice of scintillator geometry and physical parameters along with crystal wrapping
considerations [131,154].

From the above discussion, trade-offs in the performance characteristics must be under-
taken and are inevitable based on targeted applications of the system, availability of the
required material, ease of implementation, and cost of the technology. As the CNR perfor-
mance is dependent on design parameters, finding a balance point between these metrics,
such as sensitivity, timing resolution, etc., where CNR performance improves, is highly
compelling.

2.3.5 Conclusion

While designing a scanner, many trade-offs should be made depending on the type of
system and its applications in terms of electronics, physics, cost, etc. It has been discussed
that there are several challenges in designing a scanner and the ultimate performance of the
scanner is highly dependent on the choices that are made at the early stages of the design.
Hence, decisions relating to detector parameters, electronic front end, and features of the
scanner highly influence the complexity of the design and should be considered beforehand.

As mentioned, CTR is the primary factor that affects the TOF imaging performance by
reducing the noise propagation that leads to an enhancement of the CNR performance.
Hence, this metric should be optimized and parameters affecting it should be chosen
judiciously. Whereas the first and most limiting factor in ultrafast CTR is the crystal, in
particular the crystal length, one approach to improve the CTR is reducing the length of
the crystal; thus improving the image quality, if sensitivity loss can be tolerated.

2.4 LabPET II Platform

The LabPET II detector was designed for the purpose of high resolution PET imaging
based on an array of 4 ⇥ 8 Lu1.9Y0.1SiO5:Ce (LYSO) scintillators. The first version was
manufactured five years ago to image small size animals such as mice. Since the technology
is fully modular, other models dedicated to rat and mid-sized animal imaging were since
introduced (Figures 2.13 and 2.14). The next step is to implement the same technology
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in a brain-dedicated scanner. In this platform, each scintillator is individually coupled
to one of the pixels of a monolithic 4 ⇥ 8 APD array. Each APD has a sensitive area of
1.1 ⇥ 1.1 mm2 that is spaced at a 1.2 mm pitch.

(a) Small size animal scanner (b) Mid-size animal scanner

Figure 2.13 LabPET II preclinical scanners.

The unique configuration of one-to-one coupling implemented for the LabPET II detector
technology allows for optimum spatial resolution and its short crystal length allows for re-
duced parallax effect that altogether lead to outstanding imaging performance. Table 2.2
lists the specifications for the scanner models of LabPET II platform.

2.5 Image Performance Evaluation of Small Animal

Scanners

The imaging performance of the small animal scanners was evaluated based on NEMA
standard instructions for assessing image quality [155]. The phantom proposed by NEMA
NU4 2008 for evaluation of the imaging performance of small animal scanners is a cylinder
of 30 mm in diameter consisting of three compartments (Figure 2.15). The standard
requires three sets of values to be reported:
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(a) After injection of FDG.

(b) After injection of NaF.

Figure 2.14 Images of a 4.1 kg New-Zealand white rabbit obtained with
LabPET II mid-sized scanner.

1. The first compartment is a Plexiglass cylinder of 30 mm diameter by 20 mm length
that contains 5 fillable rods with diameters of 1, 2, 3, 4 and 5 mm. This part of the
phantom is employed to calculate the partial volume effect by measuring contrast
recovery coefficients (CRC). The CRC associated to each rod is calculated by drawing
the volume of interest (VOI) to cover the middle 10 mm long of each rod.

2. The second compartment of the phantom occupies length of 15 mm and is employed
for evaluating the image uniformity. The latter is measured by drawing the VOI
over 75% of the cylinder diameter and a 10 mm length to estimate the standard
deviation and mean value of activity.

3. The third compartment contains two cylinders each with a diameter of 4 mm; one is
vacant and the other is filled with water. This compartment is used to measure spill
over ratios that show the accuracy of the applied corrections by calculating the mean
of the VOI for the two cylinders divided by the mean of the uniform compartment.

NEMA has also developed phantoms for evaluating the performance of clinical scanners,
however, those phantoms were not designed to thoroughly study the benefits of using TOF
in PET scanners.
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Table 2.2 Specifications of the scanners models based on the LabPET II plat-
form.

Preclinical scanners Clinical scanner

Small size (mouse/rat) Mid-size (rabbit, monkey) Brain

Crystal size (mm3) 1.12 ⇥ 1.12 ⇥ 10.6/12 1.12 ⇥ 1.12 ⇥ 12 1.12 ⇥ 1.12 ⇥ 12

Scintillator number 6,144/18,432 36,864 129,024

Transaxial FOV (mm) 60/80 180 271

Axial length (mm) 50.4/103 103 235

Ring diameter (mm) 78/120 254 398

20 mm 15 mm 15 mm

a b c

30
 m

m

Figure 2.15 NEMA NU4 2008 image quality phantom.

2.6 Data Acquisition Method and Post-processing

2.6.1 Factorial Design

Factorial design is an approach to deal with several factors in conducting an experiment.
It allows for an experimental strategy to be considered in order to vary factors together
instead of one at a time. This is done by m

n experiments where n stands for the number
of factors and m stands for the number of level of variations considered for each factor.
Figure 2.16 shows a factorial design analysis for 3 factors, each with 2 levels of variations
making a total of 23 analyses. By performing the full factorial design, an enormous data
set will be available that can be used to extract the limitations and boundaries of the
variations of the factors and also to find the trade-offs between them as suggested in
the research project definition. However, when the factors have more than two levels; a
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Figure 2.16 Factorial design analysis example for 3 factors, each factor having
two levels of variations.

statistical model should be used to represent the experiment. Hence, a regression model
can be alternatively incorporated.

2.6.2 Linear Regression Analysis

A linear regression analysis is a commonly used type of predictive analysis that attempts
to model the relationship between two or more variables by a linear equation. The linear
regression is expressed as,

Y = a+ bX (2.22)

where X is an independent variable or predictor, Y is the dependent variable to be pre-
dicted, a is the intercept and b is the slope of a line or coefficients that shows the correlation
between X and Y . Correlation of each predictor should be investigated to study the asso-
ciation of each predictor with the dependent variable. To do that, the change of response
for each variable should be investigated while keeping the other variables constant. This
allows to determine the correlation significance. In the cases where the correlation is a
polynomial function, a more advanced regression analysis (polynomial regression analysis)
is required. By defining a proper regression model for a 3-factor factorial design, the effect
of these parameters can be assessed and this leads to finding the combination that results
in the optimum performance point.

The error of the estimation for the regression is measured by the mean squared error
(MSE) that calculates the square of the difference between the measured and predicted
values by

MSE(b0, b1, b2, ..., bn) =
1

m

mX

i=1

(yi � Yi)
2
, (2.23)
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where m is the total number of observations, Yi is the matrix of predicted values obtained
from the regression model and yi is the matrix of measured data from the experiment.

2.7 Conclusion

In the last decade, through the emergence of fast scintillators and detectors [71, 131],
TOF-PET scanners were introduced where the location of annihilation is determined by
the difference of the arrival times of the two photons. Including this information in image
reconstruction significantly enhances the SNR and, hence, results in the improvement of
small lesion detectability. In addition, by localizing the positron source along the LOR,
TOF scanners provide benefits such as decreased patient radiation dose and a shorter
scan time. Although TOF PET provides for better image quality in clinics, the CTR still
needs to be improved especially to be effective for small animal imaging. While previous
studies have reported the effect of almost every performance parameter separately on
the image quality of TOF PET scanners, the lack of research studying the effect of the
most important parameters altogether and their connection to obtain a clear image is
obvious. Hence, inquiring about the optimal design considerations to maximize CNR and
sensitivity could be greatly useful, particularly in the design of future generations of TOF
PET scanners. This can also pave the way to develop a model that can best express how
design parameters contribute to acquire high quality images in a TOF PET scanner.
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article serves as a basis for the second paper that covers the CNR derived model and is
presented in the next chapter .

Small animal PET performance is critically dependent on scanner spatial resolution and
the quality of the counting statistics available. The imaging performance of a PET scanner
can be reduced to the concept of lesion detectability, which is the ability to distinguish
an object from a noisy background. Hence at the design stage, the goal is to maximize
the chance of obtaining an accurate signal and minimizing the noise to ensure high image
quality. However, this is an ill-posed problem as many design parameters have multiple
effects on scanner performance and thus its outcome as an image. One of these is the
choice of long crystals, which promotes better statistics but degrades radial spatial resolu-
tion, and may affect TOF performance. This makes the trade-offs inevitable in the design
of PET scanners.

The LabPET II technology is already optimized for spatial resolution owing to its compact
design, choice of small crystal size and one-to-one crystal to APD coupling. Therefore, to
optimize the CNR performance as well as the spatial resolution performance, one possible
approach is to add TOF capability to the scanner. As the main goal of this thesis is to
obtain a model for CNR, the first step is to study the impact of parameters affecting CNR
performance. Thus, this research is conducted with two objectives. First, as the crystal
length reduction improves TOF resolution as well as radial spatial resolution, this article
investigates the trade-offs between crystal length, currently achieved TOF resolution and
the scan time, and also how these choices have an impact on scanner imaging performance.
Second, as the TOF resolution that is currently achieved is not good enough to be suitable
for small animal scanners, this research studies the possible gain of implementing TOF in
the LabPET II small animal scanner (mouse-version) for the first time.

French title: Avantages et compromis du TdV sur les performances du rapport contraste
sur bruit de l’image pour un scanner TEP pour petits animaux

Résumé: Récemment, les scanners à temps de vol (TdV) sont devenus un courant dom-
inant dans la recherche sur la TEP, notamment en raison de leur capacité à améliorer
le rapport contraste sur bruit (RCB) de l’image. Comme le transport des photons de
scintillation affecte directement la résolution temporelle de coïncidence, la diminution de
la longueur des cristaux peut être envisagée pour améliorer les performances temporelles,
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même au prix d’une perte de sensibilité. Cela améliorerait également la résolution spa-
tiale radiale et réduirait le coût du matériau scintillateur en particulier dans les scanners
cliniques. Cet article étudie les compromis entre le TdV, la longueur du cristal et le temps
d’acquisition avec le but d’utiliser le TdV pour compenser la dégradation du RCB causée
par la diminution du volume du scintillateur dans un scanner hautement pixelisé. Pour
ce faire, un modèle TdV du scanner LabPET II pour petits animaux a été développé. Les
coefficients de recouvrement (CR) et les performances en terme du RCB ont été étudiés à
l’aide d’une analyse factorielle. Cela a permis de déterminer la limite à partir de laquelle
le TdV peut être avantageux pour l’imagerie des petits animaux. Les résultats montrent
que la diminution de la longueur du cristal de 2 mm améliore les performances du CR
pour un tel scanner, tandis que le RCB peut être entièrement récupéré en augmentant le
temps d’acquisition. Il a également été observé que le même RCB peut être atteint pour
un temps d’acquisition plus court si une résolution TdV plus rapide est obtenue. L’article
se termine par un résumé des compromis pour optimiser le RCB.
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Abstract: Recently, time-of-flight (TOF) scanners have become a mainstream in PET
research particularly owing to their ability to improve the image contrast-to-noise ratio
(CNR). As the scintillation photon transport directly affects the coincidence time reso-
lution, decreasing crystal length can be considered to improve timing performance even
at the cost of sensitivity loss. This would also improve the radial spatial resolution and
reduce the cost of the scintillator material particularly in clinical scanners. Hence, this
paper investigates the trade-offs between TOF, crystal length, and scan time with the goal
of using TOF to compensate for CNR degradation caused by decreasing the scintillator
volume in a highly pixelated scanner. To do this, a TOF model of the LabPET II small
animal scanner was developed. The contrast recovery coefficient (CRC) and CNR perfor-
mance were investigated through a factorial design. This was followed by assessing when
TOF gain may be advantageous in small animal imaging. Results show that decreasing
crystal length by 2 mm improves CRC performance for such a scanner while CNR can
be fully recovered by increasing scan time. It was also observed that the same CNR can
be reached for a shorter acquisition time if faster TOF resolution is achieved. The paper
concludes with a summary of the trade-offs to optimize the CNR.

3.1 Introduction

The time-of-flight (TOF) was introduced in positron emission tomography (PET) in the
early 1980s with the goal of using timing information to localize the annihilation along the
line of response (LOR) and improve the sensitivity [85]. TOF-PET has been investigated
extensively in clinical studies [41, 105–107] and its identified benefits comprise the reduc-
tion of the scan time or the injected dose, as well as the suppression of random noise that
affects the lesion detectability [14,18,20]. Furthermore, TOF reconstruction has proved to
be more efficient and less sensitive to inconsistent data and artifacts [86, 111, 112]. TOF
benefit is also extended to multimodality such as PET/MR where incorporating TOF in-
formation can provide an alternative for attenuation correction and lead to the reduction
of metal-induced artifact [108–110]. Considering the vast benefits of TOF, researchers are
now focusing on improving the coincidence time resolution (CTR) and were currently able
to reduce it down to the 200-300 ps range in commercial devices [16, 156]. Nonetheless,
the current state-of-the-art timing performance in the laboratories is between 30 to 100
ps and is achieved with a crystal length of 3 to 20 mm [17, 91, 113–117]. Recent studies
indicate that TOF information of less than 100 ps will soon be within reach to localize
lesions with 1.5 cm accuracy [113,114].

Preclinical scanners have not yet been endowed with TOF capability as the current CTR is
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not low enough to localize small animal tiny organs. Nevertheless, the currently achieved
and expected time resolutions could still be advantageous to improve the image quality, in
particular the contrast-to-noise ratio (CNR) since incorporating TOF information in the
reconstruction allows for noise reduction.

Amongst design parameters of PET scanners, the choice of crystal material and di-
mensions directly impacts the scanner sensitivity and CTR [62, 157]. Several studies
focused on investigating the effect of crystal cross section on scanner imaging perfor-
mance [31,33,86,158], while the effect of crystal length variations was rarely addressed in
the literature [30,32,158]. The current practice is generally to use long crystals to ensure
high sensitivity [31,119], even though long crystals degrade timing performance due to in-
creased scintillation transit time, as well as radial spatial resolution towards the periphery
of the field of view (FOV) [32]. To resolve this problem, work is ongoing for designing de-
tectors with depth-of-interaction (DOI) capability and high timing performance [159,160],
however such detectors are currently costly to design and would add complexity to the
system. In recent studies it was shown that DOI correction is required for long crystals to
achieve usable TOF (<50 ps) in small animal PET [95,161], however shorter crystals alle-
viate the timing degradation and also provide enhanced light collection efficiency. Hence,
crystal length and detection efficiency may have to be traded off with CTR, radial spatial
resolution, and cost of ultrafast scintillating materials in future small animal TOF PET
scanners.

The LabPET II detector technology was designed with a crystal cross section optimized
to achieve sub-millimeter spatial resolution in small animal imaging. In order to further
enhance the imaging performance of LabPET scanners, in particular CNR, we aim to
endow the next generation with TOF capabilities. Recently, a single photon avalanche
diode (SPAD) was developed in our group that achieved 7.8 ps single photon time reso-
lution [34], which provides a strong incentive for studying TOF benefits. As the timing
performance can be improved by shorter crystals, selecting the best crystal length that
does not compromise the imaging performance could become a challenge. Using shorter
crystals could also lead to reduced design complexity and material cost.

Thus, the motivation of this study is to investigate the trade-offs between TOF resolution,
crystal length, and scan time with the goal of using TOF with the highly pixelated scan-
ner to compensate for possible imaging performance degradation caused by reducing the
crystal length and scan time. To conduct this research, we used a method called factorial
design to investigate the effect of relevant factors such as crystal length, scan time, and
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TOF resolution over the CNR, contrast recovery coefficients (CRC), and TOF gain. For
each factor, a minimum of three levels of variations were considered and the combinations
of two or multiple factors were used to study the trade-offs.

3.2 Materials and Methods

3.2.1 System Description

The mouse-version of the LabPET II scanner configuration was used as a model to inves-
tigate the trade-offs that could be considered by the implementation of fast TOF capabil-
ities. The scanner relies on 1.12 ⇥ 1.12 ⇥ 10.6 mm3 Lu1.9Y0.1SiO5: Ce (LYSO) scintilla-
tors [49,162,163] that are arranged in 4⇥ 8 arrays with one-to-one coupling to a pixelated
monolithic APD array at a 1.2 mm pitch. Four of these arrays are then mounted on an
interposer board to be interfaced to two 64-channel application-specific integrated circuits
(ASIC). Forty eight of these modules are distributed on 4 rings of 76 mm diameter for a
total of 6144 crystals (Fig. 3.1).

Figure 3.1 The model of the mouse-version of LabPET II.

3.2.2 Simulation Configuration

The simulations were performed with the open-source Geant4 Application for Tomographic
Emission (GATE) [164] package v.8.0. The energy window and energy resolution were set
to [250-650] keV and 21 %, respectively. The coincidence time window was set to 10 ns.
The time resolution was set by the temporal resolution module from GATE that applies
a Gaussian blurring in time domain. The LYSO intrinsic radioactivity was modelled by
the noise module from GATE.

The image quality was assessed with the NEMA NU4 phantom based on a 50 mm long, 30
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Figure 3.2 Left: ROIs for CRC analysis on 5 rods (Phantom first compart-
ment), Middle: ROI for background measurement (Phantom central compart-
ment), Right: ROI for spill over ratios analysis (Phantom third compartment).

mm diameter cylinder made of polymethylmethacrylate which consists of three compart-
ments (Fig. 3.2) [155]. The first compartment includes five fillable rods that have a diam-
eter of 1 to 5 mm (Fig. 3.2-left). The central part of the phantom is a uniform region used
to quantify the uniformity by the percentage standard deviation (SD) (Fig. 3.2-middle).
The rods in the first compartment and also the uniform region of the second compartment
are used to determine the CRC. The third compartment consists of two vacant cylinders;
one filled with air and the other filled with non-radioactive water (Fig. 3.2-right). These
cylinders are used to calculate the spill over ratio (SOR).

The phantom was simulated using a uniform concentration of 0.18 MBq/cc of 18F for
a total activity of 3.7 MBq. To calculate the CNR, a homogenous background activity of
635 kBq is also added to the first compartment of the phantom to provide a concentration
ratio of 4:1 between the rods and background.

To conduct the study, the factorial design method was used which allows for planning
a simulation strategy to explore the effect of multiple independent factors on dependent
performance parameters. Several levels can be also considered for each independent factor
to investigate the possible change of response due to variations. Hence, the simulations
were organized to investigate the impact of four main factors including crystal length, scan
time, TOF (each with 3 levels), and also rod diameter (5 levels); giving the 33⇥5 possible
combinations for a total of 135 configurations. Table 4.1 reports the description of the
factors along with their associated levels.

The choice of the longest crystal length of 10.6 mm was made to comply with the current
configuration of the LabPET II mouse scanner. The shorter crystal lengths (e.g. 9.6, 8.6
mm) were selected to investigate whether the improved TOF could compensate for the
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Table 3.1 Trade-off factors and their levels in the factorial design
Factor Crystal length Scan time TOF Rod diameter

(mm) (minutes) (ps) (mm)

1
8.6 6 50 2

Level 9.6 12 100 3
10.6 20 200 4

5

loss of detection efficiency. The choice of the 20 minutes scan time was made according to
NEMA NU4 2008 instructions and the reduced values of 12 and 6 minutes were selected
for the purpose of investigating the scan time reduction. The TOF resolution value of 200
ps was set in accordance with the currently achieved TOF in the state-of-the-art clinical
scanners. The 100 ps value is a TOF resolution that may be reached in the foreseeable
future, while 50 ps is in the range already reported for the best coincidence time reso-
lution in the laboratories and which would be required for true small animal TOF-PET.
The studies were categorized as follows:

– Non-TOF Study: The impact of crystal length, scan time, and rod diameter were
studied for the purpose of, first investigating the CRC, uniformity, and SOR and second,
investigating the trade-offs between the scan time and crystal length reduction on CNR.

– TOF Study: To investigate the trade-offs between TOF and scan time on CNR, the
impact of time resolution and scan time at all levels were investigated for small size objects
(e.g., rod diameters of 2, 3, and 4 mm) with a crystal length of 8.6 mm. The trade-offs
between TOF, scan time, and crystal lengths on CNR were also explored for rod diameters
of 2 and 3 mm with crystal lengths of 8.6 and 10.6 mm. In addition, the gain induced by
TOF resolution was assessed for a crystal length of 8.6 mm for all other configurations to
study the possible advantage of currently achieved time resolution in small animal imaging.

3.2.3 Reconstruction Parameters

Images were reconstructed using ROOT output data from GATE with a voxel size of
0.3⇥0.3⇥1mm3 with voxelization of 160⇥160⇥60. The 3D MLEM algorithm Customiz-
able and Advanced Software for Tomographic Reconstruction (CASToR) [165] was used
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without post reconstruction filtering. Although no attenuation correction was performed
during the reconstruction, it is not expected to affect the conclusions of the factorial anal-
ysis as all parameters have been compared on the same basis.

– Non-TOF Reconstruction: Images were reconstructed using multiple ray-tracing
with the Siddon projector [166] so that the solid angle contribution of each event is con-
sidered in the system matrix.

– TOF Reconstruction: TOF reconstructions were done using the incremental Siddon
line projector [167] with continuous TOF information [168].

3.2.4 Image Analysis

The CRC assessment is performed using

CRCL =
MeanL

MeanUnif

, (3.1)

where MeanL is calculated by averaging the image slices covering the central 10 mm length
of the rods and placing regions of interest (ROIs) as large as the rod diameter over each
source (Fig. 3.2-left). MeanUnif is calculated by averaging over a volume of interest (VOI)
encompassing 75% of active diameter transaxially by 10 mm axially in the center of the
uniform region of the image quality phantom (Fig. 3.2-middle). The spill over ratio (SOR)
measurement is done by averaging the central 7 mm image slices of the phantom third
compartment as

SOR =
MeanCylinder

MeanUnif

, (3.2)

where MeanCylinder is the mean of 4 mm diameter ROIs over both vacant cylinders (Fig. 3.2-
right). For all CRC analysis, 30 iterations were used.

The CNR was assessed using an in-house Matlab code developed to place ROIs over
the rods with the same diameters and 6 ROIs on the background as shown in Fig. 3.3.
CNR evaluation was calculated by

CNRL =
MeanL � MeanBg

�Bg

, (3.3)

where MeanL represents the mean of each rod, while MeanBg and �Bg represent the overall
mean and standard deviation of the six background regions in the first compartment of
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the phantom, respectively. To compare the images for CNR performance in the absence

Figure 3.3 Example of reconstructed phantom transverse slice with ROIs for
CNR analysis.

of TOF information, the number of iterations was adapted for each simulation until the
same noise level was obtained for all images. For CNR analysis in the presence of TOF
information the images were analyzed at 5 iterations.

The TOF gain was investigated by evaluating the ratio of CNRTOF

CNRnon-TOF

. For TOF gain
evaluation the iteration that led to best CNR performance was determined and found to
be between 3 to 8 iterations. The obtained ratio is compared with the theoretical TOF
gain which is approximated by

TOFgain =

r
D

�x
, (3.4)

where D is the phantom diameter and �x is the position uncertainty calculated from the
coincidence time information by

�x =
c⇥�t

2
, (3.5)

where �t is the time resolution and c is the speed of light [85]. In another study, however,
this gain is estimated by the ratio of D over 1.6 ⇥�x [169].

To speed up the simulation process, the bash scripting was used to perform the simu-
lation with GATE and also for image reconstruction with CASToR. This was followed by
performing image analysis for each image with a Matlab script.
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3.3 Results

The results are listed in accordance with simulation configuration as non-TOF and TOF
studies.

3.3.1 Non-TOF Study

Table 3.2 reports the NEMA image quality parameters including CRC, uniformity, and
SOR for crystal lengths of 8.6, 9.6, and 10.6 mm for a scan time of 20 minutes. It is observed
that there is a consistent trend towards higher CRC values as the crystal length is reduced
and the improvement is slightly increasing for the smaller rod sizes (rod diameters of 1
and 2 mm in Table 3.2). This can be explained by the reduced parallax error away from
the center of the FOV with shorter crystals. The CRC performance is found to be similar
for scan times of 6 and 12 minutes.

Table 3.2 NEMA image quality parameters reported for crystal length of 8.6,
9.6, and 10.6 mm

Crystal length (mm) 8.6 9.6 10.6

Uniformity (STD,%) 8.14 8.31 8.26

Recovery coefficients Object (mm) 1 0.42 0.40 0.38
STD (%) 4.6% 5.0% 6.2%

2 0.62 0.59 0.55
5.6% 6.9% 6.7%

3 0.73 0.70 0.69
8.9% 10.5% 11.1%

4 0.77 0.76 0.75
10.1% 12.0% 14.0%

5 0.82 0.81 0.80
10.2% 11.7% 13.1%

Spill-over ratio Water 0.13 0.14 0.14
Air 0.25 0.25 0.26

Fig. 3.4 shows that the CNR performance improves as the crystal length is increased from
8.6 mm to 10.6 mm, especially for the larger rod diameters (solid lines). However, by
reducing the scan duration from 20 minutes to 16 and 14 minutes for the 9.6 mm and
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10.6 mm crystals, respectively, to match the count statistics of the 8.6 mm crystal, it is
demonstrated that similar CNR values can be reached (dashed lines). Conversely, it also
shows that the CNR loss due to shorter crystals can be fully compensated by increasing
the scan duration.

Figure 3.4 CNR as a function of rod diameters for the three crystal lengths
and investigation of the trade-offs between crystal length and scan time.

3.3.2 TOF Study

Fig. 3.5 shows the trade-offs between TOF and scan time on CNR for the crystal length of
8.6 mm and for the 2, 3, and 4 mm diameter rods. As expected from theory and literature,
the results show that CNR increases as the TOF resolution is improved. As an example,
Fig. 3.5 shows a CNR of 4.2 obtained for both TOF resolution of 100 ps with a 12 minutes
scan time as well as TOF resolution of 200 ps with a 20 minutes scan time for the 3 mm
diameter rod. In addition, a similar CNR of 2.3 is achieved for the 2 mm diameter rod
with TOF resolution of 50, 100, and 200 ps for the scan times of 6, 12, and 20 minutes,
respectively. These results indicate that the lower statistics resulting from shorter scan
times can be compensated for by including TOF information.

Fig. 3.6 depicts the trade-offs for crystal lengths of 8.6 and 10.6 mm for rod diameters of
2 and 3 mm with 6, 12, and 20 minutes scan time and TOF resolution of 50, 100, and 200
ps. The CNR with a TOF resolution of 200 ps is shown for any combinations while the bar
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corresponding to the TOF resolution of 100 and 50 ps depicts the augmentation of CNR
when the associated TOF resolution is used. As an example, the CNR values measured
with a crystal length of 10.6 mm for a scan time of 6 minutes and rod diameter of 3 mm
in Fig. 3.6 are 2.8, 3.1, and 3.4 for TOF resolution of 200, 100, and 50 ps, respectively.

Figure 3.5 Trade-offs between scan time and TOF resolution for the 2, 3, and
4 mm objects. The number of counts are 16 M, 31 M, and 51 M for the scan
time of 6, 12, and 20 minutes.

It is observed that when a TOF resolution of 200 ps is used, similar CNR values are ob-
tained as a function of scan time and rod diameter for both crystal lengths. Hence, the
observed improvement of CNR as a function of scan time is only due to higher statistics.
However, when TOF improves (i.e. 50 ps) the CNR as a function of rod diameter and
scan time is more enhanced for a crystal length of 8.6 mm rather than 10.6 mm. This
enhancement of CNR occurs at a sharper rate as a function of scan time. This shows that
increasing crystal length does not lead to an improvement of CNR performance in the
presence of adequate statistics. Moreover, it is demonstrated that the same CNR perfor-
mance can be achieved with improved TOF information and shorter crystal length. As an
example, for both rods in Fig. 3.6, when the scan time of 20 minutes is incorporated, the
CNR values for a crystal length of 8.6 mm with a TOF of 100 ps are equal with the values
obtained with a crystal length of 10.6 mm and a TOF of 50 ps for both rod diameters.
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Figure 3.6 Trade-offs between crystal length, scan time, and TOF resolution
for the 2 and 3 mm objects. The number of counts for crystal length of 8.6 mm
and 10.6 mm are 16 M, 31 M, and 51 M, and 23 M, 46 M, and 68 M for scan
times of 6, 12, and 20 minutes, respectively. The arrow shows the CNR value of
2.8 for a rod diameter of 3 mm and a crystal length of 10.6 mm.
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Table 3.3 TOF gain analysis for scan time of 20 minutes

Rod diameter (mm) Time resolution (ps)
50 100 200

q
D

�x

2 1.4 1
q

D

1.6⇥�x

1.58 1.1 0.79

CNRTOF

CNRnonTOF

1 2.62 2.46 0.91
2 1.64 1.29 1.03
3 1.35 1.18 1.00
4 1.24 1.08 1.03
5 1.18 1.10 1.04

The comparison of TOF gain with the theoretical TOF gains [85, 169] is presented in
Table 3.3 for all rods at the scan time of 20 minutes and crystal length of 8.6 mm. As
expected, consistent improvement is achieved with improved time resolution for each rod.
However, apart from the 1 mm rod diameter, the experimental TOF gain values are more
in accordance with the second derivation of the theoretical TOF gain, in particular, with
time resolutions of 50 and 100 ps. This is concluded by calculating the average relative
error between the experimental gain values and each of the theoretical derivations.
Fig. 3.7 shows the TOF gain for a scan time of 6, 12, and 20 minutes and a time resolution
of 50, 100, and 200 ps for all rods. It can be observed that incorporating time resolution of
50 and 100 leads to gain in CNR although those TOF values are not enough to perfectly
localize those objects. Moreover, Fig. 3.7 depicts that the statistics still need to be ade-
quate to reach the expected TOF gain values. However, the gain with a time resolution
of 50 ps is well above of the one obtained with a time resolution of 100 ps for any combi-
nation of rod diameter and scan time. As expected, there is no gain in incorporating time
resolution of 200 ps for any configuration, as the corresponding time bin in that case is
almost as large as the phantom diameter. Moreover, the effect of TOF is more significant
for the low contrast lesion being 1 mm source diameter in our case.

3.4 Discussion

In this work, we investigated the trade-offs affecting image parameters, including CRC and
CNR, for a mouse-version of the LabPET II scanner through a factorial design method
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Figure 3.7 TOF gain for crystal length of 8.6 mm at timing resolution of 50,
100, and 200 ps.

by exploring the effect of four factors e.g. crystal length, scan time, TOF resolution, and
rod diameter. Results indicate that shortening crystal length improves CRC performance,
likely due to the reduction of the parallax error in the periphery [23]. However, the CRC
is not a sensitive parameter to assess the image quality as a significant change was not
observed in CRC performance with respect to scan time variations.

CNR performance was evaluated by changing crystal length from 8.6 mm to 10.6 mm
and scan time from 14 minutes up to 20 minutes. It was observed that although CNR
degrades with decreasing crystal length, consistent CNR performance is recovered if the
same count statistics are incorporated in the image by increasing the scan time.

The impact of TOF and scan time were also studied on CNR. It was demonstrated that
similar CNR performance can be obtained for a small animal scanner with reduced scan
time if TOF resolution is improved. This is in accordance with the benefits of incorporat-
ing TOF resolution for clinical studies reported in [14,18,20].

Moreover, CNR performance was assessed as a function of TOF information, crystal length,
and the scan time for two rod sizes. It was shown that reducing crystal length does not
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necessarily degrade CNR performance when TOF information is used. This could hap-
pen due to the pixelated configuration of the scanner that provides enhanced imaging
performance in comparison to other scanners. However, these results may be different
if larger rod sizes are investigated as the used iteration number could affect their CNR
performance adversely. Hence, this cannot lead to any conclusion on the lower limit of
crystal length. Although encouraging results obtained with crystal length of 8.6 mm, it’s
a challenge in practice to achieve time resolution of 50 ps with LYSO crystal with the
length of 8.6 mm. Hence, future research will address these issues by investigating the
impact of crystal length using a wider range of variations.

Finally, the measured TOF gain was compared with theoretical derivations of TOF gain.
The achieved TOF gain was in better agreement with the TOF gain derivation involving
the 1.6 factor. The results are consistent with literature [170]. The TOF gain was also
investigated for a small animal PET scanner and showed that incorporating TOF infor-
mation leads to improved image CNR performance even at low statistics. Although CTR
of 50 ps, which corresponds to a spatial uncertainty of 7.5 mm, is not enough to accurately
assign the event location along the LOR, it is still better than assigning a uniform proba-
bility as in conventional PET, hence, is advantageous in the detection of small size lesions.
Thus it was shown that the currently achieved TOF accuracy (15 mm corresponding to
CTR of 100 ps), which in our case is similar to the half size of the phantom (�x⇠D

2 ),
already leads to a gain in imaging performance of small animal scanners. This is a promis-
ing result providing incentive to design the future generations of LabPET scanners with
TOF capabilities. Altogether with the ultrafast SPADs under development [34] and op-
timized crystal length, significantly improved CNR performance can be expected for the
future generation of LabPET scanners. Furthermore, it was observed that TOF gain is
higher for the lesion with lowest contrast. Although this result is in agreement with other
investigations [106,170], the gain observed for the 1 mm rod diameter in our case may be
due to the noise amplification artifact of the MLEM algorithm.

3.5 Conclusion

The trade-offs between coincidence timing resolution, crystal length, and scan time clearly
showed that including TOF information in the image reconstruction can compensate for
possible imaging performance degradation to obtain similar CNR values. It was also
demonstrated that including TOF information allows for improved CNR performance
with shorter crystal length when adequate statistics are available. These trade-offs are
favorable to design the future generation of small animal TOF PET scanners with shorter
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crystals. In our particular case, it would allow reducing the crystal volume by 19% without
degrading CNR and CRC. Furthermore, it was shown that the TOF gain obtained with
even modest coincidence time resolution can be beneficial in improving CNR performance
in small animal imaging when using highly pixelated scanners. This is highly relevant for
the design of future small animal PET scanners with TOF capability in order to improve
their imaging performance.
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CHAPTER 4

RESULTS: Predicting Small Lesion Detectabil-
ity for a Small Animal PET Scanner
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In the design of PET scanners, both the spatial resolution and CNR performances should
be optimized to obtain meaningful, quantitative images. As the spatial resolution perfor-
mance is optimized for the LabPET II technology, for designing the next generation of the
scanner the focus is on improving the CNR performance. Thus, a model that would allow
to estimate CNR performance at early stages of the design is desirable. In this research,
a novel approach is undertaken to parameterize and derive a model to predict the CNR
performance for a small animal PET scanner. To the authors’ knowledge, prior to this
work, no model was ever derived for the CNR performance based on design parameters.

French title: Prédiction de la détectabilité des petites lésions pour un scanner TEP pour
petits animaux

Résumé: Une façon d’améliorer la détectabilité des lésions en tomographie d’émission par
positrons (TEP) chez les petits animaux consisterait à améliorer la résolution temporelle
de coïncidence (RTC) par rapport à l’état de l’art actuel. Cela pourrait bientôt devenir une
réelle possibilité avec le lancement récent du défi mondial 10 ps. Des cristaux plus courts
pourraient être favorables pour améliorer les performances temporelles en réduisant le
temps de transit de la scintillation. Bien que cela se fasse au prix d’une perte de sensibilité,
le gain de temps de vol (TdV) peut permettre de compenser cette perte sensibilité sans
dégrader les performances d’imagerie. Comme le principal avantage du TdV est d’améliorer
le rapport contraste sur bruit (RCB), il y a une motivation à évaluer les compromis entre
la longueur du cristal et la résolution du TdV sur la détectabilité de lésions à l’aide
d’un modèle quantitatif. Pour élaborer un tel modèle, un ensemble des simulations a été
effectué sur le scanner LabPET II version souris avec GATE en suivant les normes NEMA
NU4. Les images ont été obtenues à l’aide du logiciel CASToR pour la reconstruction
tomographique. Le RCB a été évalué en employant une analyse factorielle et les résultats
ont été utilisés pour élaborer un modèle empirique permettant d’évaluer les performances
du RCB en fonction de la longueur des cristaux, de la résolution TdV et de la taille de
la lésion à l’aide d’une régression polynomiale à plusieurs variables. Comme prévu, les
résultats ont montré que la performance RCB a des corrélations positives avec la taille
de la lésion et la RTC, et une corrélation négative avec la longueur des cristaux. Cela
conduit à un modèle prédictif qui estime la performance RCB avec une erreur quadratique
moyenne de 0,69.
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Abstract: One way to enhance lesion detectability in small animal positron emission to-
mography (PET) would be to improve the coincidence time resolution (CTR) significantly
relative to the current state-of-the-art. This may soon become a real opportunity with
the recent launch of the worldwide 10 ps challenge. Shorter crystals may be needed to
improve timing performance by reducing the scintillation transit time spread. Although,
this comes at the cost of sensitivity loss, the time-of-flight (TOF) gain may allow to com-
promise on sensitivity without degrading imaging performance. As the main advantage
of TOF is to enhance contrast-to-noise ratio (CNR), there is a motivation to assess the
trade-offs between crystal length and TOF resolution on the lesion detectability through a
quantitative model. To derive such a model, a set of simulations was performed using the
LabPET II mouse-version scanner with GATE and NEMA NU4 standards. The images
were reconstructed using the CASToR software for tomographic reconstruction. The CNR
was evaluated through a factorial design and its outcomes used to derive a model to assess
the CNR performance as a function of crystal length, TOF resolution and lesion size using
a polynomial regression with multiple variables. As expected, results showed that CNR
performance has positive correlations with lesion size and gain in TOF resolution and a
negative correlation with crystal length. This leads to a predictive model that estimates
the CNR performance with a mean squared error of 0.69.

4.1 Introduction

Time of flight (TOF) positron emission tomography (PET) scanners are employing the
difference between the arrival time of two opposite photons of the same annihilation to
approximately locate the emission source in the system’s field-of-view (FOV) [85]. Using
time information allows for higher image contrast-to-noise ratio (CNR) and better lesion
detectability by reducing the background noise, which in turn may alleviate the amount
of radioactive tracer or scan time. [14, 18–22]. Availability of new scintillator materi-
als along with advancements in photodetector technology gradually led to better timing
performance, hence making TOF-PET scanners more in demand in recent years [171].
Currently commercial TOF-PET scanners reach coincidence time resolutions (CTRs) of
200-300 ps and report spatial resolution performance in the range of 3-4 mm [16, 156].
However, the achieved CTRs do not yet significantly enhance small lesion detectability,
which is important in early cancer detection or small animal imaging. In our recent study,
it was demonstrated that CTR in the 100 ps range could be effective for small lesion de-
tection [50]. CTR values below 100 ps are currently achievable in the laboratory [113,172]
while a CTR down to ⇠30 ps was demonstrated using an internally integrated Cherenkov
radiators with micro-channel plate photodetectors [17].
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The TOF gain in PET scanners is dependent on the object size and the improvement of
CTR [85]. The benefit of improved CTR is considered so significant that it has given
rise to the 10 ps worldwide challenge [90, 91]. If the CTR can be reduced down to 10 ps,
every event can be placed at its exact location along the lines-of-response (LORs), hence
avoiding the image reconstruction process and making real-time PET imaging possible.

A rigorous optimization of the light production and transport processes inside the scintilla-
tors is required to improve CTR. In addition, the use of faster photodetectors such as silicon
photomultipliers (SiPMs) or single photon avalanche photodiodes (SPADs) are mandatory.
To push the CTR limits, several approaches are being explored by researchers, including
investigation of new crystal materials, exploitation of Cherenkov photon emission, and
introduction of ultra-fast SPADs and front-end electronics [35, 97, 114, 117, 173, 174]. Re-
cently, promising results were reported on a SPAD with 7.8 ps single photon time reso-
lution [34]. This is a motivation to study the pros and cons of a shorter crystal length
to reduce the transit time spread (TTS) and depth-of-interaction (DOI) induced time
bias [95] as a solution for further CTR improvements. In addition, crystal length reduc-
tion would mitigate the radial elongation error hence improving image performance in the
periphery of FOV. Nevertheless, the crystal length is a subject of controversy as it affects
the image quality through several physical parameters [30, 106].

The three main factors of image quality that should be preserved for producing reliable
PET images are spatial resolution, sensitivity and CNR. The spatial resolution has been
investigated in the literature [23] and can be estimated by knowing crystal dimensions,
decoding factor, acollinearity and positron range. The sensitivity has also been studied
and can be estimated fairly accurately at the design stage of a scanner and is dependent on
the number of coincidence events detected per time frame [175]. The latter is determined
by the injected activity and the detection efficiency which relies on crystal material, di-
mensions and arrangement [119]. This emphasizes the importance of choosing appropriate
crystal length at the design level as the choice of long and thick crystals leads to better
sensitivity but deteriorates the radial spatial resolution and CTR, and as a result degrades
the CNR performance [30, 86]. Longer crystals may also have a non-negligible impact on
the overall cost of the detectors, although manufacturing of the finely pixelated crystal
arrays represents a substantial fraction of the cost for small animal scanners. Our previous
study showed that improved CTR can compensate for sensitivity loss due to crystal length
reduction [50]. Nonetheless, amongst the physical parameters of image quality, CNR has
rarely been investigated in the literature and the lack of a figure of merit or a model that
can assess the CNR performance based on design parameters is evident.
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To further enhance the image quality for the future generation of scanners, we aim to
improve the CNR performance by using ultra-fast TOF technology. Hence, the CNR
was studied as a function of three prime parameters including: crystal length, lesion size
and CTR. For each of these parameters, a range of variations was investigated through a
factorial design, followed by extraction of the correlation of these parameters with CNR. A
model was then derived by supervised learning and validated using data from experiments
and also simulations. The model can be used as a design tool for future generation of the
scanner.

4.2 Materials & Methods

4.2.1 System Description

The mouse-version of the LabPET II scanner configuration was used as a model (Fig-
ure 4.1) [162]. The scanner relies on 1.125 ⇥ 1.125 ⇥ 10.6 mm3 Lu1.9Y0.1SiO5: Ce (LYSO)
scintillators. The crystals are arranged in 4⇥ 8 arrays and coupled one-to-one using clear
optical epoxy to a pixelated monolithic APD array at a 1.2 mm pitch. Four of these arrays
are then mounted on an interposer board to be interfaced to two 64-channel application-
specific integrated circuits (ASIC). Forty eight of these modules are distributed on 4 rings
of 78 mm diameter for a total of 6144 crystals. These ASICs were designed based on a
dual-threshold time-over-threshold method that process and record the signal from every
individual pixel detectors independently [176,177]. The scanner achieves a sub-millimeter
spatial resolution of 0.8 mm at 1 mm from the center of the FOV and the axial sensitivity
profile reaches 3% [163]. While LabPET II modular technology platform allows scanners
to be designed with various sizes from small to mid sized animals (mouse to monkey)
and up to the human brain [162, 163], the smallest scanner model was selected for this
study in order to limit the computation time. Indeed, the study of each configuration
is comprised of four steps, including simulation, reconstruction, image analysis and data
post processing.

4.2.2 Simulation Configuration

The simulations were performed with the open-source Geant4 Application for Tomographic
Emission (GATE) [164,178] package v.8.2. The NEMA NU4 2008 phantom [155] was used
to assess the image quality. The phantom is a 50 mm long, 30 mm diameter cylinder
made of polymethylmethacrylate which consists of three compartments as shown in Fig-
ure 4.2. The first compartment includes five fillable rods that have diameters of 1 to 5
mm (Figure 4.2-a) which will be used to assess the lesion detection capability. The central
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Figure 4.1 The mouse-version of the LabPET II scanner forming a 78 mm ring
with an axial length of 50.4 mm.

part of the phantom is a uniform region used to quantify the uniformity by computing the
percentage standard deviation (SD) on the mean (Figure 4.2-b). The third compartment
consists of two vacant cylinders (Figure 4.2-c), one filled with air and the other filled with
non-radioactive water, to calculate spill over ratios.

The phantom was simulated using a uniform concentration of 0.18 MBq/cc of 18F for
a total activity of 3.7 MBq and for a 20-minutes scan time. To calculate the CNR, a
homogenous background activity was added to the first compartment of the phantom
to provide a concentration ratio of 4:1 between the rods and background. The scanner
parameters were set in accordance to manufacturer specifications, hence the energy window
and the coincidence time window were set to [250-650] keV and 10 ns, respectively [162].
The energy resolution was set to 21% and the time resolution was set with the temporal
resolution module from GATE which applies a Gaussian blurring in time domain.

To conduct the study, two sets of simulations were performed to investigate the impact
of three parameters on CNR, namely CTR, crystal length and rod size. Table 4.1 sum-
marizes the simulation parameters along with their associated levels. In the main set, for
each parameter at least 5 levels of variations were considered for studying the CNR vari-
ation. In order to study the correlation of each variable and unveil the variation trends, a
complementary set of simulations was performed to increase the statistical power with at
least 10 samples. This gives a total of 480 trials for this factorial design study.
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Figure 4.2 The modified NEMA NU4 2008 image quality phantom used in
the simulations: a) The first compartment with five fillable rods in a uniform
background with a 4:1 ratio; b) the second uniform compartment, and c) the
third compartment with two cylindrical voids.

Table 4.1 Simulation parameters and their associated levels
Set Crystal length CTR Rod size

(mm) (ps) (mm)

6.6 7.1 10 1
7.6 8.1 20 2

Main set 8.6 9.1 30 3
level of variations 9.6 10.1 40 4

10.6 11.6 50 5
20 100

14 1.2
Complementary set 6.6 28 2.4
level of variations 8.6 42 3.2

10.6 56 3.8
70 4.6

For the main set, the 10.6 mm was made to comply with the current configuration of the
LabPET II mouse scanner. The shortest crystal length (e.g., 6.6 mm) was selected as a
limit where the inconsistencies in CNR performance was observed in the simulations. The
other lengths were chosen at a 0.5 mm step, while the choice of the longest crystal length
of 20 mm was chosen as the upper limit with which less than 100 ps CTR was achieved
in the literature [117]. The 10 ps CTR value was selected to be consistent with the 10
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ps worldwide challenge [91]. The higher values for CTR were chosen to be in accordance
with the phantom rod sizes. The highest value of CTR (e.g., 100 ps) is chosen as a limit
where the CTR leads to an insignificant gain in small animal imaging [50] and also the
recently achieved reported CTR with long crystals.

For the complementary set, the choice of rod sizes was made so that the total activity
in the phantom does not exceed the instructed activity by NEMA standard, which is 3.7
MBq. The choice of CTR was made to add 5 observations to the main set where each
level of CTR in the complementary set is

p
2 / 1.4 times CTRs of the main set.

4.2.3 Reconstruction Parameters

Images were reconstructed using ROOT output data from GATE with a voxel size of
0.3⇥0.3⇥1mm3 with voxelization of 160⇥160⇥60. The 3D MLEM algorithm Customiz-
able and Advanced Software for Tomographic Reconstruction (CASToR) [165] was used
with multiple ray-tracing of the Siddon projector [166] so that the solid angle contribution
of each event is considered in the system matrix.

4.2.4 Image Analysis

The CNR was assessed using an in-house Matlab code developed to place ROIs over the
rods with the same diameters and 6 ROIs on the background each with 6 mm diameter
as shown in Figure 4.3. CNR evaluation was performed by

CNRL =
MeanL � MeanBg

�Bg

, (4.1)

where MeanL represents the mean of each rod, while MeanBg and �Bg represent the overall
mean and standard deviation of the six background regions in the first compartment of
the phantom, respectively. The images were analyzed at 5 iterations relying on fast con-
vergence of TOF reconstructions.

4.2.5 Model Derivation

To obtain the CNR model, two steps were undertaken; first the correlation of each param-
eter was studied with the CNR, then the correlations and the main data set were used in a
regression analysis to obtain a predictive model for CNR. All analyses for model derivation
were conducted in Matlab.
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Figure 4.3 Example of a reconstructed image for CNR analysis obtained with
crystal length of 10.6 mm and CTR of 30 ps, Left: ROI for obtaining mean
values, Right: ROIs for measuring the background.

– Study of Correlations: To study the correlation of each parameter with respect to
CNR, the datasets in Table 4.1 was used whenever required. The CNR variation was
investigated for at least ten observations for each parameter while keeping the other two
parameters constant.

A curve fitting tool was used to estimate the correlations. The curve leading to the highest
coefficient of determination or R squared (R2) and matching with the a priori knowledge
of physics was selected. Hence, the degree of association of each parameter with CNR was
chosen to satisfy both the physics and highest achievable R

2. In addition, as the number
of observations for a given set of parameters may vary from one to another, the adjusted
R

2 was calculated for each parameter that allows measuring the correlation, thus provides
the information on the most significant parameter in the model.

– Predictive Model: Polynomial regression was used to extract the model that predicts
the value of a variable based on one or multiple parameters (predictors) and is expressed
by

Y = ✓0 + ✓1X1 + ...+ ✓2X
2
1 + ....+ ✓dX

d

1 + ...✓d+n�1Xn, (4.2)

where Y is polynomially related to Xn’s with the polynomial degree d. The matrix of
coefficients ⇥ and the matrix of parameters X are expressed by

⇥ =

2

66664

✓0

✓1

...
✓d+n�1

3

77775
, X =

2

664

X1...Xn

...
Xm...Xmn

3

775 , (4.3)
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where in this study, the X matrix holds for parameters such as crystal length, CTR and
lesion size for m observations, Y is the dependent variable, in our case the CNR, and ⇥

is the matrix of coefficients of the regression model that was calculated by

Y = X⇥ ! ⇥ = (XT
X)�1

X
T
y, (4.4)

The error of the regression analysis was measured by the mean square error (MSE) calcu-
lated by

MSE(✓0, ✓1, ✓2, ..., ✓n) =
1

m

mX

i=1

(yi � Yi)
2
, (4.5)

where m is the total number of observations, Yi is the matrix of predicted values obtained
from the regression model and yi is the matrix of measured data obtained from GATE
simulations. The MSE is considered to be significant when it affects the CNR detection
limit, which is 5 according to Rose criterion [179]. This means that whenever the obtained
MSE is larger than the difference of the obtained CNR and 5, it is considered to be
significant as it affects the outcome of the lesion detectability by changing the status of
the lesion from detectable to non-detectable and vice versa.
In order to smooth the drastic change of the level of variations for the parameters in the
model, the location uncertainty (�x) associated with each CTR was used to derive the
CNR model and was calculated by

�x =
CTR⇥ c

2
, (4.6)

where c is the speed of light. This was followed by mapping the obtained correlation into
the X matrix. Then, the data of the main set in Table 4.1 for crystal length of 6.6 to
10.6 mm was used as a training set to calculate the coefficients. However, the data set
corresponding to the crystal length of 10.1 mm was excluded and reserved for the purpose
of validation. Hence, the data of the complementary set in Table 4.1 along with the data
set corresponding to crystal length of 10.1 mm were used as a test set. The MSE was also
measured to assess the quality of the CNR predictive model for both training and test
sets.

4.2.6 Model validation

The validation was done in two steps through simulations and experiments.

– Simulation Validation: The test set was used to validate the model. The predicted
values were obtained by placing the test data into the model. The associated MSE was
measured and reported thereafter.
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– Experimental Validation: An experimental study was performed on NEMA NU4
2008 phantom using the LabPET II mouse scanner with an initial activity of 5.6 MBq for
a 10-minutes scan. The in-house reconstruction code was used with 3D-MLEM algorithm
relying on an analytical system matrix that models the photon interaction probabilities
within the detector arrays with 0.3⇥0.3⇥0.3 mm3 voxelization. The images were corrected
for only random contributions. The image analysis was performed on the 10 mm central
region of the first compartment as instructed by NEMA NU4 2008 and the images were
analyzed at 5 iterations. Figure 4.4 shows the image along with the ROIs. The choice of
5 iteration was made in accordance with the iteration used for performing image analysis
for the simulations. For the purpose of comparison with the CNR values obtained from

Figure 4.4 Image obtained by the LabPET II mouse scanner and the ROIs for
CNR analysis at 5 iterations.

the experiment, the CNR model was used to estimate the CNR performance for crystal
length of 10.6 mm, CTR of 100 ps and all rod sizes. The choice of 10.6 mm crystal length
was made to comply with the current configuration of the LabPET II mouse scanner. The
CTR of 100 ps is a suitable choice for a fair comparison as the scanner is not TOF capable
and this CTR does not lead to a significant gain. The MSE was measured to investigate
the accuracy of the predicted values by the CNR model.

4.3 Results

The results are presented in three parts: correlations, derived predictive CNR model and
finally validation of the CNR model. For the analysis, the results corresponding to the 1
mm diameter rod were excluded as they mainly led to CNR values below 3.
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4.3.1 Correlations

The correlation of crystal length, rod size and CTR along with their corresponding ad-
justed R2 are reported as follows.

– Correlation of CNR with Crystal Length: The effect of crystal length on CNR
is shown in Figure 4.5 for a CTR of 10 ps and rod sizes of 2, 3, 4 and 5 mm, obtained
from 11 observations. The data of the 3 mm rod were fitted with a quadratic polynomial.
It is observed that CNR has a negative correlation with crystal length, meaning that
increasing crystal length leads to CNR degradation. This is because image reconstruction
relies highly on counting statistics and is more efficient with ultra-fast TOF [180]. This
implies that the reconstruction algorithm tends to converge faster to maximum CNR values
when the counting statistics are adequate and as the CTR is improved. In addition, as
the 3D reconstruction algorithm was used the radial elongation error is reduced by using
shorter crystals. A discontinuity in CNR performance is observed between crystal lengths
of 7.6 and 8.1 mm for all rods. This can be attributed to the alignment of the rods (all at
the same distance from the centre) with the gaps between detector blocks at this crystal
length. An adjusted R

2 of 0.97 is obtained by fitting the second degree polynomial curve.
This result is in agreement with the literature [23,119] and the same degree polynomial is
assigned to this correlation.

Figure 4.5 Correlation of CNR with crystal length for CTR of 10 ps obtained
from 11 observations at 5 iterations.
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– Correlation of CNR with Rod Size: The effect of rod size on CNR is shown in
Figure 4.6 for CTR values of 10, 20, 30 and 40 ps and a crystal length of 10.6 mm. It is
observed that rod size has a positive correlation with CNR. This is because the smaller
lesions (rod sizes) are affected by partial volume effect, which dampens their intensity in
the image. Thus the bigger the lesion size (rod size) the better the lesion detectability.
The adjusted R

2 is equal to 0.99 for the second degree fitted curve, which is assigned to
this parameter in the model.

Figure 4.6 Correlation of CNR with rod size for a crystal length of 10.6 mm
obtained from 10 observations.

– Correlation of CNR with CTR: Figure 4.7 shows the CNR performance with respect
to CTR variations for a crystal length of 10.6 mm and rod sizes of 2, 3, 4 and 5 mm.
As expected, improved CTR results in the reduction of background noise and thus an
improvement of the CNR performance [171]. Hence, CNR has a negative correlation with
the increasement of CTR values which translates into a positive correlation with improved
CTRs. An adjusted R

2 of 0.97 was obtained for the fitted curve of the 3 mm rod data.

On the basis of a priori knowledge of physics and the observed correlation of the crystal
length, rod size and CTR, a figure of merit can be derived for CNR performance as follows

CNR /
p
Rod size

Crystal length⇥
p
CTR

, (4.7)
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Figure 4.7 Correlation of CNR with CTR for a crystal length of 10.6 mm
obtained from 12 observations.

Although the CNR correlation in Equation 4.7 is not unit less, it should be noted that
the scan time contributes positively to CNR performance. However, as all the data sets
were obtained with the same scan time, the effect of this parameter was not investigated
in this work.

4.3.2 Derived Predictive CNR Model

On the basis of observed correlations (Equation 4.7), the X matrix is formed as

X = [1, Rod size,
p
Rod size,�x,

1p
�x

, Length,
1

Length
], (4.8)

where �x’s are associated with CTRs by Equation 4.6. By introducing the CNR values
obtained by simulations of the main dataset (Table 4.1) in the Y matrix and performing
the regression analysis using Equation 4.4, the coefficients (⇥’s) can be extracted. The
predictive model is determined as

CNR = �18.25� 4.36⇥Rod size+ 29.01⇥
p
Rod size

� 0.51⇥�x+ 3.44⇥ 1p
�x

� 0.53⇥ Length

� 5.2⇥ 1

Length
,

(4.9)
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The MSE for the regression model is 0.68 for a measured CNR variation range of 19.5
(from 4 to 23.5).

4.3.3 Validating the CNR Model

– Simulation Validation: The model was verified using the complementary dataset
(Table 4.1) and also the data set corresponding to the 10.1 mm crystal length of the main
set. The overall MSE for the test dataset is found to be 0.69.

Figure 4.8 shows the CNR’s obtained using the CNR model as well as those measured
from the simulations for crystal length of 10.1 mm, CTRs of 10, 20, 30, 40, 50 and 100 ps
and rod sizes of 2, 3, 4 and 5 mm. The CNR values predicted by the CNR model are in
reasonable agreement with the CNR measured values from the simulations. The MSE is
notable for detecting the 2 mm rod with CTRs of 50 ps as the MSE of 0.69 is larger than
the difference of the obtained CNR for this combination (e.g., 5.6) and Rose detection
limit (e.g., 5).

Figure 4.8 Validation of the CNR model with crystal length of 10.1 mm for
rod sizes of 2, 3, 4, and 5 mm and CTR of 10 to 100 ps. The mean difference
between the predicted values by the model and the measured values from the
simulation is 4%.

Figure 4.9 depicts the comparison of CNR values obtained by the model and simulations
for a crystal length of 6.6 mm and CTRs of 14, 28, 42, 56 and 70 ps. The reported error
is of importance for detection of 2 mm rod with CTRs of 56 and 70 ps.
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Figure 4.9 Validation of the CNR model with crystal length of 6.6 mm for rod
sizes of 2, 3, 4 and 5 mm and CTRs of 14 to 70 ps. The mean difference between
the predicted values by the model and the measured values from the simulation
is 4.7%.

The results of the model validation for a crystal length of 10.1 mm is also reported in
Figure 4.10. The MSE is remarkable for the CNR values obtained for rod size of 2 mm
with CTRs of 56 and 70 ps.

– Experimental Validation: Figure 4.11 compares the predicted values by the CNR
model and the experimental data. It is observed that at 5 iterations the predicted values
are in a good agreement with the experimental data for all rods, with the MSE calculated
to be 0.43 for this comparison.

4.4 Discussion

In this work, possible further improvement of image quality with fast TOF was investigated
for a highly pixelated scanner that already achieved an optimum spatial resolution (0.8 mm
at 1 mm from the center in the scanner’s FOV). To fulfill this, a series of simulations was
performed with GATE using the NEMA NU4 2008 phantom to quantify CNR performance
based on the three most important parameters, which are crystal length, lesion (rod) size
and CTR. This was followed by studying the correlation of these parameters with CNR
to derive a predictive model of CNR by the regression analysis. The CNR model was
validated using the data from simulations and experiments.
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Figure 4.10 Validation of the CNR model with crystal length of 10.1 mm for
rod sizes of 2, 3, 4, and 5 mm and CTR of 14 to 70 ps. The mean difference
between the predicted values by the model and the measured values from the
simulation is 3.1%.

Figure 4.11 Comparison of the CNR predicted by the model and measured
from the experiment at 5 iterations. This is for a crystal length of 10.6 mm and
a simulated CTR of 100 ps and the number above each rod signifies the absolute
value of the difference between the experimental data and the model predicted
values.
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As expected, results showed that the lesion size and improved CTR have positive cor-
relations with CNR, while the crystal length has a negative correlations with the latter.
These results are in general agreement with physics and the literature. Moreover, the
most significant predictor in the model was found to be the rod size. However, the crystal
length and CTR contribute rather equally as predictors in the CNR model. Hence, the
crystal length can indeed be traded off with CTR without loss of CNR and this should
facilitate the achievement of faster TOF and expedite the 10 ps TOF challenge.

It was also demonstrated that CNR performance can be estimated with a reasonable
accuracy as an overall MSE of 0.68 and 0.69 was obtained for the training set and test
set, respectively. The error is not significant for the rod size of 3 mm or larger, but can
increase substantially for the 2 mm rod as the CNR values drop in the range between 3
to 12, close to the margin of 5 considered by the Rose criterion for lesion detection. It
is worth noting that the CNR of the 2 mm lesion could be raised above the detection
criterion with ultra-fast CTR under 50 ps. In addition, the validation of the CNR model
against both simulation and experimental data confirms the robustness of the proposed
approach to predict the CNR values for CTR of 10 to 100 ps.

Moreover, as different counting statistics were used in this study, the choice of the iteration
number for image analysis was a challenge. Although for this research all the data were
analyzed at the same iteration number, slightly different trends could be observed if other
iteration numbers would have been investigated. Hence, the iteration number could be
included as a parameter in the model to have a more accurate predictive model for CNR.
However, this would require a more complex model that will be presented in future work.

Although the target is set to achieve the 100 ps time resolution in near future, studies
have shown that there should be no physical or technological limits in achieving time
resolutions below 100 ps, as illustrated by the 10 ps worldwide challenge [91]. Yet for the
purpose of this study, we focused our effort on the development of the method to extract
a model for CNR analysis. In order to reduce the computational cost, we used a small
scanner geometry for studying ultra-fast TOF. Nonetheless, this was a time consuming
process as for each trial in this study, a GATE simulation with a 20-minutes scan time,
followed by the image reconstruction and then the image analysis and post processing was
conducted. However, this approach can be extended to larger scanners for studying more
realistic CTRs.

Finally, the CNR image performance is parametrized and presented in a form of a polyno-
mial predictive model. The model was validated with both simulation and experimental
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data, however the fact that small animal scanners manufactured so far are not TOF capable
is a limitation for further experimental validation. Nonetheless, the approach developed in
this work can be readily extended to larger systems such as the UHR brain scanner [163]
or clinical TOF whole body 3D scanners [16, 156], allowing more extensive quantitative
performance analysis to be carried out.

4.5 Conclusion

We have used a novel approach to derive a model allowing to assess the CNR performance
for the LabPET II small animal scanner with ultra-fast TOF based on three parameters.
The model was validated and a MSE of 0.69 was obtained, confirming the accuracy of the
model. This model can be useful as a tool to evaluate the CNR performance prior to the
design and manufacturing of the next generation of TOF capable scanners. The proposed
model can be easily adapted to other scanner configurations and be extended to include
the impact of other parameters on CNR performance, such as iteration number, phantom
size and location of the lesion in the field of view.
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Contribution of the article: This is the last article of a series of three. The first article
covered the trade-offs between the main parameters contributing to CNR performance.
This was followed by the second article where a model was derived for predicting CNR
performance of a scanner at the design stage. In order to extend the CNR model to the
UHR brain scanner based on the LabPET II technology, this work is focused on developing
a phantom allowing to conduct extensive TOF assessment on clinical scanners.

Although the TOF technology has made considerable progress in the recent years, there is
no gold standard developed to study the impact of TOF resolution on scanner performance
at the design stage. Hence, this article proposes a novel phantom that allows assessing the
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influence of the TOF resolution on image performance all over the field-of-view. To the
authors’ knowledge, this design is novel and there has not been any published document
dealing specifically with this subject.

French title: Une nouvelle mire pour l’évaluation pratique des performances des scanners
TEP-TdV

Résumé: Les progrès récents dans le développement de photocapteurs et de matériaux
de scintillation contribuent de manière significative à l’avancement de la technologie du
temps de vol (TdV) pour la tomographie d’émission par positrons (TEP) et ont conduit
à l’émergence de scanners TEP TdV atteignant une résolution de temps de coïncidence
inférieure à 300 ps. Les scanners TEP TdV offrent des avantages en termes de réduction du
temps d’acquisition ou de la dose injectée et une meilleure détectabilité des petites lésions.
En règle générale, les mires NEMA sont des normes globale à utiliser pour l’évaluation des
performances des scanners. Cependant, ces mires ne sont pas entièrement appropriées pour
évaluer les performances TdV, en particulier au niveau de la conception des scanners, car
la taille des structures est généralement plus grande que la résolution TdV actuellement
atteinte. Compte tenu du développement rapide de la technologie TdV au cours des
dernières années, nous proposons une nouvelle mire conçue pour évaluer la précision de la
résolution TdV dans l’ensemble du champ de vue des scanners atteignant l’état de l’art
actuel jusqu’à l’objectif ultime d’un TdV de 10 ps. Les caractéristiques de la mire pour
évaluer les performances du TdV ont été étudiées en effectuant des simulations à l’aide
des outils Geant4 Application for Tomographic Emission (GATE) et Customizable and
Advanced Software for Tomographic Reconstruction (CASToR). Les simulations ont été
validées en effectuant des mesures expérimentales avec un scanner TEP/TDM Siemens
Biograph Vision.
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Abstract: Recent progress in photosensors and scintillator materials has contributed sig-
nificantly to the development of fast radiation detectors and has led to the emergence of
time-of-flight positron emission tomography (TOF-PET) scanners. TOF-PET provides
many benefits that can be summarized as the reduction of scan time or injected dose and
enhanced small lesion detectability. Generally, NEMA phantoms are gold standards for
the performance evaluation of PET scanners. However, these phantoms are not fully ap-
propriate to assess TOF-PET performance, in particular at the design stage of the future
generation of TOF-PET scanners that are expected to achieve much better TOF resolu-
tion. Considering the fast development of TOF technology in recent years, we propose a
novel phantom designed for assessing TOF resolution accuracy across the entire field of
view of scanners achieving state-of-the-art performance down to the ultimate goal of 10
ps TOF. The phantom characteristics for assessing the performance of TOF-PET were in-
vestigated by conducting simulations using Geant4 Application for Tomographic Emission
(GATE) and the Customizable and Advanced Software for Tomographic Reconstruction
(CASToR). The simulations were validated by conducting experiments with the Siemens
Biograph Vision PET/CT scanner.

5.1 Introduction

Time-of-flight (TOF) positron emission tomography (PET) provides better localization of
the annihilation process by measuring the arrival time difference of the two annihilation
photons [85]. TOF PET was introduced a few decades ago using CsF- and BaF2-based
scintillators along with photomultiplier tubes (PMTs) able to achieve a TOF resolution
of 400 - 700 ps [181]. However, the rather poor detection efficiency, the poor spatial reso-
lution resulting from the use of larger detectors and the modest TOF resolution achieved
with those detectors were insufficient to gain any benefit in imaging applications, making
TOF uncompetitive at the time. The emergence of dense and high-luminosity Lutetium-
based scintillators providing high and fast light output along with the progress in pho-
tosensor technology has led to better time performance [14, 15, 119]. This triggered the
development of TOF-PET scanners with much improved image contrast-to-noise ratios
(CNRs) performance, thus allowing the reduction of scan time or of the administered
dose [14,18,20]. As better TOF resolution also provides a better control of data inconsis-
tencies [14, 18–22, 85, 182], there is a motivation to push the limits of TOF to even avoid
tomographic image reconstruction, as claimed by the 10 ps challenge [90, 91]. While the
best reported coincidence time resolution (CTR) acquired so far is 215 ps in commercial
clinical scanners [16,156], researchers have shown that a 100 ps CTR is within reach in the
near future [114,174]. Nonetheless, to better detect small lesions such as lymph nodes and
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early breast and prostate cancers, CTR down to 100 ps would be highly desirable. More-
over, sub-100 ps CTR is required for TOF to be useful in preclinical studies [50]. Hence,
several groups are engaged on pushing the limits of TOF by optimizing performance at
each step of the data acquisition process [11, 17, 35, 114, 183, 184]. Currently, the world
record for best CTR performance in the laboratory is 30 ps using microchannel plate pho-
tomultiplier tubes (MCP-PMTs) integrated with 3.2-mm thick Cherenkov radiators [17].

NEMA standards are generally employed to evaluate the performance of PET scan-
ners [185]. However, the NEMA phantom geometry is not completely appropriate for
current and future TOF-PET technology to be evaluated fully as it does not allow to
probe the performance all across the FOV. Although a method is proposed to measure
TOF-PET capabilities using the NEMA noise equivalent count (NEC) phantom [186],
this method is experimental and can be used for only TOF capable scanners. With the
rapid progression of TOF technology, there is a need for a model or a gold standard for
rigorously and systematically evaluating CNR performance. Thus, we propose a novel
phantom allowing the assessment of the performance of TOF-PET scanners at the design
stage and all across the field of view (FOV). In order to confirm the robustness of the simu-
lation process, first an experimental study was conducted with the Jaszczak phantom [187]
and the Siemens Biograph Vision PET/CT scanner that reported TOF resolution of 215
ps [16] and the results of the experiment was compared to the simulation study conducted
with same characteristics using the proposed phantom. Then, to investigated the TOF
gain, the proposed phantom was used to assess CNR performance of UHR brain dedicated
PET scanner based on the LabPET II detection platform that is presumably TOF capa-
ble [49, 162, 163]. This is followed by conducting a comparative simulation study on the
imaging performance of the UHR and the Siemens Biograph Vision scanner [16] with and
without TOF capabilities.

5.2 Materials & Methods

5.2.1 Phantom Design and Specifications

An in-house phantom (Figure 5.1) was designed for the purpose of assessing the benefit
of TOF on the CNR for clinical TOF-PET scanners. The phantom is a 90 mm long, 240
mm diameter cylinder consisting of 20 rods spread spirally across the field of view (FOV).
The spiral configuration is chosen to avoid the overlap of larger rods, in particular if the
small version of the phantom needs to be adapted in future to fit within small animal
scanners FOV. The rod sizes were chosen with diameters from 15 mm down to 1.5 mm to
be in accordance to TOF resolution from 100 ps down to 10 ps [90,91]. Table 5.1 lists the
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Figure 5.1 TOF Phantom model, a cylinder with a radius of 120 mm and
length of 90 mm containing 20 rods that spread spirally all over FOV. Left:
TOF phantom rod dimension, Right: TOF phantom rod arrangement.

rod arrangement and their specifications. In addition, Figure 5.1-Left and Right show the
phantom rod dimensions and arrangements, respectively. The phantom can be employed
either with hot rods and cold background or cold rods and hot background. Both features
were employed in this study such that the hot rods feature is used more often, except for
the purpose of experimental validation where the phantom is used with cold rods.

Table 5.1 Specifications of the TOF phantom. Each object (rod) is placed at
distance r from the center in mm and an angle of ✓ in degree
Object Associated TOF Object Position (r,✓)

Diameter Resolution

(mm) (ps) First Replica Second Replica Third Replica Fourth Replica

1 15.0 100 (25 mm, 0�) (50 mm, 324�) (75 mm, 306�) (100 mm, 288�)
2 12.0 80 (25 mm, 288�) (50 mm, 252�) (75 mm, 234�) (100 mm, 216�)
3 7.5 50 (25 mm, 216�) (50 mm, 180�) (75 mm, 162�) (100 mm, 144�)
4 4.5 30 (25 mm, 144�) (50 mm, 108�) (75 mm, 90�) (100 mm, 72�)
5 1.5 10 (25 mm, 72�) (50 mm, 36�) (75 mm, 18�) (100 mm, 0�)

5.2.2 Systems Description

The GATE model of ultra high resolution (UHR) brain PET scanner was used in this
study consisting of 4 ⇥ 8 array of 1.12 ⇥ 1.12 ⇥ 12 mm3 Lu1.9Y0.1SiO5: Ce (LYSO) scin-
tillators. To optimize the spatial resolution, the scintillators are coupled one-to-one with a
1.2 mm pitch to a 4 ⇥ 8 monolithic APD arrays [163] for a total of 129,024 crystals spread
over a cylinder with a diameter of 390 mm and an axial length of 235 mm. Figure 5.2-Left
shows the simulation model of the UHR scanner.
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The simulated performance of the UHR brain scanner was previously compared to the
recent SiPM-based Biograph Vision TOF PET/CT scanner developed by Siemens Medical
Solution Inc. according to NEMA standards [16,163]. The Siemens Biograph Vision relies
on arrays of 3.2 ⇥ 3.2 ⇥ 20 mm3 LSO scintillators optically coupled to 4 ⇥ 4 channel
SiPM arrays. The overall 60,800 crystal elements form a cylinder with a diameter of 820
mm and an axial length of 263 mm (Figure 5.2-Right). The detailed specifications of the
scanners are listed in Table 5.2.

Figure 5.2 GATE models of the scanners used in this study. Left: UHR
scanner from LabPET II series with ring diameter of 390 mm, Right: Siemens
Biograph Vision scanner with the ring diameter of 820 mm.

Table 5.2 Simulation characteristics of the UHR and Siemens Biograph Vision
scanners.

Characteristics UHR Siemens Biograph Vision

Energy resolution (FWHM) 21% 10.5%
Energy window (keV) 250 - 650 435 - 650

CTR (ps) 215 215
Coincidence time window (ns) 6 4.73

Scintillator material LYSO LSO
Scintillator dimension (mm3) 1.12 ⇥ 1.12 ⇥ 12 3.2 ⇥ 3.2 ⇥ 20
Scintillator array dimension 4 ⇥ 8 10 ⇥ 20

Number of scintillators 129,024 60,800
Transaxial FOV (mm) 271 700

Axial length (mm) 235 263
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5.2.3 Experimental Study

For the purpose of validating the simulation with the experiment the Flangeless Deluxe
Jaszczak phantom was used [187]. The Jaszczak phantom is composed of three compart-
ments. The first compartment contains 6 sections of cold rods with diameters of 4.8, 6.4,
7.9, 9.5 11.1, and 12.7 mm, the second compartment consists of 5 cold spheres with di-
ameters of 9.5, 12.7 15.9, 19.1, 25.4 and 31.8 mm and finally the third compartment is
a uniform distribution. The first and third compartments of the phantom were used for
the purpose of validating simulations as the first part contains a section filled with rods of
7.9 mm diameter which is comparable to the rod of 7.5 mm diameter in that of the TOF
phantom. The phantom was filled with the activity of 0.0212 MBq/cc of 18F and placed
in the center of the Siemens Biograph Vision scanner. Acquisition times of 3, 5, and 7
minutes were used.

To assess the validity of the simulation process and also conduct a fair comparison with
the Jaszczak phantom, the TOF phantom was filled with the same activity concentration
as the Jaszczak phantom and was employed with hot background and cold rods. The
simulations were conducted with the Siemens Biograph Vision PET/CT scanner with the
same acquisition time as the experiments.

– Reconstruction Parameters: Image reconstruction was performed with the Siemens
3D OSEM TOF software with 5 subsets and 0.825 ⇥ 0.825 ⇥ 3 mm3 voxel size for 3,
5, and 7 minutes acquisition times. The images were corrected for attenuation using CT
data and analyzed at 5 and 8 iterations. The number of iterations was selected according
to the previously published study performed by the manufacturer [16]. For the purpose
of validation, the simulation data were reconstructed using CASToR with the exact same
parameters and iteration numbers as the experiment.

– Image Analysis: Image analysis was done according to the standard method developed
for the phantom with hot background [188] as

CNRL =
MeanBg �MinL

�Bg

,

where CNRL is the CNR of each rod with the diameter of L, MinL represents the mini-
mum value of each rod with diameter L, while MeanBg and �Bg represent the overall mean
and standard deviation of the hot background region in the uniform region of the phantom,
respectively. The ROI is placed over all three replicas of 7.9 mm rods on Jaszczak phantom
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Figure 5.3 Images obtained with TOF information at 7 minutes scan and 8
iterations. Left: ROI for background in the uniform region of the Jaszczak
phantom obtained from the experiment with the Siemens Biograph Vision scan-
ner, Middle: ROI for the third replicate of 7.9 mm diameter rod (roughly at 52.5
mm from the center) in the rod part of the Jaszczak phantom obtained from
the experiment with the Siemens Biograph Vision scanner, Right: ROI over the
second 7.5 mm rod replica on the TOF phantom with cold rods (at 50 mm from
the center) obtained from the simulation with Vision scanner.

as shown in Figure 5.3-Middle because these rods are located roughly at 52 mm from the
center making them comparable with the 7.5 mm rod on TOF phantom at 50 mm from
the center as shown in Figure 5.3-Right. Figure 5.3-Left shows the ROI for background
over the uniform compartment of the Jaszczak phantom. The area of the background
ROI was chosen to be equal to the overall area of the background ROIs considered for
background on the TOF phantom. Image analysis was done by taking the average on the
axial slices to cover overall 10 mm middle height of the phantom for both the experiment
and simulation.

5.2.4 Simulation Study

Simulations were performed using the open-source Geant4 Application for Tomographic
Emission (GATE) package v.8.2 [178]. The simulation parameters for the scanners were
selected in accordance to manufacturer specifications [16, 163] and are summarized in
Table 5.2. The CTR was set using the temporal resolution module of GATE. This module
applies Gaussian blurring with the width specified by the coincidence time resolution in
the time domain which is 215 ps to comply with the reported TOF resolution of Siemens
scanner. Moreover, the UHR performance was also studied using narrower energy window
to investigate how it affects the CNR performance of the scanner. The phantom was
simulated using a uniform concentration of 0.0212 MBq/cc of 18F in the rods and the
acquisition time was fixed at 30 minutes. To calculate the CNR, a homogenous background
activity was added to the phantom to provide a concentration ratio of 4:1 between the
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rods and background (hot rods feature of the phantom). The activity concentration was
chosen as instructed by NEMA NU2 2001 which suggests a background activity of 5.3
kBq/cc [185].

– Reconstruction Parameters: Images were reconstructed using the ROOT output of
GATE along with the open-source Customizable and Advanced Software for Tomographic
Reconstruction (CASToR) [165]. Reconstruction was performed using a 3D MLEM al-
gorithm using multiple ray tracing with Siddon projector [166] for the UHR scanner and
images were formed with a voxelization of 0.4 ⇥ 0.4 ⇥ 1 mm3. For Biograph Vision scan-
ner, the 3D OSEM algorithm with 5 subsets was used relying on multiple ray tracing with
Siddon projector; images were formed with 0.825 ⇥ 0.825 ⇥ 3.0 mm3 voxels. The voxeliza-
tion and reconstruction algorithm were chosen according to the respective manufacturer
softwares for each scanner. The minimum number of 5 subsets had to be chosen for the re-
construction with Siemens software. The analysis was performed on images reconstructed
with 30 iterations and 8 iterations for non-TOF and TOF studies, respectively.

– Image Analysis: The CNR was assessed using an in-house Matlab code developed
to place ROIs over each rod with the same diameter and also 16 background ROIs each
with a radius of 12 mm spread over the background as shown in Figure 5.4. Images were
analyzed on the 10 mm middle slices for both scanners. CNR evaluation was performed
for each rod by

CNRL =
MeanL �MeanBg

�Bg

,

where MeanL represents the mean of each rod, while MeanBg and �Bg represent the
overall mean and standard deviation of the sixteen background regions of the phantom,
respectively. The results of CNR analysis was used to assess lesion detectability according
to the Rose criterion that puts a quantitative limit on CNR (CNR > 5 is considered to be
detectable) [179]. The radial variation of the CNR was measured for each rod diameter
using

Parallax error(L) =
CNR(L,1) � CNR(L,4)

CNR(L,1)
,

where CNR(L,1) stands for the CNR measured for the rod diameter of L first replica that
is located at 25 mm away from the center according to Table 5.1 and CNR(L,4) represents
the CNR obtained for rod diameter of L fourth replica, positioned at 100 mm from the
center of the phantom.
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Figure 5.4 Designated ROIs for image analysis on TOF phantom. Left: ROIs
for calculating overall the mean and STD of the background, Right: ROIs for
calculating the mean of the rods.

5.3 Results

The results are presented in two sections. To begin with, the result of an experimental
study conducted on the Siemens Biograph Vision scanner with the Jaszczak phantom
is presented that is used to confirm the robustness of the simulation process. This is
followed by presenting the result of a simulation study with TOF phantom using the UHR
and Vision scanners.

5.3.1 Experimental Validation of the Simulations

Figure 5.5 shows the result of a comparison of CNR for the data obtained from the
experiment and the simulation conducted on the Vision scanner for 3, 5, and 7 minutes
acquisition times for two different number of iterations. The CNR for the experiment is
measured by taking the mean of all three replicas of the rod as shown in Figure 5.3-Middle.

The difference between the results of the experiment and simulation are shown over the
graph which demonstrate the CNR values from the simulation are in an excellent agree-
ment with the CNR values from the experiment, in particular for the 7 minutes acquisition.
The result of the simulation with 3 minutes scan time is slightly different from the exper-
iment most likely due to the lack of enough counting statistics at this acquisition time.

5.3.2 Simulation Study on CNR Evaluation with the Phantom

The simulation results are presented in two steps, first the result of phantom performance
is presented with UHR scanner with and without TOF resolution, second, a comparative
simulation study with TOF phantom placed in the UHR and Vision scanners’ FOV for
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Figure 5.5 CNR comparison obtained from experiments and simulations at
acquisition times of 3, 5, and 7 minutes, each at both 5 and 8 iterations. The
discrepancies between the results obtained from the experiment and simulation
is shown on the graph for both 5 and 8 iterations, at each scan time.
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same counting statistics (20 and 30 minutes scan time for Vision and UHR scanners,
respectively) and also for the same energy window with the same scan time (20 minutes).

– CNR Performance Evaluation of the UHR scanner with the Phantom
Figure 5.6 shows the CNR performance of the UHR scanner for rods with a 4.5, 7.5 and
12 mm diameter in a form of stacked bar graph with and without TOF resolution. The
bars in red show the CNR without TOF resolution for each rod location while the bar
corresponding to the TOF resolution in blue color depicts the increase of CNR when the
TOF resolution of 215 ps is employed. As an example, the CNR value measured for the
7.5 mm diameter rod at 50 mm away from the center without TOF resolution is equal to
6.8 while with TOF resolution the measured CNR, for the same rod at the same position,
is 10.6.
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Figure 5.6 CNR performance of UHR scanner with TOF phantom for rods of
4.5, 7.5 and 12 mm diameter.

The phantom configuration clearly reveals the impact of TOF on CNR performance across
the FOV. It can be seen that the TOF resolution of 215 ps leads to a gain, for all rods at
any position, for the UHR scanner. It is also observed that the CNR performance for the
7.5 mm rod is rather homogenous across the FOV while the CNR is stable across the FOV
for the rod of 12 mm as the measured CNR for this rod size is 15 with TOF resolution at
any position. Although TOF adds gain in CNR performance for the UHR scanner, it is
remarkable that the CNR for the 7.5 mm rod (<1 cm) is above the detection limit range
(CNR > 5) even without TOF resolution. The 1.5 and 15 mm rods follow the same trend
as the other rods and thus are excluded from the graph.
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– Comparative CNR Performance Study Using the Phantom with the UHR
and Vision Scanners
Figure 5.7a shows the results of the CNR assessment for both the UHR and Siemens
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(a) Without TOF resolution at 30 iterations. The Vision scanner (6.4 x 106 events) and the UHR
scanner with the [250 - 650 keV] energy window (6.4 x 106 events).
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with the [250 - 650 keV] energy window (6.4 x 106 events) and the UHR scanner with [450 - 650
keV] energy window (9.4 x 105 events)

Figure 5.7 CNR analysis for Siemens Biograph Vision and UHR scanners with
TOF phantom. The error bars shows the parallax error.

Biograph Vision scanners without TOF resolution for the same counting statistics. The
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CNR is shown for each rod first replica (located at 25 mm from the center for each rod) and
the error bar at each rod diameter shows the parallax error measured by the corresponding
equation in section 5.2.4. The CNR obtained with of the UHR scanner is shown to be
superior to that of the Vision scanner without TOF information for all the rods. This is
expected due to higher spatial resolution of the UHR scanner that dominates the image
quality when TOF resolution is not available [163]. The matched CNR performance for the
4.5 mm rod for the UHR and Vision is due the position of this rod in the Vision scanner
FOV as similar trend was observed for the rods with smaller diameter placed at the same
position in the FOV. However, when TOF resolution is employed as Figure 5.7b depicts,
the Vision CNR performance seems to exceed the UHR CNR performance. It was also
shown that a narrower energy window ([450 - 650 keV]) for the UHR scanner that leads to
much less counts, the UHR CNR performance exceeds the Vision CNR performance for
larger rods. By comparing the results obtained without TOF (Figure 5.7a) to the results
with TOF (Figure 5.7b), it is notable that for both the scanners, the parallax error for
each rod diameter reduces when TOF resolution is employed. Hence, the phantom allows
the CNR performance and parallax error to be measured as a function of position and rod
diameter.

5.4 Discussion

In this research, a novel phantom is introduced that allows evaluating TOF effect on scan-
ners CNR performance. The phantom configuration allows to study the CNR performance
of the sources across the entire useful field-of-view in the presence of TOF information.
The rod diameters were chosen associated with the location uncertainty of TOF resolu-
tion current state-of-the-art as well as the location uncertainty of ideal TOF resolution
in future, thus containing rods from 15 mm down to 1.5 mm diameter. An experimental
study was performed with Siemens Biograph Vision PET/CT scanner and its results was
used to assess the validity of the simulation process. The phantom performance is then
assessed by performing a simulation study with Siemens and UHR scanner models.

The simulation process is validated with an experimental study using the Jaszczak phan-
tom and the results obtained from the experiment validate the simulation process. We
are confident that the simulations performed in this work are close to reality as matched
results was achieved between our simulations and experimental Biograph Vision scanner
data. Thus, real experimental data when the phantom will be fabricated should lead to
similar results as predicted by the simulations.
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In addition, it was demonstrated that the design configuration of the phantom allows
to study the CNR performance variations as a function of source transaxial position by
showing that the currently achieved TOF resolution (215 ps) would provide a gain in
imaging performance of the UHR scanner across the field of view. This was encouraging
results that provides incentive for endowing the next generation of the UHR scanner with
TOF capabilities.

Furthermore, the phantom was used as a comparative tool in a study conducted on Siemens
Biograph Vision and UHR scanners. As expected the UHR outperforms Siemens Biograph
Vision scanner without TOF information on the entire FOV which is absolutely due the
superior spatial resolution of the scanner that is 1.2 FWHM versus that of 3.8 FWHM
reported for Siemens Vision scanner [156,163].

Whereas in the presence of TOF resolution, the CNR performance of the Siemens Bio-
graph Vision scanner seems to be better than UHR scanner. This can be justified by
acknowledging the ⇠2.5 times larger transaxial FOV of the Vision scanner. As CNR
enhancement by TOF resolution is a function of the TOF location uncertainty and the
length of the transaxial FOV, this leads to more TOF bins in the reconstruction thus bet-
ter CNR performance [189,190]. However, it was demonstrated that if a narrower energy
window ([450 - 650 keV]) is employed for UHR similar to that of Vision scanner ([435 -
650 keV]), a significant enhancement of CNR is achieved even with 6 times less events.
Hence, a study for longer scan time and with narrow energy window will lead to even
much more improvement in UHR CNR performance. This highlights the importance of
choosing proper energy window, in particular when TOF information is available. Despite
all these, it was demonstrated that, with TOF resolution, UHR scanner CNR performance
is similar to the Siemens Biograph Vision scanner for the rod with the smallest diameter
(rod of 1.5 mm) and this provides incentive for further investigation of CNR by including
rods with diameters varying between 1 to 2.5 mm to be able to conduct a more thorough
comparison on the CNR performance of the scanners.

Parallax error was assessed with the proposed phantom. By looking into the reported
parallax error for each rod size, it was observed that the CNR performance is rather ho-
mogenous for the rod with the diameter of 7.5 and 15 mm all over the FOV for both
the scanners. This also demonstrates including rods with larger diameters is futile in the
design of the phantom as those rods are coarse enough and would be perfectly detectable
even without TOF resolution with current available scanners.
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Finally, a phantom was designed and evaluated that can be used as a tool to assess the
TOF efficiency for the clinical scanners prior to the manufacturing and can provide much
more flexibility in performance assessment of TOF scanners. In addition, the configura-
tion of the phantom allows to gather redundant information in one simulation process that
could save time, energy and resources in CNR performance evaluation of the scanners at
design level.

5.5 Conclusion

In this study, a novel phantom is presented that allows for validating TOF-PET clinical
scanners CNR performance. The geometry of the phantom provides flexibility in terms of
studying the impact of source radial position as well as the effectiveness of incorporated
TOF information. The validation of the phantom was done by conducting simulations and
the robustness of the simulations were confirmed by performing an experimental study
with the Siemens Biograph Vision scanner. Finally, the phantom can be used in design
of TOF PET scanners to assess how available TOF information would eventually affect
the scanner image performance. In future study, the experimental results with the man-
ufactured phantom will be presented. Further application of the phantom in determining
the minimum counting statistics required for the object detection in the presence of TOF
resolution will be also reported.
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CHAPTER 6

Discussion

In this work, the trade-offs affecting the CNR were investigated for the purpose of max-
imizing the performance of this parameter for the next generations of the LabPET II
scanners, including small animal and human brain dedicated scanners.

The currently achieved CTR of 215 ps in commercial scanners is not enough to add a
significant gain in small animal imaging, as the object diameter is either equal to or smaller
than the location uncertainty of 30 mm associated with this CTR. Due to this, up until
this study, TOF was exclusively limited to clinical scanners in the literature. However,
according to the current state-of-the-art, CTR of 100 ps will soon be feasible in practice.
In addition, studies have shown that a CTR of 50 ps can be achieved by increasing the
dopant in the scintillators; the current world record in the laboratories is a CTR of 30
ps achieved with micro-channel plate (MCP) photodetectors. These improvements now
lead to the possible extension of TOF capability to small animal imaging. Hence, the
first part of this study was focused on the investigation of TOF benefits and trade-offs
on image parameters for the mouse-version of the LabPET II scanner through a factorial
design method by studying the impact of four factors i.e. crystal length, scan time, TOF
resolution and lesion size (rod diameter).

The obtained results set the 100 ps TOF resolution as the point where TOF starts to be
effective in small animal imaging. It was also demonstrated that CRC is not a sensitive
parameter to evaluate the image quality as scan time variations do not affect the CRC per-
formance significantly. In addition, it was observed that, without TOF resolution, CNR
performance was reduced by decreasing the crystal length by 2 mm relative to the current
length of 10.6 mm; while when TOF information was employed, CNR was not necessar-
ily degraded. Although crystal length reduction leads to improved CTR performance, it
causes a reduction of intrinsic detection efficiency (Equation 2.15), thus degrading the
sensitivity. However, crystal length reduction improves the spatial resolution performance
by reducing the parallax error (Equation 2.21). The common practice in PET is to choose
long crystals in order to enhance counting statistics that translates into higher signal and
reduced noise in the image. However, counting statistics improves imaging performance up
to a certain extent, but clearly this reaches a plateau at some point where increasing counts
beyond that does not necessarily lead to any improvement of the imaging performance.
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On the contrary, a previous study in our group showed that even with half the counting
statistics, improved spatial resolution performance can be achieved when comparing the
imaging performance of the UHR brain dedicated scanner based on the LabPET II plat-
form with the HRRT scanner by Siemens Inc. [163]. This is a demonstration that the
number of detected photons is not the only prime factor in image quality performance;
the ability of the scanner to precisely measure the location of interaction of the detected
photons is equally important.

In this study, the CNR performance was studied as a function of scan time and TOF
resolution. It was observed that TOF improvement can compensate for the loss of statistics
resulting from a reduction of the scan time. Thus, considering that counting statistics is
not a prime factor, and also owing to the superior spatial resolution of the LabPET II
scanners, it was shown that the crystal length can be slightly reduced if accurate TOF
information can be used to compensate for the loss of statistics. However it should be
noted that this study was conducted for a given scanner with highly pixelated detectors.
It would have to be repeated for other scanners with a different configuration if the crystal
length reduction is sought [14,18,20].

Moreover, it is known that image reconstruction algorithms are prone to noise, and gener-
ally the noise increases with respect to the iteration number. Hence, there is an optimum
iteration number that provides the best imaging performance; this depends on the size
of the lesion, the counting statistics available for the reconstruction and TOF resolution.
However, the results in this study were obtained for the same iteration number for all
the combinations of rod sizes and TOF resolutions; this can have an impact on the CNR
performance. Thus a more robust conclusion could be reached if the iteration number was
also investigated; however, this would have added more complexity and computing time
to the factorial design study, and hence was excluded from this research.

To obtain reliable images in PET, all three parameters of image quality i.e. spatial resolu-
tion, sensitivity and CNR should ideally be preserved. Amongst these, CNR received little
attention in the literature as the priority has been so far given to the trade-offs between
spatial resolution and sensitivity performance. The LabPET II platform has already been
optimized for spatial resolution performance by achieving a spatial resolution approaching
the physical limits imposed by the positron range and the acolinearity (0.73 mm at 1
mm from the center for mouse scanner). Thus, the second part of this work presented a
further possible improvement of image quality of the LabPET II mouse-version scanner by
conducting a series of simulations in order to quantify CNR performance based on three
prime parameters: crystal length, lesion size and CTR. In this study, a regression analysis
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was employed to parameterize CNR and derive a predictive model. This was followed
by validating the model using the data from simulation and experiments. The results
indicated that CNR has a positive correlation with rod size and TOF improvement and
negative correlation with crystal length. The presented model provides for estimating the
CNR values with MSE of 0.69 for a CTR in the range of 10 to 100 ps. The validation of
the model with both experimental results and simulation confirms the robustness of the
proposed approach. However, if a larger dataset was available, more advanced machine
learning algorithms could be employed, allowing to predict the CNR values for a larger
range of variations.

The model was derived for a small animal scanner geometry in order to reduce the compu-
tational cost, and the employed method was shown to be valid in this work by performing
validation with both simulations and experiments. More robust validation with the exper-
iments could be conducted if the scanner was TOF capable. Furthermore, the model can
be readily extended in the future to other scanners, such as whole body clinical ones and
if the computational cost can be tolerated, the model can also be expanded by including
the variations of CNR with respect to more parameters such as iteration number, source
radial position, and scan time. However, this requires more extensive analysis to be con-
ducted, more complex numerical methods to be employed, and also the availability of the
resources to handle the computational load.

Although the model is derived using ultra-fast TOF information (10 to 100 ps) that may
not be currently feasible in practice, studies have shown that TOF technology is progress-
ing by optimizing the crystal materials, dimension and coating, and the ongoing research
addresses some new scintillator materials that may be a surrogate for Lutetium-based crys-
tals in future [191]. Moreover, using Cherenkov radiators is shown to be another promising
option to improve timing performance [17]. On the other hand, promising results have
been published on the advancement of the SiPMs that operate at high speed in transmit-
ting the signal coming from the scintillators that leads to improved CTR [192]. Hence,
as the 10 ps worldwide challenge claims [91], there is neither a physical nor technological
hurdle in achieving a CTR below 100 ps in a not too distant future. This research provides
an incentive to derive a CNR predictive model for the UHR scanner from the LabPET II
platform; this initiates the third part of this work.

The NEMA protocols have been the standard for evaluating the performance of PET
scanners for quite some time. However, there has been a significant advancement in TOF
technology in recent years, and NEMA standards have not kept up with the investigation
of TOF advantages, notably with the performance across the entire FOV of the scanners.
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Hence, in the third part of this work, a novel phantom was presented for the purpose of
assessing TOF benefits across the FOV. The designed phantom is a cylinder that contains
20 rods that are spread spirally to cover the entire scanner’s useful FOV. The rod diame-
ters were chosen to cover current state-of-the-art TOF resolution down to expected TOF
resolution in the future, as claimed in the 10 ps worldwide challenge [91]. To be able to
confirm the performance of the phantom, simulations were first validated by comparing
the results with an experimental study on the Siemens Biograph Vision PET/CT scan-
ner. This is followed by performing phantom simulation studies in two clinical scanners
including: the LabPET II-based UHR brain dedicated scanner and the Siemens Biograph
Vision PET/CT scanner. For the purpose of experimental validation, the Jaszczak phan-
tom was used; hence the validation process had to be carried out with hot background
and cold rods configuration on the Siemens Biograph Vision scanner. Although this is not
a common practice in PET, we used this configuration (cold rods) solely for the purpose
of validating the simulation process; and this can be done more reliably once either the
actual phantom or the UHR scanner becomes available.

It was observed that the design configuration of the phantom allows exploring the perfor-
mance of the scanners all across the field of view, and to conducting a thorough compar-
ative study. Finally, the phantom design configuration provides flexibility by allowing to
study the impact of TOF on the source radial position in a single imaging session, resulting
in saving time and resources, and also facilitating the analysis. This is an advantage that
is not found in NEMA standards. It was observed that the proposed size for the phantom
demands high computation time at both simulation and reconstruction levels; as a result,
the phantom size should require some modifications e.g. to be the same size as the com-
monly used Jaszczak phantom. The phantom however requires further examination, and
more reliable data could be obtained once the actual phantom is fabricated.

The TOF performance assessment of this work was conducted based on the LabPET II
platform that is equipped with APDs as photodetectors, which are not TOF capable.
This maybe a shortcoming of the current research in practice. However, the choice of
photodetector for this platform was made according to the availability of more reliable
and advanced technology for APDs at the time of designing the first prototype of these
scanners (almost 12 years ago) as opposed to the emerging SiPMs at that time. The SiPMs
technology has made significant progress in recent year; and it is now evident that SiPMs
have to be used as a surrogate for APDs if the optimum timing performance is sought.
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CHAPTER 7

ENGLISH CONCLUSION

7.1 Conclusion

In this research, a study was conducted to investigate the possible future endowment of
LabPET II small animal scanners with time-of-flight (TOF) capabilities by investigating
the trade-offs in their design. These scanners are unique owing to their one-to-one coupled
scintillator to avalanche photodiodes (APDs) configuration. Such an approach requires
complex electronics to read the signal coming from each scintillator but allows for the
optimum spatial resolution performance of these scanners. Hence to further enhance
the image quality for these scanners, this study is focused on contrast-to-noise (CNR)
performance. Therefore, a thorough study was conducted on TOF and its impact on CNR
image quality for small animal scanners; this novel approach leads to the derivation of an
innovative model for CNR image performance.

The introduction chapter of this manuscript emphasized the importance of TOF tech-
nology and how it affects the image quality by enhancing small lesion detection. It was
discussed that one possible approach to further improve TOF performance is crystal length
reduction which is rewarding in two ways; first, it improves ultra-fast TOF (< 75 ps), lead-
ing to the enhancement of small lesion detectability or CNR; second, shorter crystal length
reduces the parallax error, thus improving spatial resolution performance in the periphery
of the scanner FOV. However, as shorter crystals lead to decreased sensitivity, trade-offs
should be investigated. This chapter summarized the motivation for this study by dis-
cussing the fact that a model that predicts CNR performance is highly desirable in the
design of PET scanners. The LabPET II mouse scanner was chosen as the model to carry
out the investigation.

Chapter 2 reviewed the state-of-the-art and background in physics associated with TOF-
PET. The physical parameters of PET image quality were discussed, followed by how the
design parameters affect the performance of each image quality parameter. The acquisition
and time chains were also detailed. This was followed by highlighting the unavoidable
trade-offs in the scanner design. This chapter is concluded by describing the data modelling
approach that was undertaken to implement a model for this study.
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Chapter 3 presented for the first time the benefits of TOF technology for the LabPET II
small animal scanner and determined that 100 ps TOF is a limit from which TOF leads
to a gain in small animal imaging. In addition, the trade-offs between scan time, crystal
length and coincidence time resolution (CTR) were investigated, and it was deduced that
similar CNR performance can be achieved with shorter crystal length if improved TOF
information is incorporated in the image reconstruction. Hence it was concluded that the
crystal volume can be reduced by 19% without compromising the image quality with the
help of TOF resolution of 50 ps. Besides, it was shown that TOF can compensate for
sensitivity loss due to the reduction of crystal length or scan time. This research identified
the most important parameters contributing to CNR performance and confirmed that TOF
can be beneficial for small animal imaging using highly pixelated systems. Steady progress
in TOF technology provided the incentive to further study the CNR image performance of
the scanners with shorter crystal lengths and with ultra-fast CTR. It also launched a study
to parameterize CNR performance that leads to deriving a CNR predictive quantitative
model for the first time; this is the content of the following chapter.

In Chapter 4, a novel approach to parametrize CNR performance was introduced. In this
study, a data set was prepared by conducting simulations based on a factorial design.
The data set was prepared in order to study the trend in variations for three prime
parameters affecting CNR performance i.e. crystal length, lesion size and CTR. The
trend of variations for each parameter was then modelled by fitting a polynomial function.
The validity of each designated polynomial equation was assessed. The correlation of
each parameter with CNR leads to a figure of merit for CNR performance. This was
followed by performing a regression analysis by assigning the 80% of the data set as a
training set to derive a model for CNR performance. The remaining data (20%) was used
as a test set to assess the validity of the CNR model by measuring the mean squared
error (MSE). The model was further assessed by the experimental data obtained with
the LabPET II mouse-version. Therefore the employed approach allowed parameterizing
CNR based on design parameters. The model is an original tool to predict the CNR
performance for next generation of the LabPET II scanners. Obtaining a model for the
LabPET II mouse-version scanner triggered the enthusiasm for adapting the CNR model
to the latest version of the LabPET II platform; a brain-dedicated PET scanner. Hence
conducting an extensive CNR performance assessment in the presence of TOF resolution
on a clinical scanner was a motivation to design a phantom.

Chapter 5 introduced a novel phantom that is designed for the purpose of evaluating
CNR performance for TOF-PET clinical scanners. The proposed design is a cylinder
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containing 20 rods with five diameters that are spread spirally to cover the entire scanner
useful FOV. The configuration of the phantom allows for studying the impact of TOF
on the radial positions of the sources. Furthermore, it allows determining the amount of
counting statistics required to detect an object in the presence of TOF information. The
phantom performance was assessed in a simulation study and the validity of the simulations
was confirmed by performing an experimental study using the Siemens Biograph Vision
PET/CT scanner. In addition, the phantom was used in a comparative study on CNR
performance of the UHR brain scanner and Siemens Biograph Vision scanner.

Finally, the thesis provides the tools to predict the performance of LabPET II scanners
implementing the TOF capability for the first time and it sets the CTR of 100 ps as the
limit from which TOF can lead to a gain in small animal imaging. This is a promising
results for preclinical imaging researchers as the TOF of 100 ps may soon be within
reach in practice, and this study demonstrates that this would add a gain in the image
performance of these scanners. This study also leads to parameterizing CNR based on
design parameters by applying machine learning methods. Furthermore, a novel phantom
was designed that allows for assessing CNR performance all across the field of view of
TOF-PET clinical scanners.

Generally, this work aims to improve the TOF resolution by providing tools to study
the timing performance of the scanner at the design level. Improving TOF translates
into less radiation dose and shorter scan time as well as improved CNR performance.
These benefits open new avenues at the clinical level by making PET scanners suitable
for pediatric imaging as well as more frequent use of PET/CT that currently suffer from
high radiation doses. Shorter scan time leads to less motion noise in the images and also
allows the imaging centers to take in charge more patients during the day.

7.2 Objectives and Originality

The current work addressed four objectives that are listed below:

1. Investigating TOF benefits for small animal imaging.

2. Identifying the key parameters affecting CNR performance and their trade-offs for
a highly pixelated scanner.

3. Developing a figure of merit for CNR performance evaluation and the design of future
generations scanners including LabPET II scanners.

4. Designing a phantom to add flexibility in CNR performance evaluation for clinical
TOF-PET scanners.
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The first and second objectives were accomplished and presented in an article published in
the journal of IEEE Transaction on Radiation and Plasma Medical Sciences (TRPMS) [50].
In this article, TOF benefit was investigated for the first time for small animal scanner and
the 100 ps TOF resolution was determined as the starting range where TOF can provide
some gain in small animal imaging. The factors contributing to the image CNR perfor-
mance were identified by studying the trade-offs between crystal length, lesion size, TOF
and scan time on image CNR performance. It was demonstrated that the crystal thickness
can be reduced by 19 % without loss in image performance when TOF information of 50
ps is employed for the LabPET II mouse-version scanner.

The third objective of this work was achieved and presented in an article published in
the journal IEEE TRPMS 2021 [51]. In this research, a novel approach was employed
to parametrize CNR which leads to deriving a predictive model to estimate CNR image
performance at the design stage. The model can be used as a design tool for future
generations of LabPET II scanners and the approach can be readily extended to any
scanner.

Finally a novel phantom has been designed and evaluated that can be used in TOF per-
formance assessment for future clinical PET scanners. The design configuration of the
phantom allows for assessing the performance of the scanners all over the useful field of
view, according to current state-of-the-art and future TOF technology. The results of
this research have been submitted to the journal Physics in Medicine and Biology, thus
fulfilling the fourth objective.

7.3 Perspectives and Future Work

This research was focused on studying CNR for a future TOF-capable LabPET II small
animal scanner by simulations. Although the choice of the iteration number for image
analysis in this research was made with caution, the CNR performance should be explored
further at more iterations; this could lead to a more robust outcome. In addition, studying
the variation of the CNR as a function of iteration number, source radial position, and scan
time would be highly useful. It would also provide a larger dataset for CNR performance
evaluation that, together with the increase of computational power, would make it possible
to employ more advanced machine learning algorithms for CNR assessment.

As for the fourth objective of this study, which was designing a phantom, it remains
to be fabricated. The design of the phantom could also be expanded by adding another
compartment that contains spheres and also a uniformity region. The experimental results
with such a phantom would be of high interest for the imaging community, as it would
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allow for evaluating TOF performance rigorously and systematically over the entire field
of view. However, some modifications on the phantom size and configuration may be
required to make the measurements easier and the computational cost of the simulation
process more practical. All these efforts will hopefully contribute enormously to the future
design and characterization of TOF-PET scanners.

In practice, the current LabPET II platform is based on APDs as a photodetector; to
enable the TOF capability in the future, the detector module would have to be equipped
with SiPMs or SPADs to guarantee fast time performance. This necessitates adapting a
new electronic block to read the signal from these faster devices. Ongoing research on
new scintillator materials may possibly open new avenues, thus the new crystal material
should also be studied to achieve the ultimate TOF performance in the next generation
TOF-PET scanners.
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CHAPTER 8

CONCLUSION FRANÇAISE

Dans le cadre de cette recherche, une étude a été menée pour équiper les scanners LabPET II
avec des capacités de temps de vol (TdV) en étudiant les compromis impliqués dans la
conception des scanners LabPET II lesquels sont uniques en raison de leurs scintillateurs
couplés de façon individuelle à leurs photodiodes à avalanche (PDA). Une telle approche
nécessite une électronique complexe pour lire le signal provenant de chaque scintillateur
mais permet d’atteindre une performance de résolution spatiale optimale. Par conséquent,
pour améliorer davantage la qualité d’image de ces scanners, cette étude se concentre sur
les performances du rapport contrast à bruit (RCB). Donc, pour la première fois, nous
avons mené une étude approfondie de TdV et son impact sur la qualité de l’image en ter-
mes de RCB pour les scanners destinés aux petits animaux, ce qui conduit à l’élaboration
d’un modèle innovant pour les performances du RCB de l’image.

Le chapitre d’introduction de ce manuscrit a souligné l’importance de la technologie TdV
et la manière dont elle affecte la qualité de l’image en améliorant la détection des petites
lésions. Une approche possible pour améliorer davantage les performances du TdV, soit
la réduction de la longueur des cristaux, est avantageuse pour deux raisons; tout d’abord,
améliorer le TdV ultra rapide (< 75 ps) qui conduit à une meilleure détectabilité des pe-
tites lésions ou RCB; ensuite, l’usage de cristaux plus court réduit l’erreur de parallaxe,
améliorant ainsi les performances de résolution spatiale à la périphérie du scanner. Cepen-
dant, comme des cristaux courts entraînent une diminution de la sensibilité, les effets de
ces compromis doivent être étudiés. Ce chapitre a résumé la motivation de cette étude
en discutant du fait qu’un modèle qui prévoit les performances du RCB est hautement
souhaitable dans la conception de scanners TEP. Le scanner LabPET II modèle souris a
été choisi comme modèle pour mener l’étude.

Le chapitre 2 a passé en revue l’état de l’art et le contexte de la physique associés à la
TEP-TdV. Les paramètres physiques de la qualité de l’image TEP sont discutés, suivis
des facteurs de conception affectant les performances de chacun de ces paramètres. Les
chaînes d’acquisition et de temps ont également été détaillées, suivies par une discussion
des compromis indispensables à la conception du scanner. Ce chapitre se termine par une
approche de modélisation des données qui a été entreprise pour élaborer le modèle utilisé
dans cette étude.
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Le chapitre 3 a présenté pour la première fois les avantages de la technologie TdV pour
les scanners de petits animaux LabPET II et a déterminé que 100 ps constitue la limite
à partir de laquelle le TdV contribue positivement à l’imagerie des petits animaux. Les
compromis entre le temps d’acquisition, la longueur du cristal et la RTC ont été étudiés et
Nous avons déterminé que les mêmes performances de RCB peuvent être obtenues avec une
longueur de cristal plus courte si des résolutions temporelle améliorées sont incorporées
dans la reconstruction d’image. Par conséquent, on a conclu que le volume de cristal peut
être réduit de 19% sans compromettre la qualité de l’image à l’aide d’un TdV de 50 ps.
En outre, il a été montré que le TdV peut compenser la perte de sensibilité en réduisant
la longueur du cristal ou le temps d’acquisition. Ces travaux de recherche ont ciblé les
paramètres les plus importants contribuant à la performance du RCB et ont démontré que
le TdV peut être bénéfique à l’imagerie des petits animaux pour des systèmes hautement
pixelisés. Les progrès constants de la technologie TdV ont incité à étudier plus loin les
performances d’images RCB des scanners avec de longueurs de cristaux plus courtes et
avec une RTC ultra-rapide. Cette étude a aussi lancé des travaux pour paramétrer les
performances du RCB qui ont mené à l’élaboration d’un modèle quantitatif prédictif du
RCB pour la première fois, ce qui est le sujet du chapitre suivant.

Dans le chapitre 4, une nouvelle approche pour paramétrer les performances du RCB a été
introduite. Dans cette étude, nous avons préparé un ensemble de données en effectuant
des simulations basées sur une analyse factorielle. L’ensemble de données a été préparé
pour étudier la tendance des variations de trois principaux paramètres affectant les per-
formances du RCB, à savoir la longueur des cristaux, la taille des lésions et la résolution
temporelle en coïncidence (RTC). La tendance des variations pour chaque paramètre a
ensuite été modélisée en leur attribuant une fonction polynomiale. La validité de chaque
équation polynomiale désignée a été évaluée. La corrélation de ces paramètres avec le
RCB conduit un facteur de qualité en lien avec la performance du RCB. Ensuite, une
analyse de régression a été utilisée en considérant 80% de l’ensemble de données comme
un ensemble d’apprentissage pour dériver un modèle de performance RCB. Les données
restantes (20%) a été utilisé comme ensemble de test pour évaluer la validité du mod-
èle RCB en mesurant l’erreur quadratique moyenne (EQM). L’évaluation du modèle s’est
poursuivie par le traitement des données expérimentales obtenues avec la version souris du
scanner LabPET II. Par conséquent, l’approche employée a permis de paramétrer le RCB
en fonction des paramètres de conception. Ce modèle est un outil original pour prédire les
performances du RCB pour la prochaine génération de scanner LabPET II. L’obtention
d’un modèle pour le scanner LabPET II version souris suscite l’intérêt pour l’adaptation
d’un modèle de RCB pour la dernière version de la plateforme LabPET II, un scanner
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dédié à l’imagerie du cerveau. Par conséquent, être en mesure d’effectuer l’évaluation des
performances du RCB sur un scanner clinique était la motivation derrière la conception
d’une mire.

Le chapitre 5 a présenté une nouvelle mire conçue dans le but d’évaluer les performances
du TdV pour les scanners cliniques. La conception proposée est un cylindre contenant 20
tiges de cinq diamètres différents qui sont réparties en spirale pour couvrir l’ensemble du
champ de vue utile des scanners. La configuration de la mire permet d’étudier l’impact
du TdV sur les positions radiales des sources. De plus, elle permet de déterminer le
nombre d’événements nécessaires pour détecter un objet en présence de données TdV. Les
performances de la mire ont été évaluées dans une étude de simulation dont la validité a été
confirmée en effectuant une étude expérimentale à l’aide d’un scanner Siemens Biograph
Vision. De plus, la mire a été utilisée dans une étude comparative des performances RCB
du scanner cérébral LabPET UHR et du scanner Siemens Biograph Vision.

Enfin, cette thèse fournit les outils pour prédire les performances des scanners LabPET II
avec la capacité TdV et de définir la RTC de 100 ps comme la limite à partir de laquelle
le TdV peut offrir un avantage en imagerie chez le petit animal. Il s’agit d’un résultat
prometteur pour les chercheurs en imagerie préclinique, car un TdV de 100 ps pourrait
bientôt être accessible expérimentalement et cette étude a montré que cela ajouterait un
gain sur les performances d’imagerie de ces scanners. Cette étude conduit également à
paramétrer le RCB en fonction des paramètres de conception des scanners en appliquant
des méthodes d’apprentissage automatique. De plus, une nouvelle mire a été conçue,
permettent d’évaluer les performances TdV dans l’ensemble du champ de vue des scanners
cliniques.

En général, ce travail vise à améliorer la résolution TdV en fournissant des outils pour
étudier le résolution temporelle du scanner au niveau de la conception. L’amélioration
du TdV se traduit par une dose de rayonnement moindre et un temps d’acquisition plus
court, ainsi qu’une amélioration de RCB. Ces avantages ouvrent de nouvelles possibilités
au niveau clinique en rendant les scanners TEP mieux adaptés à l’imagerie pédiatrique
ainsi qu’à une utilisation plus fréquente des TEP/TDM qui souffrent actuellement de
fortes doses de rayonnement. Un temps d’acquisition plus court entraîne moins de bruit
de mouvement dans les images et permet également aux centres d’imagerie d’accepter plus
de patients dans une journée.

8.1 Objectifs et originalité

Les travaux en cours ont porté sur quatre objectifs, énumérés ci-dessous :
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1. Étudier les avantages du TdV pour l’imagerie des petits animaux.

2. Identifier les paramètres clés affectant les performances RCB et leurs compromis
pour un scanner hautement pixelisé.

3. Développer un facteur de qualité pour l’évaluation des performances du RCB destinée
la conception des futures générations de scanners, y compris les scanners LabPET II.

4. Concevoir une mire pour ajouter davantage de flexibilité à l’évaluation des perfor-
mances de RBC des scanners TEP TdV cliniques.

Le premier et le deuxième objectifs ont été atteints et présentés dans le cadre un arti-
cle publié dans le journal IEEE Transaction on Radiation and Plasma Medical Sciences
(TRPMS) [50]. Dans cet article, l’avantage de faire appel au TdV a été étudié pour
la première fois sur un scanner pour petits animaux et une résolution TdV de 100 ps a
été déterminée comme valeur limite pour laquelle le TdV peut représenter un avantage
pour l’imagerie de petits animaux. Les facteurs contribuant à la performance du RCB de
l’image ont été identifiés en étudiant les compromis entre la longueur des cristaux, la taille
de la lésion, le TdV et le temps d’acquisition de l’image sur les performances du RCB
de cette image. Il a été démontré que l’épaisseur du cristal peut être diminuée de 19 %
sans détériorer les performances de l’image lorsque une résolution TdV de 50 ps a prise en
compte pour le scanner LabPET II version souris.

Le troisième objectif de ce travail de recherche a été atteint et présenté dans un arti-
cle publié dans le journal IEEE Transaction on Radiation and Plasma Medical Sciences
(TRPMS) [51]. Dans cette recherche, une nouvelle approche a été utilisée pour paramétrer
le RCB, ce qui conduit à l’élaboration d’un modèle prédictif permettant d’estimer les per-
formances du RCB de l’image au stade de la conception des scanners. Le modèle peut
être utilisé comme outil de conception pour les futures générations de scanners LabPET
et cette approche peut être facilement adaptée à n’importe quel scanner.

Enfin, une nouvelle mire a été conçue et évaluée pour être employée dans l’évaluation des
performances RBC des prochains scanners TEP TdV cliniques. La configuration de la
mire permet d’évaluer les performances des scanners sur l’ensemble du champ de vue et
conformément à l’état de l’art actuel et futur de la technologie TdV. Les résultats de cette
recherche ont été soumis au journal Physics in Medicine and Biology, satisfaisant ainsi le
quatrième objectif.

8.2 Perspectives et Futurs Travaux

Cette recherche s’est concentrée sur l’étude par simulation du RCB pour un scanner pour
petits animaux LabPET II intégrant le TdV. Bien que le choix du nombre d’itérations
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pour l’analyse d’image ait été fait avec précaution, les performances du RCB devraient
être explorées plus avant avec un plus grand nombre d’itérations, ce qui pourrait conduire
aux résultats plus robustes. De plus, l’étude de la variation du RCB en fonction du nombre
d’itérations, de la position radiale de la source et du temps d’acquisition serait souhaitable.
Cela fournirait également un ensemble de données plus important pour l’évaluation des
performances du RCB qui, associé à l’augmentation de la puissance de calcul, permettrait
d’utiliser des algorithmes d’apprentissage automatique plus avancés pour l’évaluation du
RCB.

Quant au quatrième objectif de cette étude qui était de concevoir une mire, elle doit en-
core être fabriquée. La conception de la mire pourrait aussi être améliorée en y ajoutant
un autre compartiment qui comprend des sphères et une région uniforme. Les résultats
expérimentaux avec une telle mire seraient d’un grand intérêt pour la communauté en
imagerie, car ils permettraient d’évaluer rigoureusement et systématiquement les perfor-
mances du TdV sur l’ensemble du champ de vision. Cependant, certaines modifications
sur la taille et la configuration de la mire peuvent être nécessaires pour rendre le coût de
calcul du processus de simulation plus efficace et plus pratique. Nous espérons que tous
ces efforts contribueront substantiellement à la conception future et à la caractérisation
des scanners TEP TdV.

En pratique, la plateforme LabPET II actuelle est fondée sur des photodétecteurs à base de
photodiodes avalanche. Pour activer la capacité TdV à l’avenir, la conception du module
de détection doit être équipé de SiPM ou de SPAD pour garantir des performances rapides.
Cela nécessite d’adapter un nouveau bloc électronique pour lire le signal de ces appareils
plus rapides. Les recherches en cours sur de nouveaux matériaux de scintillation pourraient
éventuellement ouvrir de nouvelles voie. Ces nouveaux matériaux devront également être
étudiés pour atteindre les performances TdV ultimes pour la prochaine génération de
scanners TEP-TdV.
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