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ABSTRACT
Social sharing of emotions (SSE) occurs when one communicates
their feelings and reactions to a certain event in the course of a
social interaction. The phenomenon is part of our social fabric and
plays an important role in creating empathetic responses and estab-
lishing rapport. Intelligent social agents capable of SSE will have a
mechanism to create and build long-term interaction with humans.
In this paper, we present the Emotional Episode Generation (EEG)
model, a fine-tuned GPT-2 model capable of generating emotional
social talk regarding multiple event tuples in a human-like manner.
Human evaluation results show that the model successfully trans-
lates one or more event-tuples into emotional episodes, reaching
quality levels close to human performance. Furthermore, the model
clearly expresses one emotion in each episode as well as humans.
To train this model we used a public dataset and built upon it using
event extraction techniques1.
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1 INTRODUCTION
Intelligent Social Agents (IVAs), either virtual or embodied, have
become commonplace in our society. As they start to be living
entities in our households the way they behave socially and engage
with users over long periods of time, is increasingly more important.

Rapport is the scaffold of social engagement and researchers
have sought to establish and maintain it in human-agent social
interactions using several mechanisms (e.g., back-channeling [34],
gesture mimicry and emotional alignment [18] or behavioral pat-
terns [46]). An interpersonal process that impacts rapport directly
is Social Sharing of Emotions (SSE) [29]. SSE is a term coined by
Rimé [35] and describes the human tendency of explicitly sharing,
in a conversation, for instance, one’s individual feelings towards
a past event. Studies have shown that those who share emotional
episodes tend to be more liked than those who disclose less [7].

These effects extend to human-agent interactions. Studies have
found that people tend to like robots more when they perform
emotional disclosure [17, 39]. Moreover, people in a group feel a
better sense of companionship and tend to trust the robot more
when it acts in a vulnerable way [25]. Not only is the robot seen
as a better companion, but the humans also act more united and
tolerant towards each other when the robot is capable of emotional
disclosure [41]. Furthermore, agents are viewed asmore life-like and
are appreciated more when architectures allow SSE [10]. Affective
architectures allow users to create emotional agents that perceive
and react to emotional events. These architectures, however, rely on
carefully crafted rules and templates to generate emotive dialogue
lines. Such approach is expensive and hard to scale up.

To cope with this difficulty, we propose fine-tuning a pre-trained
language model (LM) to generate emotional descriptions of events
in natural language. Pre-trained LMs (e.g., GPT-22 [31]) have been
used to successfully perform a multitude of natural language gener-
ation tasks with unprecedented success (including in open-domain
scenarios). Although they can produce fluent text due to the large

2GPT-2 is a transformer-based language model used to generate text from arbitrary
input. Given a text prompt it produces fixed-length text as response. It can be fined-
tuned to produce a movie review, a short story or a poem. (https://openai.com/blog/gpt-
2-1-5b-release/, last accessed on July 3rd 2021)
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corpora they trained on [22, 32, 38], these models alone offer no
guarantee of coherence or structure in zero-shot scenarios.

For example, as in Table 1, when the GPT-2 receives an emotion
and an event as input it may generate dialogue between two charac-
ters. Moreover, if we pass event tuples as input, the GPT-2 generates
gibberish. However, these models can be fine-tuned to perform a
specific task to mitigate the aforementioned issues. Thus, in our
work, we developed EEG-model that forces context in the form
of event triples and an emotion label in an attempt to condition
its “creativity”, but still leveraging the generation capabilities of a
pre-trained LM in open-domains. Such model can be integrated as
an external component of an agent’s architecture to allow social
agents to generate emotional descriptions of past events, in their
memories, from a 3-tuple event description3 and an emotion.

In this paper, the task of emotionally referring to past episodes
is modeled as a Machine Translation Problem, where we transform
a sequence of event tuples into a natural language sentence with
a pre-defined emotional connotation. Our approach consists of
directly fine-tuning a pre-trained GPT-2 model [31] on a sequential
representation of events. Results show that EEG-model is able to
translate event tuples into a small paragraph describing a situation
with the emotional tone given as input, approaching human quality
levels. We argue that by forcing a relational structure as input we
can generate sentences that can be used by IVAs in interactions
with humans. We draw from the data we have collected to highlight
particular challenges in the use of pre-trained LM for the design of
IVAs and discuss the possibilities and limitations of these generative
approaches to create believable characters.

2 RELATEDWORK
Affective architectures (e.g., [24, 28]) allow the creation of emotional
agents can interact socially with users. Such architectures are the
scaffold of various interpersonal phenomena such as Social Sharing
of Emotion (SSE). They allow SSE by translating events stored in
the agent memories into natural language using templates manu-
ally authored by the developers [10, 17, 37, 39]. For open-domain
scenarios this approach is infeasible. Thus, this work focuses on
following a data-driven approach and applying deep learning tech-
niques to generate emotional episodes from event tuples, without
domain restriction, follow ontologies, or create task-specific rules.

Prior work has explored applying data-driven and deep learn-
ing techniques to generate text from some kind of semantic data
representation. For example, Martin et al. [2018] extracted event
structures (𝑠𝑢𝑏 𝑗𝑒𝑐𝑡, 𝑣𝑒𝑟𝑏, 𝑜𝑏 𝑗𝑒𝑐𝑡𝑖𝑣𝑒,𝑚𝑜𝑑𝑖 𝑓 𝑖𝑒𝑟 ) from fairy tales and
used them to train an LSTM RNN Encoder-Decoder model [6, 16]
into generating stories describing the events. Similarly, Jain et al. fed
descriptions of images detailing events to a GRU Encoder-Decoder
model to generate short stories from few parameters.

These Sequence-to-Sequence (seq2seq) models learn to generate
ordered text in runtime, however, because they rely on Recurrent
Neural Networks (RNNs), these are slow to train and can not deal
very long sequences [43]. Additionally, for them to work properly
they need enough training data from the same distribution reducing
its power when a trained model tries to adapt to a different context.
Hence, researchers gradually shift towards pre-trained language

3Event representation commonly used to store information in affective architectures.

models as they follow the transfer learning paradigm4 and have
achieved remarkable results on many NLP tasks ([1, 8, 22, 31, 32]).
These models are trained on abundant amounts of unlabeled data,
gaining unprecedented generalization capabilities and are capable
of performing certain tasks in zero-shot settings [31]. However, pre-
trained models tend to generate repetitive text lacking coherence
[44]. Without fine-tuning, they offer no control over their output,
the same input can cause the model to either generate dialogue or
a review, for instance. Fine-tuning can be done on smaller more
specialized corpora to perform certain tasks which further improves
it’s generation capabilities (e.g., for conditioned open-domain text
generation [4]). See et al. [2019] used GPT-2 [31] to generate short
stories from prompts, outperforming a strong baseline [13].

The use of GPT-2 to translate RDF triples5 describing relations
into natural language has been explored, but without forcing an
emotional tone [3, 5, 48]. Similarly, our work leverages the power of
pre-trained models to generate short stories from events describing
a situation but with an emotional connotation. The use of a GPT-2
for generating emotional text has been shown to be possible [33, 47].
Singh et al. ([40]) introduces emotion as a prior for the state-of-the-
art generation model GPT-2 [31], outperforming previous affective
text generation models. The proposed model receives an emotion
and a topic as input and generates paragraphs about the topic and
expressing the emotion. In our work, we intend to further condition
the output, as this is critical in human-agent interactions.

In human-agent interaction, controlling the agent’s behaviour is
key for several applications. That includes controlling their emo-
tional state and its expression through gestures, voice tone, facial
expressions, or language. This work focuses on emotional dialogue
line generation. We believe that leveraging symbolic models with
automatic machine learning tools is an avenue worth exploring to
create more meaningful interactions between humans and agents
without the authoring burden. For that reason we take advantage
of a GPT-2 model [31], which is successful in open-domain text gen-
eration, affective text, and data-to-text generation, and condition
it with emotionally connotated event structures to create a model
that supports SSE in human-agent communication.

3 A MODEL FOR EMOTIONAL EPISODE
GENERATION

Emotional episodes are a set of interrelated events (past, present
or future, real or imagined) concerned with a specific object (a
person, an event, a thing, etc.), which causes of the emotion [14, 36].
One may be afraid of not getting home on time because there was
an accident on the road, or someone is thrilled for passing an exam
for which she studied very hard. An emotional episode begins with
an eliciting event with affective charge, which immediately prompts
an attributional process that seeks causes and motives [14]. The
descriptions of the episodes may have one or more subevents and
the emotion takes on the object of some event that one experiences.
In the context of SSE, emotional episodes correspond to events that
already occurred and are stored in one’s memory.

4Machine learning method where a model developed for a task is reused as the starting
point for a model on other task.
5The Resource Description Frameworks (RDF) is a framework for representing entities
and their relations in a structured knowledge base [20]. Each RDF triple follows the
structure (𝑠𝑢𝑏 𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏 𝑗𝑒𝑐𝑡 ) .
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Model Input (emotion + event) Output

GPT-2 happiness Something or someone invited me. [ Ah, yes. The person who invited me was my mother. ] (Kazura) [ I see. Then, what do you plan to do with the money? ] (Mira) [
Well, it is not a problem to spend it on something. ] (Kazura) [ Yes.] (Mira) [ Then, I will leave a little bit to you. ]

EEG happiness::(Something or someone, invite, I)== Something or someone invited me to a party. I was so excited about it!

Table 1: Fine-tuned (EEG) vs non fine-tuned pre-trained language model (GPT-2).

To generate descriptions of past emotional events, present in an
agent’s memory, we take a conditioned generative approach. We
define our generation task as aMachine Translation problem, where
a model receives as input a sequence of event tuples plus one of the
six basic emotions (Happiness, Sadness, Disgust, Anger, Surprise or
Fear). This structure is used to fine-tune (and thus condition) the
output of a GPT-2 model. The input format is in Table 1.

We define event tuples using an emotional episode main compo-
nents: eliciting event, who performed the action and object of such
action. Considering an emotional architecture such as FAtiMA [27],
we explore its symbolic structure and define an Event as follows.

Event. An event 𝑒𝑖 represents occurrences that happened in the
past. An event is represented as a 3-tuple (𝐴𝑐𝑡𝑜𝑟, 𝐴𝑐𝑡𝑖𝑜𝑛,𝑇𝑎𝑟𝑔𝑒𝑡).
Consider the following example𝑤1 =“John ordered a hot dog.” :

• Actor:Who performs the action. It can be a person, an object,
a group of people, an institution, an animal, etc. When there
is not enough information to infer who the actor is, the
variable takes the value 𝐸𝑀𝑃𝑇𝑌 . An event has only one
actor. In𝑤1, 𝐴𝑐𝑡𝑜𝑟 = “John”.

• Action: A verb or sequence of words that better describes
the occurrence. Actions described by verbs are represented
by their lemmas in our model. In𝑤1, 𝐴𝑐𝑡𝑖𝑜𝑛 = “order”.

• Target: The object of the action. We assume that an event
has only one target. If it does not exist, the slot takes the
value 𝐸𝑀𝑃𝑇𝑌 . The target and actor cannot be 𝐸𝑀𝑃𝑇𝑌 at
the same time. For𝑤1, 𝑇𝑎𝑟𝑔𝑒𝑡 = “hot dog”.

Negated Events. To deal with events that did not happen such
as 𝑤2 = “I didn’t go camping yesterday.”, actions can be negated.
Negated events are represented as (𝐴𝑐𝑡𝑜𝑟, 𝑛𝑜𝑡𝐴𝑐𝑡𝑖𝑜𝑛,𝑇𝑎𝑟𝑔𝑒𝑡), in
this case (”𝐼”, 𝑛𝑜𝑡”𝑐𝑎𝑚𝑝”, 𝐸𝑀𝑃𝑇𝑌 ).

Multiple Event Sentences. An event is valid if and only if it
has an action, one actor and one target. If an utterance expresses
an event with more than one actor or target the event should be
split, e.g., “John and Mary bought bananas” has the events: (“John”,
“bought”, “bananas” ) and (“Mary”, “bought”, “bananas” ).

Recursive Events. The object of a verb can be other event. Take
as an example reported speech. For example, in the sentence𝑤2 =
“I said he swam.”, two events are present and linked. The events in
𝑤2 are then represent as (”𝐼”, ”𝑠𝑎𝑦”, (”ℎ𝑒”, ”𝑠𝑤𝑖𝑚”, 𝐸𝑀𝑃𝑇𝑌 )).

3.1 Gathering Emotional Episodes and
Creating the Training Corpus

We follow a supervised approach to build our EEG model. Our
dataset of emotional episodes annotated for events and elicited
emotions was built upon Empathetic Dialogues (ED) [33], which is

Emotion Label: Afraid
Situation: "I’ve been hearing noises around the house at night" (A)

Conversation: S: I’ve been hearing some strange noises around the house
at night. (B)
L: oh no! That’s scary! What do you think it is?
S: I don’t know, that’s what’s making me anxious.
L: I’m sorry to hear that. I wish i could help you figure it out

Table 2: Example of how the emotion labels (green) and emo-
tional episodes (blue) were extracted from ED [33].

publicly available. ED gives us access to past event descriptions in
an emotional way annotated with an emotion.

ED contains descriptions of a situation between a speaker (S)
and a listener (L) annotated with the emotion S was feeling, along
with the interaction between S and L talking about the situation in
a dialogue form. All situations descriptions ((A) in Table 2) were
considered emotional episodes and paired with the emotion label.
Any Speaker utterance in the past tense ((B) in Table 2) was also con-
sidered an emotional episode and labeled with the same emotion6.
Other dialogue lines were ignored when building the dataset. At
the end of this process, we had more than 50k emotional episodes
annotated with one of the 32 emotional tag in ED dataset. Then,
the emotion labels7 in Empathetic Dialogues were mapped to the
Ekman’s emotion model [12]. The mapping was done as follows.
The tag Surprised and Disgusted were mapped to the basic emo-
tions Surprise and Disgust, respectively. The tags Furious and Angry
were mapped to Anger and the tags Scared and Terrified to Fear.
Remaining negative valenced tags were mapped to Sadness and
positive valenced tags were mapped to Happiness. The tags Caring,
Sentimental and Faithful valence was not clear so were discarded.

The following step was to map each emotional episode to an
event sequence in order to train the model. Because annotating
50k paragraphs is a huge task, we followed an unsupervised ap-
proach for event annotation. Following Martin et al.’s work [2018]
events were extracted using a dependency tree. We use the Univer-
sal Dependencies (UD) annotation guidelines and PredPatt for its
parameters extraction. The Universal Dependencies (UD) project
describes annotation guidelines to create syntactic treebanks into a
single standard form [9, 11] that works across languages. PredPatt
[45] is a pattern-based framework for predicate-argument extrac-
tion, i.e. receives text as input and retrieves the present predicates
and corresponding arguments. It uses UD as a scaffold. We use the

6We identified verbs in the past tense using the POS tags annotated with SpaCy
(https://spacy.io). All utterances expressing questions were discarded by searching for
the character ’?’.
7The emotional state of the speaker could be one of 32 emotion labels, not following
any structure and resulting in high variability. We aimed to find a way of reducing it
by finding categories where they fit, following an accepted framework. This could be
used directly by affective architectures.
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Stanza [30] package to create the UD parsing tree and then PredPatt
to identify predicates and their arguments. Events are identified
by looking for predicates that are not governed by copula verbs
as actions, the corresponding subjects as actors, and the predicate
objects as targets, following the aforementioned procedure. The
resultant corpus contains 48582 emotional episodes, each labeled
with an emotion and extracted event sequence. It contains situa-
tions that elicited Disgust (4.10%), Happiness (36.83%), Fear (11.93%),
Anger (7.83%), Surprise (6.81%), and Sadness (32.53%).

To control the quality of extracted event tuples, two annotators
manually identified events in 160 emotional episodes randomly
selected from the corpus. Each episode only has one event sequence
associated (two events per emotional episode on average). These 160
episodes were kept separated from the corpus to be used for testing
the models. We used Cohen’s 𝑘 to determine the levels of agreement
between the two annotators in extracting each event component.
We verified that there was a substantial agreement between the
two annotators in identifying the event actors, 𝑘 = 0.713, 𝑝 < 0.01
and action identification, 𝑘 = 0.612, 𝑝 < 0.01. Target identification
had the lowest agreement 𝑘 = 0.543, 𝑝 < 0.01.

3.2 Fine-tuning GPT-2 for Emotional Episode
Generation

To generate emotional episodes conditioned on the event sequence
and emotion given as input, we fine-tune a GPT-2 model [31], using
the dataset described in the previous section, to predict episodes
starting from the input as context. Given an emotion label 𝑒𝑚𝑜 , a
set of events 𝑒 = 𝑒1, 𝑒2, ..., 𝑒𝑚 and a set of tokens𝑤 = 𝑤1,𝑤2, ...,𝑤𝑛

the model maximizes the joint probability:

𝑝GPT−2 (emo, e,w) =
𝑁∏
𝑗=1

𝑝GPT−2
(
𝑤 𝑗 | 𝑤1:𝑗−1, 𝑒1:𝑀 , 𝑒𝑚𝑜

)
(1)

At test time, we provide the emotion labels and events as context
as in conventional conditional text generation:

�̂� 𝑗 = argmax
𝑤𝑗

{
𝑝GPT−2

(
𝑤 𝑗 | 𝑤1:𝑗−1, 𝑒1:𝑀 , 𝑒𝑚𝑜

)}
(2)

4 EXPERIMENTAL SETUP
We used the GPT2LMHeadModel from Hugging Face8. We fine-
tuned two pre-trained models9, gpt2 and gpt2-large. The gpt2-large
model has 774M parameters while gpt-2 contains 117M parameters.
The smallest fine-tuned model will be referred as EEG-S and the
larger as EEG-L.We tokenize each input text using SpaCy. Then, the
input is further tokenized into words, special symbols and sub-word
units using the GPT-2 Tokenizer.

Datasets. Data was separated into training, validation and test
sets. Themanually annotated 160 emotional episodes were excluded
from the rest of the corpus. The train set and validation set were
90% and 10% of the remaining corpus data respectively.

Input Structure. Similarly to [31], we condition the language
model on a context of example pairs with the following format:

< 𝐵𝑂𝑆 > 𝑒𝑚𝑜 :: 𝑒1, ..., 𝑒𝑚 == 𝑤1, ...,𝑤𝑛 < 𝐸𝑂𝑆 > (3)

8https://github.com/huggingface/transformers
9From: https://huggingface.co/transformers/pretrained_models.html

Four special tokens are added to the input. The tokens < 𝐵𝑂𝑆 >

and < 𝐸𝑂𝑆 > mark the beginning and end of the input sequence,
respectively. Two delimiter tokens are used, :: separates the emotion
label from the event sequence and == separates the event sequence
from the sequence of tokens. At inference time, the input fed to the
model does not include the emotional episode tokens.

Early Stopping. A validation set was used to define an early
stopping criterion and training stopped if the validation loss did
not decrease for 𝑛 consecutive epochs, 𝑛 being the patience which
could take values between 1 and 5. The value of 𝑛 is chosen by the
algorithm used for hyperparameter tuning.

Hyperparameter Tuning. Hyper-parameter tuning was done
using the function 𝑔𝑝_𝑚𝑖𝑛𝑖𝑧𝑒 from the scikit-optimize10 library
which performs Bayesian optimization [15]. The Bayesian opti-
mization algorithm was called 10 times and the space of values
used for the parameters was the following. The batch size could
be equal to 32, 64, or 128, the learning rate varied between 10−5
and 10−4 and the learning rate warm-up varied between 5000 and
10000.

Decoding. For generation the model uses Top-K sampling with
𝑘 = 5. This decoding algorithm has been widely adopted for open-
ended text generation [2, 31]. Lower 𝑘 values help keeping the
generation more in line with the context given as input [38].

4.1 Procedure
Typical methods for automatic evaluation of generated text (e.g.,
BLUE score) are not suitable in this task. There are a few ways
of describing in a sentence a sequence of events in an emotional
and plausible way and these evaluation models can not capture
such subtleties. For that reason, we conducted an evaluation with
humans to assess the quality of the generated emotional sentences
from event tuples. Moreover, to the best of our knowledge, no other
SSE models are currently available for us to use for comparison. The
previously discussed models either do not consider emotion when
generating text or were not trained to generate self-disclosure-like
text. Thus, sentences generated by humans are our upper baseline.

To evaluate EEG-S and EEG-L the quality and expressiveness,
we conducted human evaluation using Amazon Mechanical Turk
(AMT)11. We asked Turkers12, to evaluate 480 emotional sentences,
where 160 were human-generated (see in Section 3.1), 160 were
generated by EGG-S and the remainder 160 by EEG-L. Each Turker
evaluated only one emotional episode and did not know who/what
generated it. Additionally, we asked Turkers a set of demographic
questions. Turkers were paid $0.30 upon task completion.

Response Quality Control. The task was only visible to Turk-
ers with HIT13 Approval Rate greater than 98%, more than 50 HITs
Approved and registered in the UK, US, and Canada. A control
question was used. Answers of Turkers that failed this question
were discarded. The question stated "The text expresses emotion.
Choose option three." and participants needed to select option 3 in a
7-point Likert scale.
10https://scikit-optimize.github.io/stable/auto_examples/bayesian-optimization.html
11https://www.mturk.com/
12A Turker is a participant in Mechanical Turk.
13A task in mTurk
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1 2 3 4 5 6 7

Human

EEG-S

EEG-L

Figure 1: Text Overall Quality (TOQ) Box plot.

4.2 Methods
Each HIT took approximately 3 minutes to complete and contained
one emotional episode description (1-3 sentences), followed by the
questions targeting the episode overall text quality, event transla-
tion, and emotion expression.

Overall Text Quality. Fluency and naturalness are the most
common aspects used to evaluate text generation models [42], and
thus are used in this work to evaluate overall text quality. Addition-
ally we evaluate how coherent the emotional episode is. We asked
Turkers to use a 7-point Likert scale where 1 represented Strongly
Disagree and 7 is Strongly Agree to classify the degree of agreement
with the following statements:

• The text transmits information fluently, i.e. it clearly and easily
transmits its information.

• The text is coherent.
• The text was written by a human.

Event Translation. Evaluates if the generated emotional episodes
are strongly conditioned on the events given as input to the model.
After reading the emotional episode and associated event sequence,
participants were asked how much they agreed with the statement
The text describes the events presented. and choose a value in a 7-
point Likert scale (1 is Strongly Disagree and 7 is Strongly Agree).

Emotion Expression. Evaluate whether or not the utterance
expresses the emotion used to generate it. In this case, participants
answer the questionWhat is the most predominant emotion transmit-
ted by the text? by selecting one of eight options: Sadness, Happiness,
Anger, Surprise, Fear, Disgust, None or I don’t know , corresponding
to the six basic emotions plus two neutral options.

4.3 Results
We fine-tuned gpt2 and gpt2-large following the strategy described
in Section 4. Bothmodels converged after 3 epochs. One epoch of the
smaller model took 20 minutes to conclude on a GeForce RTX 2080
Ti and one epoch of the larger took 1 hour on a Titan RTX. Table 3
shows examples of text generated by EEG-S and EEG-L along with
the input and references. A total of 1242 participants responded
to the questionnaires, from which 1080 responses were considered
(because the other participants failed the control question), which
corresponded to the evaluation of 387 emotional episodes. Each
emotional episode was evaluated by 2.7 participants on average.
The answers come from a varied sample. (1) Gender : male (58.7%),
female (41.1%), not answered (0.3%); (2) Age : 18-24 (8.8%), 25-34
(38.7%), 35-45 (26.7%), 46-54 (13.1%), 55-64 (9.6%), >65 (3.1%); (3)

1 2 3 4 5 6 7

Human

EEG-S

EEG-L

Figure 2: Event Translation Box plot.

Education : not concluded high school (0.2%), high school (32.2%),
college education (52.7 %), high education (14.9 %).

Overall Text Quality. Overall Text Quality was evaluated using
three different aspects: fluency, naturalness, and coherence (refer to
Section 4.1). Cronbach’s alpha showed the items to reach acceptable
reliability, 𝛼 = 0.868. Most items appeared to be worthy of retention,
resulting in a decrease in the alpha if deleted. The one exception
to this was item 2 (naturalness), which would increase the alpha
to 𝛼 = 0.903. Because 𝛼 > 0.8, the items fluency, naturalness, and
coherence were fused into a single variable called TOQ (for Text
Overall Quality) by calculating the mean of the three aforemen-
tioned variables. On average EEG-S, EEG-L and the humans achieve
4.87, 5.16 and 5.86 for TOQ, respectively. The larger EEG produces
better text than the smaller model, but they do not do better than
humans. Figure 1 shows the quarterlies for episodes generated by ei-
ther model and humans. The EEG-L yields a higher median and less
variation than the EEG-S model, showing that EEG-L is more con-
sistent in producing higher TOQ sentences. AMann-Whitney U test
revealed that the difference between EEG-S and EEG-L performance
in TOQ is statistically significant (the mean ranks of the groups with
episodes generated by the EEG-S and EEG-L model were 348.14 and
399.92, respectively; 𝑈 = 50353.5, 𝑍 = −3.291, 𝑝 = 0.0005, 𝑟 = 0.12)
indicating that EEG-L generates higher quality episodes. How-
ever, the same test also showed that the difference between the
EEG-L model and humans to be significant (the mean ranks of
the group with human-generated episodes and episodes gener-
ated by the EEG-L model were 388.36 and 303.87, respectively;
𝑈 = 46928.5, 𝑍 = −5.609, 𝑝 = 0.0000, 𝑟 = 0.21) i.e., humans outper-
formed the EEG-L model in this aspect.

Event Translation. We also looked into how well the events
were translated from event tuples to natural language. In this case,
EEG-S, EEG-L and humans performed well achieving above aver-
age scores (5.18, 5.40 and 5.86, respectively). The event sequences
of each episode contained 2 events on average. Event translation
is also an aspect where EEG-L shows to be better than EEG-S al-
though it does not outperform humans (see Figure 2). No statistical
difference exists between EEG-S and EEG-L, the mean ranks of
the EEG-S and EEG-L groups were 360.94 and 385.52, respectively;
𝑈 = 64393.5, 𝑍 = −1.598, 𝑝 = 0.055, 𝑟 = 0.16. The difference be-
tween EEG-L performance and humans is statistically significant
(the mean ranks of the group with human-generated episodes and
episodes generated by the EEG-L model were 377.39 and 314.52,
respectively;𝑈 = 48658.0, 𝑍 = −4.301, 𝑝 = 0.0000, 𝑟 = 0.06).
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i don’t know none sadness surprise anger fear happiness disgust
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surprise

sadness

0.03 0.03 0.05 0.09 0.07 0 0.03 0.69

0.04 0.14 0.1 0.1 0.02 0.02 0.57 0.01
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Figure 3: Emotion confusion matrix for the EEG-L model.

Emotion Expression. Another aspect evaluated was whether
the emotional episode expressed the emotion given as input to the
model. Participants correctly identified the emotion expressed in
52% of human-generated emotional episodes, 53% for episodes gen-
erated by EEG-S and 52% in the case of EEG-L. Chi-square tests of
independence were performed to examine the relationship between
the episode generator (a human or model) and the ability to express
emotion through emotional episodes. When considering EEG-S
and humans, the relation was not significant, 𝑋 2 (1, 𝑁 = 734) =

0.044, 𝑝 = 0.417. Similar results were obtained when comparing
EEG-L to humans (𝑋 2 (1, 𝑁 = 340) = 0.019, 𝑝 = 0.446). These results
indicate that both models expresses emotion as well as humans
do. The emotions that EEG-L is able to express better are Disgust,
Fear and Surprise, correctly identified 69%, 60% and 57% of times
(as we can see in Figure 3). On the other hand, the most confused
emotions were Anger (only correctly identified 39% of times) and
Sadness (correctly identified 44% of times).

Emotion and Text Quality. Spearman’s rho correlation coef-
ficient was used to assess the relationship between the emotional
episode text quality (TOQ) and how clearly the emotion was ex-
pressed. A small significant correlation was found 𝑟𝑠 = −0.122,
𝑝 < 0.001, 𝑁 = 1080. This indicates higher TOQ values lead to
less clearly emotion expression. It is possible this reflects cases
where the model generated more fluent and coherent text without
explicitly stating an emotion. This asks the human raters to use
their personal experiences to annotate a sentence (see Section 4.4).

4.4 Discussion
This work proposed to condition the input of a pre-trained language
model with an event tuple and an emotion label to produce a more
natural and plausible output of an emotional episode for SSE in
human-agent interactions. As illustrated in Table 3, both EGG-S
and EEG-L were able to generate adequate emotional episodes
descriptions, i.e., text that describes the events with an emotional
connotation given as input. Evaluation shows that the EEG model
is successful in expressing emotion, matching human performance.
Results show a statistically significant increase in TOQwhenwe use
the bigger model, while no significant difference was found in Event
Translation and Emotion Expression metrics. It is important to note,

however, that although EEG-L generated more fluent, coherent, and
natural text, it also included details that were not expressed in the
input (which may be reflected in lower scores for Event Translation
metric). However, EEG-S did not refer to all events given as input.

The limitations of our model, reflected in the results, are directly
linked to the nature and quality of the dataset used to fine-tune
the GPT-2. First, the initial decision of restricting the number of
emotions that the EEG-model was able to express and the mapping
from 32 emotional/affective words to the six basic emotions. While
we are forcing some structure with well-defined (and a smaller set)
of categories by creating these “bins”, this also reduces the level
of control we have. Although some emotions among ED 32 tags
that "merged" when mapped to the Ekman model (e.g., Jealousy
was mapped to Sadness) can theoretically still be expressed (as both
models trained with emotional episodes describing these emotions)
we can not control the models to do so.

Second, we are dependent on the emotions (and events) seen in
the training set, which is not extensive. The models will have poor
performance expressing emotions outside of the training examples,
although certain emotions and event sequence combinations might
lead the model to simulate composite emotions not seen during
training. For example, combiningHappiness and an event of a friend
stepping on a nail as input can cause the model to generate the
agent is happy about a friend being hurt, expressing Gloating. The
same approach using a more complex model (e.g., dimensional or
hierarchical emotion models) could yield better results.

Third, the training dataset was not well balanced. Thus, it is very
likely that both models are biased to express some emotions better
than others, e.g., Happiness which is the most abundant emotion.
Sometimes the models did not explicitly express any emotion (by
not using emotional expressions and describing neutral situations)
or two were expressed, which led to mislabelling by human raters.

Surprise, Fear, and Disgust, were the emotions easier to identify
in the sentences generated by EEG-model. We hypothesize that this
is the case for two reasons: 1) the events reflect situations that are
prototypes of such emotion (e.g., describing someone vomiting is
naturally disgusting and reading horror stories is naturally scary)
and 2) the model successfully uses expressions that transmit the
emotion (e.g., “I was not expecting it!" for Surprise, “I am so dis-
gusted" for Disgust). As such, although the dataset contains fewer
examples of these three emotions, the examples in it either ex-
pressed situations that naturally elicited the emotion or contained
expressions that usually characterize such emotions.

Sentences such as, “My neighbor recently moved out and left
all her garbage in the yard. She has no respect for the place.", were
wrongly labelled. In this case the assigned label by human raters
was Disgust instead of Anger. Although one could picture someone
getting anger about such episode, because no emotional expression
was used (e.g., “I was so mad!"), the participants mixed up the
emotion. Nevertheless, we noted that in most cases human raters
use commonsense knowledge (or past experience) to attach an
emotion label to a generated sentence during evaluation in the
absence of an explicit emotional reaction. Which in and of itself as
implications to the design of interactions with IVAs14.

14This is particularly relevant in text-based interactions. Yet, in natural interactions
where the tone of voice of the agent matches its emotion that wouldn’t be an issue.
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Input Emotion: happiness, Events: (I, get, new job)

EEG-S I got a new job. I am so thankful for it

EEG-L I got a new job. I had been working at the same job for a while now. I was happy to get a new job that was not so stressful and not so demanding.

Human I just got a new job! I am so excited!

Input Emotion: sadness, Events: (my cat, run away, EMPTY)(we, put up, posters)(we, not found, my cat)

EEG-S I was so upset when my cat ran away. I had never seen her before.

EEG-L When my cat ran away last weekend, we put up posters around town. I was sad because I did not know if she was okay or not.

Human When I was seven years old, my cat ran away. We put up posters around the neighborhood but never found him. It was really tough for me since I had known him since I was born.

Input Emotion: fear, Events: (I, go to, dentist)(dentist, tell, a cavity field was close to my nerve)

EEG-S I went to the dentist and had to go back to my old dentist. I was scared of getting the wrong dentures and the bad smell.

EEG-L I went to the dentist for a root canal, and I was told a cavity field was close to my nerve! I am scared to go to the dentist again. I have had a tooth extraction in the past and was told it was fine, so I
am afraid to go back. I am afraid to be alone in the house. I am afraid of being attacked.

Human I went to the dentist yesterday to have a cavity filled. I was extremely nervous about going after being told that it was close to my nerve.

Input Emotion: disgust, Events: (This friend of mine, throw up on, me)(He, drink too much, EMPTY)

EEG-S I am so disgusted by this friend of mine.

EEG-L This friend of mine was really gross and threw up all over my face.

Human I was so grossed out when this friend of mine threw up on me. We were at a party and he had too much to drink.

Input Emotion: anger, Events: (Someone, threw, a bunch of empty beer cans)

EEG-S Someone threw a bunch of empty beer cans at me in the street yesterday

EEG-L Someone threw a bunch of empty beer cans in the road, and I am so mad.

Human Someone threw a bunch of empty beer cans in my truck bed.

Table 3: Output examples from EEG-S and EEG-L.

We envision integrating the EEG model into an agent’s affective
architecture to assist authors in creating social interactions by pro-
viding suggestions of dialogue lines, decreasing authoring burden.
Such component could allow social agents to talk about events in
their memories in run time. Yet, when designing interactions with
a specific purpose, where the behavior of the agent is critical to the
success of an intervention or application, it is crucial to have more
control over the behaviour of an IVA. One way of trying to achieve
it is adding more details to the model and have event descriptions
go beyond (𝑠𝑢𝑏 𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏 𝑗𝑒𝑐𝑡) format. Nevertheless, this
may not offer guarantees over what the model produces. By fine-
tuning we are relying on the pre-trained language model learning
the underlying details of a task, which may not happen due to
under-specification of the primed input [23].

Overall, because both models receive a sequence of simple triples,
which is compatible (or at least easy to convert into) with the ma-
jority of representations used to store information in the agent’s
memory, it can be easily integrated as an extra component in af-
fective architectures. Moreover, the models are compatible with
architectures that use simple emotion models, but they can also be
used for richer models, given that the developers convert the emo-
tions. Both models can be used in open-domain scenarios, allowing
authors to design interaction with SSE about any event/situation
the agent has in memory, in a more automatic way. Note that al-
though the EEG-L has better performance, when we want more
control, the smaller model might be more desirable. On the other
hand, if we need to express larger sequences of events or the agent
to look more creative, the larger model produces better results.

5 CONCLUSION
In this work, we presented a language model-based approach to
generating emotional episodes from event tuples associated with
emotional information. We fine-tuned a GPT-2 model and success-
fully translated sequences of events into emotional episodes with
quality levels similar to human performance. Moreover, human
evaluation shows the model was capable of expressing one emotion
per emotional episode as well as humans. Both models were capable
of using certain expressions to explicitly convey the emotion given
as input, e.g., “I was so scared” to transmit Fear. This relation was
not explicitly given to the models and it is impressive how they
learned to use them, despite some limitations in the dataset.

Future work should focus on collecting a dataset for the purpose
of this task and potentially explore a more complete description
of an event that encapsulates more information regarding emo-
tional episodes. This would allow to generate emotional episodes
descriptions that are more faithful to the primed input. A striking
limitation of this work (and the vast majority of conversational
agents that rely on deep learning models) is the the lack of ability
to provide tools to an agent to maintain a consistent personality
over time and keep track of the state of the conversation. To combat
this limitation, researchers have been combining logic with pre-
trained models to allow more control and some guarantees over
the output [21, 23]. We intend to explore in the future how can we
leverage similar approaches to create coherent identities over time.
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