
IEEE TRANSACTIONS ON BIG DATA, VOL. VV, NO. NN, MM YYYY 1

Exploring Multi-dimension User-Item
Interactions with Attentional Knowledge Graph

Neural Networks for Recommendation
Zhu Wang, Member, IEEE, Zilong Wang, Xiaona Li, Zhiwen Yu, Senior Member, IEEE, Bin Guo, Senior

Member, IEEE, Liming Chen, Senior Member, IEEE, Xingshe Zhou, Senior Member, IEEE,

Abstract—It is commonly agreed that a recommender system should use not only explicit information (i.e., historical user-item
interactions) but also implicit information (i.e., incidental information) to deal with the problem of data sparsity and cold start. The
knowledge graph (KG), due to its expressive structural and semantic representation capabilities, has been increasingly used for
capturing auxiliary information for recommender systems, such as the recent development of graph neural network (GNN) based
models for KG-aware recommendation. Nevertheless, these models have the shortcoming of insufficient node interactions or improper
node weights during information propagation, which limits the performance of recommender systems. To address this issue, we
propose a Multi-dimension Interaction based attentional Knowledge Graph Neural Network (MI-KGNN) for enhanced KG-aware
recommendation. MI-KGNN characterizes similarities between users and items through information propagation and aggregation in
knowledge graphs. As such, it can optimize the updating direction of node representation by fully exploring multi-dimension interactions
among nodes during information propagation. In addition, MI-KGNN introduces a dual attention mechanism, which allows users and
items to jointly determine the weight of neighbor nodes. As a result, MI-KGNN can effectively capture and represent both structural
(i.e., the topology of interactions) and semantic information (i.e., the weight of interactions) in the knowledge graph. Experimental
results show that the proposed model significantly outperforms baseline methods for top-K recommendation. Specifically, the recall rate
is increased by 5.78%, 6.66%, and 3.22% on three public datasets, compared with the best performance of existing methods.

Index Terms—Recommender system, knowledge graph, graph neural networks, information propagation, dual attention mechanism.

✦

1 INTRODUCTION

R ECOMMENDER systems play an important role for al-
leviating information overload, which are ubiquitous

in Internet applications, such as e-commerce platforms (A-
mazon, Taobao), social networks (Facebook, Twitter), etc.
A typical recommender system usually analyzes a user’s
historical behavior data to identify user preferences, so as to
provide personalized recommendation services. One of the
most classical recommendation algorithms is collaborative
filtering, which achieves great success in many scenarios
[1], [2], [3]. Collaborative filtering predicts possible future
behavior of users based on historical interactions between
users and items. Although collaborative filtering is efficient,
it is not effective in scenarios where user and item interac-
tions are sparse [4], [5], [6], [7], [8], [9], [10].

In order to solve this problem, a common method is to
use side information to describe the characteristics of users
and items in more details [11], [12], [13], [14]. Recently,
a growing number of researchers [2], [15], [16], [17], [18],
[19], [20], [21], [22] choose to use knowledge graphs (KG)
as side information, because a KG contains rich semantic
information which contributes to the diversity and inter-
pretability of recommendation results. Existing KG-aware
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recommender systems can be divided into three categories:
embedding-based methods [2], [15], [20], [23], [24], path-
based methods [25], [26], [27], [28], [29], [30] and GNN-
based methods [16], [31], [32], [33], [34], [35]. Embedding-
based methods usually lack explicit modeling, leading to
poor interpretability of the recommendation result. The
performance of path-based methods mainly depends on
manually selected meta paths.

Due to the limitations of the first two kinds of methods,
more and more studies are devoted to GNN-based methods.
Most existing recommendation algorithms are composed of
two parts. One part is responsible for obtaining user/item
representations by mining historical user-item interactions
as well as possible side information. The other part uses the
obtained representations to predict the possibility of future
interactions. Many recent studies [16], [31], [32], [35] have
proved that GNN-based methods are efficient in learning
user and item representations, which address the draw-
backs of previous approaches by exploring the semantic
and structural information in a knowledge graph. GNN-
based methods usually leverage information propagation
mechanisms to improve the representation of nodes. Specif-
ically, a common node propagates its information along the
path of the graph, and a central node aggregates the in-
formation propagated from its neighbors. Through multiple
iterations of information propagation, GNN-based methods
can aggregate information from higher-order neighbors. For
example, Knowledge Graph Attention Network (KGAT)
[31] uses an attention mechanism to adjust the collaborative
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knowledge graph that includes a user-item bipartite graph
and a knowledge graph. To accurately capture user pref-
erences, KGAT explores the long-range connectivity in the
graph. KGCN [16] adds high-dimensional user representa-
tions to the information propagation process and uses the
knowledge graph to learn the preferences of different users.
The KGCN-LS [32] model was proposed to address the over-
fitting problem of KGCN, by introducing a label smoothing
regularization module. Recently, an adaptive graph convo-
lutional network (AGCN) was designed to adaptively adjust
the graph embedding learning parameters by incorporating
both the given attributes and the estimated attribute val-
ues, which iteratively performs graph representation and
attribute inference. Moreover, a knowledge graph-based
intent network (KGIN) [35] was proposed to model user-
item interactions at a finer granularity, which represents
the interaction intent as an attentive combination of KG
relations.

While existing GNN-based methods (e.g., KGAT, KGCN,
KGCN-LS, AGCN and KGIN) can capture user preferences
more accurately, they still have not fully utilized all the pos-
sible information for node embedding. Thereby, we propose
to explore possible information in a more systematic way,
mainly aiming to address the following two challenges.

On one hand, there are rich and various interactions
among the nodes of a KG, how to fully extract and utilize
such interactions is the first challenge. The classical collabo-
rative filtering algorithm is based on two basic assumptions:
1) users with same behaviors are similar; 2) items related to
the same user are similar. These assumptions allow informa-
tion to propagate in the user-item bipartite graph. However,
these two assumptions have only considered users and
items. If we consider item attributes and user interests as
entities in a KG, these two assumptions can be generalized
to four basic assumptions: 1) users with same behaviors are
similar (A1); 2) items related to the same user are similar
(A2); 3) items with same attributes are similar (A3); and 4)
users with same interests are similar (A4). However, existing
GNN-based methods have weakened at least one of these
assumptions, e.g., KGCN satisfies A1, A2, and A3, and K-
GAT satisfies A1, A2, and A4, as illustrated in Section 4.2. To
fully address these assumptions, we add the representations
of user nodes to the information propagation process of
the knowledge graph, and increase information interactions
between central nodes1 and neighbor nodes. In such a way,
a user node will be able to impact the propagation of infor-
mation on each path, and thus a structurally personalized
KG is obtained for each user.

On the other hand, different nodes usually have different
degrees of importance in a KG, how to quantitatively char-
acterize and update such differences during the information
propagation process is the second challenge. To address this
challenge, we introduce a dual attention mechanism to the
information propagation process. Specifically, we consider
both the importance of a common node to a user and the
importance of a common node to a central node (i.e., an
item in the knowledge graph), which is the most significant
difference between MI-KGNN and the attention mechanism

1. In this paper, central nodes refer to items in the knowledge graph
that need to be represented.

currently used in GNN. As a result, we can obtain a seman-
tically (i.e., quantitatively) personalized KG for each user.

The contribution of this paper is summarized as follows:

• To better represent the node and characterize user
interests, we propose a GNN-based KG-aware rec-
ommendation model by exploring multi-dimension
interactions during the information propagation and
aggregation process. Specifically, the representations
of user nodes are added to the information propaga-
tion process of the knowledge graph, and informa-
tion interactions are increased between central nodes
and neighbor nodes.

• To optimize the information propagation process, a
dual attention mechanism is proposed by consider-
ing both user interests and central node represen-
tations. In particular, a user attention mechanism is
designed to assign each neighbor node with a weight
based on its importance to the user, and a neighbor-
hood attention mechanism is introduced to allocate
weights based on neighbor nodes’ significance to the
central node. Meanwhile, to reduce the computation-
al cost of information propagation and aggregation,
we design a compound optimization approach by
systematically considering receptive field adjustmen-
t, activation function pruning and aggregation pro-
cess reduction.

• We conducted extensive experiments on three pub-
lic datasets. Results show that the proposed MI-
KGNN model significantly outperforms state-of-the-
art baselines. Particularly, in top-K recommendation,
the recall rate is increased by 5.78%, 6.66%, and 3.22%
for the three datasets respectively, compared with the
best performance of existing methods. Meanwhile,
the model’s computational cost can be reduced sig-
nificantly by around 20∼50%.

2 RELATED WORK

2.1 Graph Convolutional Neural Networks

Graph Convolutional Neural Networks (GCN) introduce
convolutional neural networks to graphs for robust feature
learning. Existing studies on GCN can be divided into two
categories, which are spectral-based approaches and spatial-
based approaches.

Early studies on GCN mainly follow the spectral-based
approach. For example, an representative GCN-related
model was proposed by Bruna et al. in 2014 [36], which
introduced the eigen-decomposition of Laplacian matrix to
perform graph convolution. On this basis, ChebNet [37]
and 1stChebNet [38] further designed a set of convolu-
tional filters. These spectral-based approaches define graph
convolutions by introducing filters from the perspective
of graph signal processing and have achieved impressive
results in lots of graph related analytic tasks. However, such
approaches need to handle the entire graph at the same time,
which makes it difficult to scale to large graphs.

To deal with this issue, lots of studies have been devoted
to spatial-based approaches, which define graph convolu-
tions via aggregating feature information from neighbors.
For example, GraphSage [39] introduces an information
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propagation mechanism and defines aggregation function-
s to assemble information of neighbor nodes. Thereafter,
information propagation mechanisms start to be widely
adopted by many studies [16], [31], [32].

2.2 KG-aware Recommender Systems

Since the KG contains rich semantic information and struc-
tural information, many studies start to use KGs as side
information in recommender systems to alleviate the prob-
lem of data sparsity and cold start. KG-aware recommender
systems can be divided into three categories: embedding-
based [2], [15], [20], [23], [24], path-based [25], [26], [27],
[28], [29], [30] and GNN-based [16], [31], [32].

Embedding-based methods usually use the structural
information in KGs to learn the implicit representations of
nodes and perform well on a number of tasks, such as the
completion of a KG. For example, as a classic embedding-
based method, collaborative knowledge base embedding
(CKE) [40] extracts the node’s textual representation and
visual representation and integrates semantic information
in a KG. However, this kind of methods lack an end-to-end
ways of training and are poorly explainable.

Path-based methods extracts features based on meta
path and inputs them into a prediction model. For example,
personalized entity recommendation (PER) [28] indicates
the connectivity between nodes by exploring the meta path
between nodes, which provides additional guidance for the
recommendation results. However, the performance of path-
based methods mainly depends on the choice of the meta-
path which requires manual designs.

To address the shortcomings of the first two categories
of studies, lots of GNN-based methods have been proposed.
Most works in this category are based on representation
learning, which focus on learning user preferences and
then predict the possibility of interaction according to node
representations. For example, Wang et al. proposed KGAT
[31], which introduced attention mechanisms to GCN and
taken into account remote connection information. KGCN
[16] allowed user nodes to influence the weight of infor-
mation flow during the information propagation process.
To solve the over-fitting problem in KGCN, KGCN-LS fur-
ther introduced a label smoothing mechanism. MMGCN
[41] considered user preferences for different modalities
on the model-specific user-item bipartite graph. There are
also some studies dedicated to simplifying the model to
reduce the computation complexity. For example, LightGCN
[42] simplified the GCN model by including only the most
essential components for recommendations. In addition to
representation learning, another line of GNN-based meth-
ods focuses on extracting rules from a KG and then utilize
them to assist with recommendations [15].

None of the above GNN-based methods has fully lever-
aged interactions between items and their neighborhood
during the embedding propagation process. In our previous
work [33], we tried to address this issue by exploring
multi-dimension interactions systematically. However, the
performance improvement is limited due to the lack of an
effective attention mechanism to characterize the different
importance of a node in a knowledge graph, which is one of
the challenges to be addressed in this work.

2.3 Graph Attention Networks

Graph attention networks employ attention mechanisms
which assign larger weights to important nodes. An atten-
tion mechanism is usually introduced in the aggregation
process. For example, Graph Attention Network (GAT) [43]
leveraged multi-head attention to control the weight of the
neighbor’s information. Similarly, Gated Attention Network
(GAAN) [44] introduced a multi-head attention mechanism,
in which a self-attention mechanism is added to control the
information weight of each head. MGAT [45] proposed a
gated attention mechanism that utilizes the advantage of
the gate and attention mechanism to control the information
propagation process.

Existing studies on attention mechanisms in GCN main-
ly focused on the importance of neighborhood nodes to
the central node. The same idea is applied to GCN-based
methods in KG-aware recommender systems, ignoring the
possibility of directly quantifying user preferences during
the information propagation process. In this work, we pro-
pose a dual attention mechanism which considers both user
interests and central node representations to determine the
weight of neighbor nodes.

3 PROBLEM DEFINITION

In this section, we give a formal definition of the KG-aware
recommendation problem.

Classical recommendation systems recommend item-
s to users by exploring the user-item interaction matrix
A ∈ R

m×n , in which yuv = 1 if user u and item v have
historical interactions, otherwise yuv = 0. By contrast, a KG-
aware recommendation system achieves recommendations
by further adding a knowledge graph. A knowledge graph
G usually is composed of entities and relationships, which
form triples (h, r , t ) where h is the head entity e1, t is
the tail entity e2, and r is the relationship between e1 and
e2. A triple represents a fact related to the entities, e.g.,
the triple (Spider-Man: Homecoming, film.film.director, Jon
Watts) means that the film “Spider-Man: Homecoming” is
directed by Jon Watts.

The task of KG-aware recommendation is to learn the
characteristics of users and items by exploring both the
interaction matrix A and the knowledge graph G, so as to
predict the likelihood of future interactions. Specifically, we
need to build a model that learns the user representation
u ∈ R

d as well as the item representation v ∈ R
d, and then

develop a prediction function F (u,v|W,A,G) to calculate
the possibility of a new interaction between u and v, in
which W stands for the parameter of function F .

4 MI-KGNN
In this section, we first introduce the basic idea of the
proposed model, and then analyze some of the existing
models. Finally, we present the detailed design of the MI-
KGNN model and perform mathematical verification.

4.1 Basic Idea of MI-KGNN

One of the most representative recommendation algorithms
is collaborative filtering (CF), which is based on two basic
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Fig. 1. Illustration of Multi-dimension Interactions.

assumptions: 1) users with the same behavior are similar
(A1); and 2) items related to the same user are similar (A2).
These two assumptions promote information flows in the
user-item bipartite graph, as shown in the top right of Fig.
1.

In a KG-aware recommendation system, each item in
the user-item bipartite graph corresponds to an entity in
the KG. We refer to the entities that have corresponding
items in the user-item bipartite graph as seeds. The seeds
and their neighbors can form another bipartite graph (the
bottom right of Fig. 1), and neighbors of a seed are regarded
as its attributes. Thereby, based on the idea of collaborative
filtering, a straightforward assumption is that items with
same attributes are similar (A3). Specifically, in this paper
we define such seed items in the knowledge graph as central
nodes.

Furthermore, neighbors of a seed may also contribute
to the representation of the user who interacted with the
corresponding item. In other words, item attributes are also
facts that influence the user’s choice when selecting items.
Thus, such attributes represent the user’s possible prefer-
ences (i.e., interests) that might have resulted in certain
historical interactions. Users and neighbors of the seeds
form the 3rd bipartite graph, as shown in middle right of
Fig. 1. Consequently, another straightforward assumption is
that users with same interests are similar (A4).

Thereby, we propose to develop a GNN-based KG-aware
recommendation model by utilizing all the above assump-
tions, i.e., exploring all the possible interactions, aiming to
optimize the updating direction of node representation.

Meanwhile, considering that different nodes usually
have different degrees of importance in a KG, we further
refine the model by introducing attention mechanisms, aim-
ing to optimize the weight of information propagation.

To sum up, the basic idea of MI-KGNN is to learn more
accurate node representations by exploring both structural
information (i.e., the topology of interactions) and semantic
information (i.e., the weight of interactions) based on knowl-
edge graph neural networks.

4.2 Analysis of Existing Models

While there are some existing KG-aware recommendation
models that are designed based on the above assumptions,
their updating direction ignores or weakens at least one of
the assumptions. In the rest of this section, we will analyze
two representative models KGAT [31] and KGCN [16].

KGAT fuses the user-item bipartite graph and the knowl-
edge graph into a collaborative knowledge graph in which
users do not interact directly with the neighbors of seeds.
KGAT mainly consists of three layers: an embedding layer,
a propagation layer and a prediction layer. The loss function
of KGAT is defined as follows:

LKGAT =LEM +
∑

(u,v+,v−)∈O

− lnσ
(

y(u, v+)− y(u, v−)
)

+ λ||WKGAT||22,

(1)

where LEM is the loss function of the em-
bedding layer, σ (·) is the sigmoid function,
O = {(u, v+, v−)|(u, v+) ∈ R

+, (u, v−) ∈ R
− } denotes

the training set, in which (u, i) ∈ R
+ while Aui = 1 and

(u, i) ∈ R
− while Aui = 0. W

KGAT is the parameter
of the KGAT model, and λ is the parameter of the L2
regularization.

We can find that besides the L2 regularization, the loss
function of KGAT mainly consists of an embedding layer
and a propagation layer. Specifically, the embedding layer
is designed in the same way as TransR [24], and as KGAT
uses the gradient descent method to update the model
parameters, the updating direction in a single embedding
layer is as follows:

∆u
EM = g1(v,W

KGAT), (2)

∆v
EM = g2(nv ,u,W

KGAT), (3)

where u and v represent the embedding of user u and item
v. nv is the embedding of v’s neighbors, ∆u and ∆v are the
increments of u and v, and g1 and g2 represent functions
related to v.

Furthermore, y (·) in Eq. (1) is the prediction function,
which is defined as the inner product as follows:

y(u, v) = u
T · v. (4)

Thereby, the updating direction in a single propagation
layer is as follows:

∆u
ppg = g3(v), (5)

∆v
ppg = g4(u). (6)

Based on Eq. (2)∼(6), the updating direction of user em-
bedding and item embedding in KGAT can be represented
as follows:

∆u
total = g1(v,W

KGAT) + g3(v), (7)

∆v
total = g2(nv,u,W

KGAT) + g4(u). (8)

Based on Eq. (7), by repeating the embedding layer for
multiple times, information of the two-hop neighbors will
be propagated to the user node, i.e., the user’s preference
information (i.e., the attribute of items) is transmitted to
the user node during embedding propagation. In particular,
the experimental results of KGAT demonstrate that the
best performance is obtained when the embedding layer
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is repeated for 4 times. However, since a user’s preference
information needs to pass through the seed node first, the
information will be weakened when the model parameters
are updated. Thereby, we can conclude that in KGAT the
updating direction of a user’s embedded value is not close
enough to the user’s actual interest.

The second representative model is KGCN, which con-
siders user embedding during message propagation, i.e.,
allows users to interact directly with the seed’s neighbors.
For different users, the embedding of the same item is
different. The embedding formula of the seed node in a
single KGCN layer is as follows:

v
u = σ









W(v +
∑

n
j
v∈N(v)

exp(u · r
v,n

j
v
)

∑

n
j
v∈N(v)

exp(u · r
v,n

j
v
)
· nj

v) + b









, (9)

where v
u is the embedding of item v from the perspective

of user u. N(v) represents the set of v ’s neighbors, nj
v is the

jth neighbor, and r
v,n

j
v

stands for the relationship between

v and nj
v . W and b are trainable parameters, and σ (·) is

the activation function. The prediction function is the inner
product of the embedding of u and the embedding of v ,
defined as:

ŷuv = u
T · vu. (10)

During the model training process, KGCN also uses the
gradient descent method to update the model parameters.
The loss function of KGCN is as follows:

LKGCN =
∑

u∈U





∑

v:yuv=1

Lc(yuv, ŷuv)−
Tu
∑

i=1

Evi∼P (vi)
Lc(yuvi , ŷuvi)





+ λ||WKGCN||22,
(11)

where U is the user set, Lc is the cross-entropy loss, P is
a negative sampling distribution, and T u is the number of
negative samples for user u. In KGCN, P follows a uniform
distribution and T u = | {v : yuv = 1} |. The last term is the
L2-regularizer. According to Eq. (9)∼(11), we can derive the
updating direction of user embedding and item embedding
as follows:

∆u = f1(v
u) + f2(r,nv,W

KGCN), (12)

∆v = f3(u,W
KGCN). (13)

According to Eq. (12) and (13), we can see v’s neighbors will
not directly impact the updating direction of v’s embedded
value, although multi-layer KGCN will propagate the influ-
ence of v’s neighbors and nv will eventually affect v

u. In
other words, nv has a weak effect on v during the model’s
updating phase. Thereby, we conclude that in the KGCN
model the updating direction of the item’s embedded value
is not close enough to its neighbors.

4.3 Information Propagation and Aggregation in MI-
KGNN

In this section, we will present the detailed design of the
information propagation and aggregation mechanism in the
MI-KGNN model.

A straightforward way to restrict the updating direction
of the model is to design a new loss function. However,
it is not practical if we simply modify the loss function

without optimizing the model. For example, if we add
u
T · nv directly to the loss function of the KGAT model, the

updating direction of user embedding will be as follows:

∆u
total = g1(v,W

KGAT) + g3(v) + nv . (14)

While the new updating direction seems to fit assump-
tion A4, a direct modification to the loss function is equiva-
lent to forcing the user to interact with the seed’s neighbors
in the graph, and the weights of these interactions aren’t
trainable. Therefore, we choose to design a new model
by modifying the way information is exchanged during
embedding propagation, rather than directly modifying the
loss function.

As presented in Section 4.1, a collaborative knowledge
graph can be viewed as three bipartite graphs. However, it
is not wise to perform node embedding on all these bipartite
graphs at the same time. We choose to perform node embed-
ding only in the KG, and increase the interaction between
users and seed neighbors as well as the interaction between
seeds and their neighbors during embedding propagation.
Accordingly, we design the MI-KGNN layer, which is used
to aggregate useful information in the KG to enhance the
recommendation performance, as shown in Fig. 2.

4.3.1 Information Propagation
Inspired by the information propagation mechanism in GC-
N, MI-KGNN allows the node to propagate its embedding
through paths in the graph. Specifically, our basic idea is that
users should be able to control the weight of information
propagation. In such a way, user preferences will be reflect-
ed in the information propagation process and the generated
KG is personalized for each user. Generally, the information
propagated by neighbor nodes are gathered by a central
node, so it can control the weight of the propagation path.
Meanwhile, as there are different kinds of relationships
between entities in the KG, information propagation is also
related to the relationship of the corresponding path.

According to the definition of KG-aware recommenda-
tion, given a candidate pair of user u and item v, there
is an entity corresponding to v in the KG. To address the
4th assumption, we allow u to interact directly with v’s
neighbors in MI-KGNN. As a result, u’s preference can
be characterized based on v’s neighbors. Specifically, we
define the information propagated by v’s neighbors from
the perspective of user u as follows:

v
u
N =

∑

n
j
v∈N(v)

f(u,v, r
v,n

j
v
,nj

v) · n
j
v, (15)

where u and v denote the embedding of user u and item v,
N (v) represents the set of neighbors connected to v in the
KG, r

v,n
j
v

is the representation of the relationship between

item v and its neighbor nj
v, nj

v is the embedding of the jth

neighbor of v, and v
u
N denotes the information propagated

by v’s neighbors from the perspective of user u. Function
f (·) corresponds to the proposed dual attention mechanism
which controls the weight of information propagation, and
we will elaborate its details in the following sections.

4.3.2 Information Aggregation
To obtain the representation of a central node in a knowl-
edge graph, we need to aggregate the information propa-
gated from its neighbors. To address the 3rd assumption,
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Fig. 2. The proposed MI-KGNN model.

interactions between a central node and its neighbor nodes
need to be increased during the process of information
aggregation. The aggregator agt: Rd×R

d → R
d in MI-KGNN

is defined as:

v
u = agt(v, vu

N )

= σ (W1 (v + v
u
N ) +W2Q(v,vu

N ) + b) .
(16)

Here the aggregation result vu is a personalized represen-
tation of node v from the perspective of user u, where
W1,W2 and b are trainable parameters, and Q(v,vu

N ):
R
d × R

d → R
d is the element-wise product function which

strengthens the connection between the neighbor node and
the central node. As a result, in the process of parameter
optimization, the parameter updating direction of the cen-
tral node will be directly connected with its neighbors. The
mathematical analysis will be given in Section 4.6.

To sum up, to fully address the four assumptions, we
add user interests (i.e., v

u
N ) to the information propaga-

tion process, and increase information interactions between
central nodes and neighbor nodes (i.e., Q(v,vu

N )) during
information aggregation. In such a way, a user node is able
to impact the propagation of information on each path, and
thus a structurally personalized KG is obtained for each
user.

4.4 Dual Attention Mechanism in MI-KGNN

To further optimize the representation of nodes, we put for-
ward a dual attention mechanism, including a user attention
mechanism and a neighborhood attention mechanism. In
this section, we will describe the design of the dual attention
mechanism in details.

4.4.1 User Attention

To predict the probability of a new interaction between
user u and item v, the model needs to aggregate the in-
formation propagated by nodes in the neighborhood of
item v. However, for a given item v, the importance of its
neighbors is different in the perspective of different users.
For example, different users may choose to watch the same

movie, possibly because she likes the director, the subject
matter, or the genre of the movie.

Based on this insight, we propose a user attention mech-
anism to enable personalized information propagation, i.e.,
assigning different weights to the neighbor nodes based on
their importance to a target user. Specifically, the impor-
tance of a given neighbor node can be quantified as the
inner product of the user vector and the information after
propagation as follows:

d
u,n

j
v
= u

T · Softmax(r
v,n

j
v
⊙ n

j
v), (17)

where ⊙ is the Hadamard product, and d
u,n

j
v

is u’s prefer-

ence for the information of neighbor node nj
v. Based on the

user’s preference for each neighbor node, the normalized
weight can be defined as:

α
u,n

j
v
=

exp(uT · Softmax(r
v,n

j
v
⊙ n

j
v))

∑

n
j
v∈N(v)

exp(uT · Softmax(r
v,n

j
v
⊙ n

j
v))

. (18)

4.4.2 Neighborhood Attention

According to the assumptions mentioned above, the infor-
mation of neighbor nodes includes not only user preferences
but also attributes of the central node. Therefore, for a cen-
tral node, the importance of its neighbors is also different.

Based on this insight, we introduce the second attention
mechanism, i.e., the neighborhood attention, which assigns
attention weights based on a neighbor node’s importance
to the central node. Specifically, the degree of contribution
can be quantified as the inner product of the transmitted
information and the central node vector, which can be
formally defined as:

d
v,n

j
v
= v

T · Softmax(r
v,n

j
v
⊙ n

j
v), (19)

where d
v,n

j
v

is the contribution of neighbor node nj
v’s in-

formation to central node v. Similarly, the normalization
neighborhood attention weight can be formally defined as
follows:

α
v,n

j
v
=

exp(vT · Softmax(r
v,n

j
v
⊙ n

j
v))

∑

n
j
v∈N(v)

exp(vT · Softmax(r
v,n

j
v
⊙ n

j
v))

. (20)
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4.4.3 Dual Attention

To achieve effective dual attention based information prop-
agation, we need to fuse the user attention mechanism and
the neighborhood attention mechanism.

Considering that the two attention mechanisms are used
to control the same information vector, the user attention
and neighborhood attention can be combined in the form
of a weighted sum. Thereby, we define the dual attention
mechanism as:

α
u,v,v

j
N

= θ · α
u,v

j
N

+ (1− θ) · α
v,v

j
N

, (21)

where θ is a hyperparameter that controls the degree of in-
fluence of the two attention mechanisms. Meanwhile, it also
represents the extent to which user behaviors are affected
by personal preferences.

Specifically, based on the dual attention mechanism as
well as Eq. (18) and (20), the function f (·) in Eq. (15) can be
formally defined as:

f(·) = θ · α
u,v

j
N

+ (1 − θ) · α
v,v

j
N

= θ ·
exp(uT · Softmax(r

v,n
j
v
⊙ n

j
v))

∑

n
j
v∈N(v)

exp(uT · Softmax(r
v,n

j
v
⊙ n

j
v))

+

(1− θ) ·
exp(vT · Softmax(r

v,n
j
v
⊙ n

j
v))

∑

n
j
v∈N(v)

exp(vT · Softmax(r
v,n

j
v
⊙ n

j
v))

.

(22)

The dual attention mechanism allows the MI-KGNN model
to select more important neighbor nodes when aggregating
neighborhood information, i.e., neighbors that are more
important to a user or a central node can have a higher
information propagation weight. Furthermore, by adjusting
the hyperparameter θ, the two attention mechanisms’ influ-
ences on the information propagation process can be fine-
tuned, which improves the model’s adaptability to different
applications or datasets. More details will be elaborated in
the experiment section.

4.5 Interaction Prediction and Scalability Optimization

4.5.1 Interaction Prediction

In sections 4.3 and 4.4, we mainly present the 1-layer MI-
KGNN model, which only aggregates one-hop neighbor
information. If we need to consider the information of h-hop
neighbors, MI-KGNN can be extended to a h-layer model by
iterating the 1-layer calculation process for h times. After h
times of aggregation, the information of h-hop neighbors
will be propagated to the central node. In this way, the
information of a central node is the representation of the
corresponding item from the user’s perspective.

MI-KGNN calculates the inner product of the user vector
u and the item information v

u to predict whether user u and
item v will interact with each other. Specifically, it is defined
as follows (the same as Eq. (10)):

ŷuv = u
T · vu, (23)

where v
u is the representation of item v from user u’s

perspective, as defined in Eq. (16).

Fig. 3. Receptive field adjustment.

Like most existing models, MI-KGNN uses the gradient
descent algorithm to update model parameters. Specifically,
the loss function is defined as follows:

L =
∑

u∈U





∑

v:yuv=1

Lc(yuv, ŷuv)−
Tu
∑

i=1

Evi∼P (vi)
Lc(yuvi , ŷuvi )





+ λ||W1 +W2||
2
2.

(24)

4.5.2 Scalability Optimization

According to the proposed MI-KGNN model, even if only
k nodes are selected from the neighbors of each node at
the first layer (i.e., the size of the receptive field is k), there
will be k2 nodes at the second layers. Consequently, the
number of nodes will be kh at the hth receptive field layer.
In other words, the complexity of the graph neural networks
will increase exponentially with the depth of the receptive
field. Therefore, we need to find out a way to reduce the
computational cost of the proposed model.

In a knowledge graph, the one-hop neighbors of an item
often represent some attribute characteristics of the item,
and it is also the potential interest of a user. Therefore,
we believe that the semantic information contained in the
one-hop neighbors of a node is very profitable for node
representation, and we still choose a fixed number of neigh-
bors for each node as the receptive field in the first-level
neighborhood. Nevertheless, when considering the second-
level receptive field of a node, we choose to select only one
adjacent node (non-central node) as the receptive field node
for each one-hop neighbor, then the second-level receptive
field node will be the same as the first-level. As such, each
subsequent layer is the same as the second layer, as shown in
Figure 3, which reduces the cost of information aggregation.

It can be seen from Eq.(17) and Eq.(19) that the informa-
tion is first fed into a non-linear activation function every
time the importance of the transmitted information is cal-
culated. In neural networks, nonlinear activation functions
are usually introduced to improve the nonlinear expression
ability of the model. For the proposed dual attention mech-
anism, a node’s relative importance to the user and the
central node is calculated based on the type of transmitting
path and the information being transmitted. This process is
carried out at a layer of the network, and there is already a
nonlinear activation function in the information aggregation
process at the same layer. Thereby, a reasonable assumption
is that the benefit of adding a nonlinear activation function
to the dual attention mechanism is trivial, and the mechanis-
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m can be optimized by cutting the activation function. The
optimized dual attention mechanism is defined as follows:

f(·) = θ · α
u,v

j
N

+ (1− θ) · α
v,v

j
N

= θ ·
exp(uT · r

v,n
j
v
⊙ n

j
v)

∑

n
j
v∈N(v)

exp(uT · r
v,n

j
v
⊙ n

j
v)

+

(1 − θ) ·
exp(vT · r

v,n
j
v
⊙ n

j
v)

∑

n
j
v∈N(v)

exp(vT · r
v,n

j
v
⊙ n

j
v)

.

(25)

To further reduce the computational cost, we introduce a
layer-by-layer information aggregation strategy. Specifically,
given a receptive field of h layers, we let the model perform
information aggregation for h times. At the first time, the
information of the h-layer’s receptive field is propagated to
the h − 1 layer, i.e., only the nodes of the h − 1 layer are
used as the center for information aggregation. At the hth

time, the information of the first layer’s receptive field is
propagated to the central node. This ensures that the infor-
mation disseminated at the last time contains information
of the entire receptive field, and all the information is only
disseminated for once without any redundancy.

4.6 Mathematical Analysis

Based on Eq. (15)-(24), the updating direction of the user
vector and item vector in the MI-KGNN model can be
derived as follows:

∆u = h1(v
u) + h2(r,nv,W1,W2), (26)

∆v = h3(u,W1) + h4(r,nv,u,W1,W2). (27)

Accordingly, we can see that the user vector is related to
both of the item and the user’s potential preferences (i.e., the
item’s neighbor nodes), and the item vector is related to both
of the user and the item’s attributes (i.e., the item’s neighbor
nodes). In other words, the proposed model increases the
interaction between items and their neighbors during the
information aggregation process, and the updating direc-
tion of its parameters is already in line with all the four
assumptions by considering only a single MI-KGNN layer.

On the contrary, according to Eq. (7)-(8) and Eq. (12)-
(13), we can see that neither the KGAT model nor the
KGCN model have fully addressed the four assumptions.
Specifically, while these models will eventually satisfy all
the assumptions to certain extent after multiple iterations,
there will always be one assumption that is weakened,
resulting in inaccurate node representation.

Assume that a total of m samples are extracted from
the user-item bipartite graph, the dimension represented
by the model node is d, the number of nodes in the first
layer of receptive field of each node is n, and the model
considers the information of the H layer of receptive field.
MI-KGNN adds a dual attention mechanism in the process
of information dissemination, based on which a neighbor’s
relative importance is calculated and normalized. Therefore,
the information propagation process of MI-KGNN is more
complicated, which is O(mHnH+2d). Moreover, the com-
plexity of obtaining the node’s receptive field and param-
eter initialization are O(mnH) and O(mnHd), respectively.
Therefore, the overall complexity is as follows:

F = O(mnH ) + O(mnHd) + O(mHnH+2d) = O(mHnH+2d). (28)

Originally, given that the size of the receptive field is
n, the number of nodes in the H-layer receptive field will
be nH . The proposed receptive field adjustment strategy re-
duces the amounts of nodes from nH to nH . As a result, the
complexity of the following three process can be lowered.
Specifically, the node acquisition cost of the receptive field
becomes O(mnH), and the parameter initialization com-
plexity is O(mnHd). Moreover, in the information aggrega-
tion process, each iteration needs to aggregate information
form nH nodes in the receptive field, each node needs to
collect the propagated information from n neighbor nodes
to finish information aggregation, and the importance of
the propagated information by each neighbor is calculated
through a dual attention mechanism, thus the complexity
of the Hth information updating process is O(mH2n3d). To
sum up, the model’s computational complexity is as follows
when the receptive field adjustment strategy is adopted.

F = O(mnH) + O(mnHd) + O(mH2n3d) = O(mH2n3d). (29)

In the process of information propagation, the deletion
of activation function reduces part of the model’s multipli-
cation and addition operations, but the complexity formula
remains unchanged if only this optimization strategy is
adopted.

With the proposed layer-by-layer aggregation strategy,
nodes in the receptive field only need to transmit infor-
mation once during the H times of iterations, where all
nodes except the outermost ones aggregate neighborhood
information only for one time. As a result, the cost of
the information updating process is O(mnH+1d), and the
model’s overall computational complexity is as follows:

F = O(mnH ) +O(mnHd) + O(mnH+1d) = O(mnH+1d). (30)

According to Eq. (28)-(30), if all of the three proposed
optimization strategies are applied, the computational com-
plexity of the model is as follows:

F = O(mnH) +O(mnHd) +O(mHn3d) = O(mHn3d). (31)

5 EXPERIMENTS

5.1 Dataset Description

To evaluate the performance of MI-KGNN, we utilize the
following three public datasets:

• MovieLens-20M: a stable benchmark dataset, which
consists of approximately 20 million ratings and
465,000 tag applications applied to 27,000 movies by
138,000 users.

• Last.FM: a music listening dataset, which contains
artist listening records from 1892 users from Last.FM
online music system.

• Dianping-Food: a restaurant recommendation
dataset provided by Dianping.com, which consists
of 23 million interactions between nearly 2.3 million
users and 1.3 thousand restaurants.

In the pre-processing stage, a user’s positive evaluation
of an item is marked as 1. At the same time, we randomly
select the same number of negative samples for each user
as the unwatched set. Specifically, in the movie dataset, the
threshold for positive scoring is set to 4.
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Due to the fact that the differences in knowledge graphs
will largely affect the results, we use the same knowledge
graph as KGCN-LS. More detailed information about the
used dataset is summarized in Table 1, where H is the depth
of the receptive field, d is the dimension of embeddings, n is
the neighbor sampling size, λ is the L2 regularizer weight, α
denotes the learning rate, β represents the label smoothness
regularizer weight.

TABLE 1
Statistics and hyperparameter settings for the datasets.

movie music restaurant
#users 138,159 1,872 2,298,698
#items 16,954 3,846 1,362

#interactions 13,501,622 42,346 23,416,418
#entities 102,569 9,366 28,115

#relations 32 60 7
#triples 499,474 15,518 160,519

h 1 1 1
d 32 16 16
n 16 8 8
a 0.9 0.9 -0.35
λ 1× 10−7 9.1× 10−5 9.8× 10−8

α 2× 10−3 5× 10−4 2× 10−3

batch size 1,024 128 1,024
β 1 0.1 0.5

5.2 Baselines

The baseline methods we selected in the experiment are as
follows:

• SVD [46]: a CF-based model which measures node
similarity through interaction

• LibFM [47]: a feature-based model trained with the
user ID and the item ID as features.

• LibFM+TransE [48]: unlike LibFM, the feature used
in this method is the representation obtained with
the TransE method.

• PER [28]: a path-based method, which extracts qual-
ified meta-paths as connectivity between a user and
an item.

• CKE [40]: an embedding-based method that com-
bines various item embeddings from different
sources including TransR [24] on KG.

• RippleNet [49]: a state-of-the-art algorithm that
spread user preferences on the knowledge graph to
learn the potential interests of users.

• KGCN [16]: a GCN-based method which transforms
a heterogeneous KG into a personalized weighted
graph.

• KGCN-LS [32]: a GCN-based method which opti-
mizes the over-fitting problem of KGCN.

• KGAT [31]: a GCN-based model that adds user nodes
to the knowledge graph and uses the attention mech-
anism to control the weight of information propaga-
tion.

• CKAN [34]: a GCN-based method similar to KGCN-
LS, which utilizes different neighborhood aggrega-
tion schemes on the user-item graph and KG respec-
tively, to obtain user and item embeddings.

• AGCN [22]: a GCN-based model which iteratively
learns graph embedding parameters with previously

learned attribute values, by sending the updated at-
tribute values back to the attributed graph for better
graph embedding learning.

• KGIN [35]: a knowledge graph-based intent network,
which model each intent as an attentive combina-
tion of KG relations, encouraging the independence
of different intents for better model capability and
interpretability.

5.3 Experimental Settings

We divide each dataset into training set, validation set and
test set with a ratio of 3:1:1. As the performance of GCN-
based recommendation models were not stable, we carried
out three comparative experiments and evaluate different
models by averaging the results.

We conducted both top-K recommendation and click-
through rate (CTR) prediction experiments. In particular,
the Recall@k and NDCG@k metric are used to evaluate the
model’s performance of the top-K recommendation, and the
AUC metric is adopted to validate the applicability of CTR
prediction.

The experiment was implemented using Python3.6, Ten-
sorFlow 1.12.0 and NumPy 1.14.3. The GPU was GTX
1080Tip. The hyperparameter settings are shown in Table
1.

5.4 Results and Discussions

5.4.1 Performance Comparison
To compare the performance of different models, we con-
ducted both top-K recommendation and CTR prediction
experiments.

Top-K recommendation. Results of the top-K recom-
mendation are presented in Table 2. By adjusting the hy-
perparameters, the performance of some baseline models
are slightly improved, compared with the results reported
in the original research. Specifically, due to hardware con-
straints, when running KGAT on the restaurant dataset, we
encounter the ‘insufficient video memory’ problem, indicat-
ing that KGAT has the shortcoming of large model size.
Therefore, there is no result of KGAT on the restaurant
dataset.

According to Table 2, we can find that the proposed MI-
KGNN model achieves the best performance, which is about
5.78%, 6.66%, and 3.22% higher than the best performance
(underlined) of state-of-the-art methods in the three dataset-
s, respectively. Among all the baselines, the performance
of AGCN and KGIN are most close to MI-KGNN. While
KGIN considers user-item interactions at a finer granularity
of intents and explores long-range semantics of interaction
paths under the GNN paradigm, AGCN adaptively adjusts
the graph learning process by incorporating both the giv-
en attributes and the estimated attributes. Therefore, these
two model outperforms the other GNN-based models (e.g.,
KGCN-LS and KGAT), even though they have addressed
three out of the four assumptions. Nevertheless, the per-
formance of KGIN and AGCN are still not as good as MI-
KGNN, which verifies the importance of exploring all the
proposed assumptions.

To further investigate the working mechanism of GNN-
based models, we focus on the performance of the two
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TABLE 2
The results of Recall@K in top-K recommendation.

Model
movie music restaurant

R@2 R@10 R@20 R@50 R@100 R@2 R@10 R@20 R@50 R@100 R@2 R@10 R@20 R@50 R@100
MI-KGNN 0.070 0.205 0.293 0.438 0.576 0.050 0.160 0.224 0.340 0.465 0.050 0.168 0.245 0.364 0.522

KGIN 0.064 0.192 0.274 0.415 0.562 0.048 0.142 0.208 0.325 0.438 0.048 0.172 0.231 0.345 0.501
AGCN 0.060 0.190 0.272 0.418 0.566 0.048 0.141 0.210 0.327 0.440 0.047 0.170 0.230 0.350 0.502
CKAN 0.058 0.185 0.270 0.402 0.560 0.038 0.114 0.182 0.305 0.412 0.048 0.168 0.229 0.344 0.498
KGAT 0.050 0.180 0.266 0.400 0.560 0.030 0.118 0.202 0.320 0.430 / / / / /

KGCN-LS 0.052 0.186 0.268 0.334 0.468 0.045 0.119 0.185 0.275 0.360 0.047 0.170 0.224 0.340 0.487
KGCN-avg 0.040 0.152 0.232 0.325 0.448 0.032 0.112 0.175 0.265 0.364 0.039 0.157 0.208 0.324 0.475
RippleNet 0.045 0.130 0.205 0.278 0.447 0.032 0.101 0.201 0.242 0.336 0.040 0.155 0.195 0.328 0.440

CKE 0.034 0.107 0.166 0.244 0.322 0.023 0.070 0.128 0.180 0.296 0.034 0.138 0.196 0.305 0.437
PER 0.022 0.077 0.112 0.16 0.243 0.014 0.052 0.089 0.116 0.176 0.023 0.102 0.172 0.256 0.354

LibFM+TransE 0.041 0.125 0.194 0.28 0.396 0.032 0.102 0.198 0.259 0.326 0.044 0.161 0.228 0.343 0.455
LibFM 0.039 0.121 0.185 0.271 0.388 0.03 0.103 0.201 0.263 0.330 0.043 0.156 0.220 0.332 0.448
SVD 0.036 0.124 0.192 0.277 0.401 0.029 0.098 0.195 0.240 0.332 0.039 0.152 0.215 0.329 0.451

TABLE 3
The results of NDCG@K in top-K recommendation.

Model
movie music restaurant

N@2 N@10 N@20 N@50 N@100 N@2 N@10 N@20 N@50 N@100 N@2 N@10 N@20 N@50 N@100
MI-KGNN 0.189 0.191 0.224 0.262 0.303 0.064 0.095 0.116 0.152 0.184 0.059 0.093 0.112 0.142 0.179

KGIN 0.186 0.194 0.221 0.256 0.283 0.063 0.093 0.112 0.158 0.192 0.055 0.093 0.110 0.140 0.165
AGCN 0.185 0.194 0.222 0.255 0.282 0.062 0.092 0.113 0.155 0.190 0.056 0.092 0.112 0.140 0.164
CKAN 0.181 0.184 0.216 0.229 0.247 0.052 0.088 0.105 0.132 0.149 0.054 0.092 0.108 0.139 0.162
KGAT 0.185 0.190 0.220 0.255 0.277 0.042 0.090 0.111 0.154 0.189 / / / / /

KGCN-LS 0.180 0.183 0.215 0.225 0.242 0.053 0.090 0.108 0.140 0.142 0.052 0.091 0.106 0.136 0.152

classical models, i.e., KGCN-LS and KGAT. In top-K rec-
ommendation, KGAT performs better when the value of
k is larger than 20, and the performance of KGCN-LS is
better when k is less than 20. While both KGAT and KGCN-
LS are GCN-based models, they handle data differently. In
particular, KGAT adds user nodes to the knowledge graph,
forming a collaborative knowledge graph. Afterwards, it
processes the collaborative knowledge graph based on GC-
N, and achieves the best performance at the 4th layer. The
reason is that in the collaborative knowledge graph, the
distance between users who have interacted with the same
item is 4. Thereby, when the depth of the perception domain
is 4, the semantic information in the knowledge graph is
fully utilized. However, the 4-layer receptive field often
contains many useless nodes and the model suffers from
the over-smoothing problem. As a result, lots of nodes in the
KGAT model have similar scores, making it achieve better
performance when the value of k is relatively larger.

Different from KGAT, KGCN-LS doesn’t directly add
user nodes into the knowledge graph but allows users
to control the information propagation weight. According
to the experimental results, KGCN-LS achieves the best
performance when the receptive field has 1-2 layers, just
like most GCN-based models. This is not only because such
models are easy to be over-smoothed, but also because the
KGCN-LS model has indeed captured the user’s preference
within 1-2 layers. Thereby, KGCN-LS performs better when
the value of k is less than 20. However, interactions between
the central node and neighbor nodes of the KGCN-LS model
are not sufficient, resulting in less accurate representation of
some nodes in the knowledge graph.

We use the NDCG@k metric to further evaluate the
performance of GCN-based models, and the results are
summarized in Table 3. Accordingly, we can see that the
trend of NDCG@k is basically the same as that of Recall@k,
indicating that the proposed MI-KGNN model consistently

outperforms existing GCN-based models.

CTR Prediction. To validate the performance of CTR
prediction, we mainly adopt the AUC metric and the cor-
responding results are summarized in Table 4. Accordingly,
we can find that MI-KGNN, KGAT, KGCN-LS, CKAN,
AGCN and KGIN have similar performance on CTR pre-
diction, and outperform the other models. The next better
models are KGCN, RippleNet and LibFM+TransE, all of
which have leveraged the information in a KG to assist the
recommendation. As a representative path-based method,
PER performed very poorly on CTR prediction. The reason
should be that the performance of path-based methods
largely depends on the used meta-path, and we don’t have
enough expert knowledge to adjust the choice of meta-path
for the dataset. Moreover, we also find that models with

TABLE 4
The results of AUC in CTR prediction.

Model movie music restaurant
MI-KGNN 0.980 0.803 0.849

KGIN 0.981 0.802 0.850
AGCN 0.980 0.803 0.849
CKAN 0.980 0.802 0.850
KGAT 0.980 0.803 /

KGCN-LS 0.979 0.803 0.850
KGCN-avg 0.975 0.774 0.844
RippleNet 0.960 0.770 0.833

CKE 0.924 0.744 0.802
PER 0.832 0.633 0.746

LibFM+TransE 0.966 0.777 0.839
LibFM 0.959 0.778 0.837
SVD 0.963 0.769 0.838

good performance on CTR prediction usually can’t achieve
satisfactory results in top-K recommendations. For example,
the performance of the LibFM+TransE model is not as good
as that of RippleNet in top-K recommendation. The reason
might be that RippleNet can better capture user preferences,
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and the recommended items are more comprehensive than
LibFM+TransE.

5.4.2 Result of ablation experiments

To verify the effectiveness of the proposed dual attention
mechanism, we conducted a set of ablation experiments
with different variants of the MI-KGNN model, and the
experimental results are demonstrated in Table 5.

Specifically, the experiment includes four different mod-
els, which are based on 1) neither of the two proposed
attention mechanisms (i.e., only based on the proposed in-
formation propagation and aggregation mechanism, which
is the same as the model proposed in our previous work
[33]); 2) only the user attention mechanism; 3) only the
neighborhood attention mechanism; and 4) the dual atten-
tion mechanism, respectively.

Compared with the model without attention mecha-
nisms, the average recall rate of the dual-attention-based
MI-KGNN model increased by 27.05%, 21.5% and 3.5% in
the movie, music and restaurant datasets, which proves
the effectiveness of the proposed dual attention mechanism.
It is worth mentioning that the performance improvement
achieved by the attention mechanism varies in terms of
the used dataset, which is much more significant on the
movie and music datasets. This is because the proposed
attention mechanism has captured a specific characteristic
of the movie and music datasets, which does not exist in
the restaurant dataset. To be specific, in these two datasets,
about 90% of the item pairs that share a common user in
the user-item bipartite graph have a distance less than or
equal to 2 in the knowledge graph. In other words, most
users in these two datasets have clear preferences when
choosing items (movie or music), and such preferences
usually have significant influence on user behaviors. In
contrast, the restaurant dataset does not show such a charac-
teristic. To sum up, the proposed dual attention mechanism
has depicted the above characteristic, making MI-KGNN
achieve much significant performance improvements on the
movie and music datasets, while the improvement on the
restaurant dataset is relatively limited.

Moreover, we observed that the model based on user
attention mechanism (i.e., MI-KGNN w/o neig. att.) obtains
better performance than the one based on neighborhood
attention mechanism (i.e., MI-KGNN w/o user att.), espe-
cially on the movie and music datasets. According to the
characteristic of these two datasets, as discussed in the
above paragraph, we can conclude that the user attention
mechanism is more useful to datasets where user behaviors
are significantly affected by preferences.

We also observed that a limited performance improve-
ment is achieved by adding the neighborhood attention
mechanism to the model, i.e., compared with the user at-
tention mechanism, the neighborhood attention mechanism
is less effective. Therefore, we should assign a relatively
large value (i.e., θ > 0.5) to the hyperparameter θ in Eq.
(21) if the user preference plays an important role in the
target dataset. On the contrary, its value should be small
(i.e., θ < 0.5) and even be negative (i.e., −1 < θ < 0).

5.4.3 Effect of Scalability Optimization
In order to verify the effectiveness of the proposed scala-
bility optimization method, we conducted experiments on
different variants of Fast-MI-KGNN (abbreviated as FMK in
following sections):

• w-r-FMK: the MI-KGNN model optimized by the
receptive field selection strategy

• w-a-FMK: the MI-KGNN model with only the reduc-
tion activation function strategy

• w-l-FMK: the MI-KGNN model with only the layer-
by-layer information aggregation strategy

• w/o-r-FMK: the Fast-MI-KGNN model without the
receptive field selection strategy

• w/o-a-FMK: the Fast-MI-KGNN model without the
activation function reduction strategy

• w/o-l-FMK: the Fast-MI-KGNN model without the
layer-by-layer information aggregation strategy

• FMK: the Fast-MI-KGNN model with all of the three
optimization strategies

We first demonstrate how the proposed scalability op-
timization strategies impact the model’s recommendation
accuracy. Since these optimization strategies have little effect
on AUC in the click-through rate estimation experiment, we
mainly analyze their impacts on the performance of top-
K recommendation. The experimental results are shown in
Table 6.

As can be seen in Table 6, the model that achieves the
best performance is the one which only uses the recep-
tive field selection strategy (i.e., w-r-FMK). This is because
the receptive field selection strategy will only affect the
model when considering multi-layer information aggrega-
tion. Specifically, this strategy allows the model to obtain
information while maintaining the differences between n-
odes during multi-layer information aggregation. Therefore,
compared with other methods, it is more likely to improve
the recommendation performance.

The w-l-FMK model reduces the amount of information
processing by introducing a layer-by-layer aggregation ap-
proach. However, it does not reduce the information within
a node’s receptive field, but makes the updating of the
node’s weight less frequently. In other words, it simplifies
the updating process of the aggregation weights without
adding any extra-information, which weakens the mod-
el’s representation ability during information aggregation.
Therefore, given the same number of model layers, the
adoption of the layer-by-layer aggregation strategy causes
a slight decline in the recommendation accuracy.

Among the three proposed scalability optimization s-
trategies, the only one that does not change the way of
information propagation or aggregation is the pruning of
activation functions. Theoretically, elimination of the ac-
tivation function would reduce the nonlinear expression
ability of the model. However, considering that there is still
a nonlinear activation function at the same layer model,
such an impact should be quite light. According to the
experimental results, the adoption of this strategy has little
impact on the model, which is even smaller than the impact
incurred by the random initialization of parameters.

To validate how the proposed scalability optimization
strategies impact the model’s computational cost, we use
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TABLE 5
The results of ablation experiment.

Model
movie music restaurant

N@2 N@10 N@20 N@50 N@100 N@2 N@10 N@20 N@50 N@100 N@2 N@10 N@20 N@50 N@100
MI-KGNN 0.070 0.205 0.274 0.438 0.576 0.050 0.160 0.216 0.340 0.465 0.050 0.168 0.252 0.364 0.522

w/o neig. att. 0.058 0.168 0.249 0.425 0.556 0.049 0.153 0.202 0.324 0.453 0.031 0.112 0.204 0.332 0.483
w/o user att. 0.040 0.133 0.205 0.357 0.486 0.049 0.158 0.210 0.275 0.370 0.050 0.140 0.226 0.345 0.433

w/o att. 0.050 0.160 0.216 0.358 0.483 0.045 0.125 0.178 0.286 0.374 0.047 0.168 0.244 0.366 0.485

TABLE 6
The results of Recall@K in top-K recommendation (Scalability Study).

Model
movie music restaurant

R@2 R@10 R@20 R@50 R@100 R@2 R@10 R@20 R@50 R@100 R@2 R@10 R@20 R@50 R@100
FMK 0.065 0.186 0.324 0.480 0.618 0.047 0.134 0.218 0.331 0.463 0.048 0.159 0.239 0.357 0.479

w-r-FMK 0.063 0.192 0.326 0.481 0.609 0.051 0.141 0.221 0.334 0.461 0.048 0.164 0.244 0.363 0.504
w-a-FMK 0.042 0.154 0.288 0.437 0.512 0.040 0.132 0.195 0.313 0.433 0.042 0.145 0.217 0.335 0.456
w-l-FMK 0.044 0.149 0.305 0.447 0.499 0.041 0.127 0.186 0.337 0.453 0.040 0.137 0.221 0.337 0.453

w/o-r-FMK 0.044 0.145 0.298 0.446 0.503 0.041 0.118 0.182 0.338 0.436 0.042 0.146 0.215 0.329 0.425
w/o-a-FMK 0.054 0.160 0.257 0.367 0.496 0.040 0.133 0.209 0.341 0.444 0.043 0.153 0.230 0.341 0.470
w/o-l-FMK 0.059 0.188 0.321 0.470 0.556 0.048 0.135 0.216 0.354 0.452 0.046 0.160 0.238 0.357 0.469
MI-KGNN 0.070 0.205 0.293 0.438 0.576 0.050 0.160 0.224 0.340 0.465 0.050 0.168 0.245 0.364 0.522

TABLE 7
The running time of different variants in top-K recommendation (s).

Model
movie music restaurant

h = 1 h = 2 h = 3 h = 4 h = 1 h = 2 h = 3 h = 4 h = 1 h = 2 h = 3 h = 4

FMK 428 615 6,430 88,754 24 30 45 354 254 762 4832 33,937
w-r-FMK 498 716 7,442 101,238 29 41 59 422 307 978 6470 45,794
w-a-FMK 483 854 8,461 117,382 29 46 69 457 302 1069 7052 50,163
w-l-FMK 447 773 7,614 104,951 25 39 60 439 260 939 6127 43,887

w/o-r-FMK 428 758 7,462 102,327 24 38 57 435 254 934 5967 42,312
w/o-a-FMK 447 633 6,676 92,318 25 32 48 386 260 791 4953 34,770
w/o-l-FMK 483 699 7,261 100,725 29 38 58 419 302 925 6382 45,375
MI-KGNN 498 872 8,581 118,417 29 47 71 464 307 1118 7121 50,869

the model’s average running time of one training round as
the performance metric. In the experiment, the model was
trained for at least 10 rounds using each dataset. Experimen-
tal results, as shown in Table 7, indicate that all the three
optimization strategies can reduce the training cost.

Specifically, among the three proposed strategies, the
layer-by-layer aggregation strategy has the most significant
effect on the reduction of training time, while the activation
function pruning strategy has the lowest influence. It is
worth mentioning that according to the complexity analysis
in Section 4.6, the receptive field selection strategy should
be the one that has the greatest influence on the model’s
computational complexity, which is not supported by the
result. There are two reasons for this phenomenon. First, the
complexity analysis was conducted separately for each pair
of links, while in actual experiment we train the model in
batches. As a result, parameter initialization and extraction
of the receptive field are completed in advance, and the
adoption of this strategy will not affect the calculation of
these two steps. Second, the model is implemented based
on TensorFlow, where the random selection operation of
tensors is quite complicated rather than the expected com-
plexity (O(C)). During experiments the number of neighbors
is relatively small due to hardware limitations, making the
decline of computational cost not as significant as expected.

Specifically, if the model needs to aggregate information
from multi-hop neighbors, it is a good option to adopt the
receptive field adjustment strategy so as to reduce the risk
of excessive smoothing. It can help balance the gain due to
information aggregation and the loss caused by excessive

smoothing, making the model obtain useful information
from multi-hop neighbors and achieve better recommen-
dation performance. Meanwhile, according to experimental
results, the layer-by-layer aggregation strategy is the most
effective way to reduce the training time. However, it will
inevitably cause a slight decline to the recommendation
accuracy, which is a key issue that we need to consider when
designing a recommendation system.

In summary, by introducing a compound optimization
approach that systematically considers receptive field ad-
justment, activation function pruning and aggregation pro-
cess reduction, the model’s computational complexity can
be reduced significantly by around 20∼50%, while achiev-
ing almost the same recommendation accuracy and even
higher Recall rates.

5.4.4 Effect of hyperparameters
In the experiment, we made some adjustments to the hy-
perparameters, which are used to determine the number
of neighbors and the number of propagation layers. The
specific results are displayed in Table 8 and Table 9.

TABLE 8
Recall@10 of MI-KGNN w.r.t. neighbor sampling size n.

n 2 4 8 16 32
movie 0.140 0.167 0.184 0.205 0.176
music 0.124 0.153 0.160 0.143 0.134

restaurant 0.160 0.165 0.167 0.164 0.148

As shown in Table 8, although more neighbors can
provide more information, there usually exist noises in the
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TABLE 9
Recall@10 of MI-KGNN w.r.t. depth of support set h.

h 1 2 3 4
movie 0.205 0.153 0.102 0.056
music 0.160 0.132 0.115 0.073

restaurant 0.167 0.141 0.124 0.076

information which might interfere with the final result. Even
though the attention mechanism can reduce the weight of
such noises, it is still necessary to choose an appropriate
number of neighbors.

As MI-KGNN imitates the information propagation pro-
cess in GCN, it also suffers from the problem of over-
smoothing. Thereby, like most GCN-based methods, the
proposed MI-KGNN model achieves the best performance
when the receptive field has 1-2 layers, as shown in Table 9.

6 CONCLUSION

In this work, we have proposed a GCN-based KG-aware
recommendation model, i.e., MI-KGNN, which character-
izes the similarity between users and items based on rep-
resentation learning in the knowledge graph. To obtain
more accurate node representation, on one hand, we in-
creased multi-dimension interactions among the node in
the process of information propagation and aggregation,
by fully addressing the four basic assumptions proposed
based on the idea of collaborative filtering. On the other
hand, we optimized the information propagation weights
by developing a dual attention mechanism. Moreover, to
reduce the computational complexity of the model, we have
also put forward a compound optimization strategy by
systematically considering receptive field adjustment, acti-
vation function pruning and aggregation process reduction.

Experiments on three widely used public datasets
demonstrated that the proposed model significantly out-
performed existing state-of-the-art methods on top-K rec-
ommendation. First, compared with the best performance
of existing methods, the average recall rate of MI-KGNN
was increased by 5.78%, 6.66%, and 3.22% for the three
used datasets. Second, ablation experiments demonstrated
that the proposed dual attention mechanism is able to
improve the model’s recall rate by 27.05%, 21.5% and 3.5%,
respectively. Third, the model’s computational cost can be
reduced significantly by around 20∼50% by incorporating
the compound optimization strategy.

Our future work will focus on the following areas. First,
we plan to design a better solution to address the overfitting
problem of the proposed model. Although the information
propagation weight is controlled in MI-KGNN, we have not
introduced new regularization except for the L2 regularizer.
Second, when the number of layers in the receptive field
increases, MI-KGNN still suffers from the smooth transition
problem as most GCN-based methods. Thereby, we will
investigate how to improve the performance of deep MI-
KGNN.
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