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ABSTRACT
In this paper we present photometric redshift (photo-𝑧) estimates for the Dark Energy Spectroscopic Instrument (DESI) Legacy
Imaging Surveys, currently the most sensitive optical survey covering the majority of the extra-galactic sky. Our photo-𝑧
methodology is based on a machine-learning approach, using sparse Gaussian processes augmented with Gaussian mixture
models (GMMs) that allow regions of parameter space to be identified and trained separately in a purely data-driven way. The
same GMMs are also used to calculate cost-sensitive learning weights that mitigate biases in the spectroscopic training sample.
By design, this approach aims to produce reliable and unbiased predictions for all parts of the parameter space present in wide
area surveys. Compared to previous literature estimates using the same underlying photometry, our photo-𝑧s are significantly
less biased and more accurate at 𝑧 > 1, with negligible loss in precision or reliability for resolved galaxies at 𝑧 < 1. Our photo-𝑧
estimates offer accurate predictions for rare high-value populations within the parent sample, including optically selected quasars
at the highest redshifts (𝑧 > 6), as well as X-ray or radio continuum selected populations across a broad range of flux (densities)
and redshift. Deriving photo-𝑧 estimates for the full Legacy Imaging Surveys Data Release 8, the catalogues provided in this
work offer photo-𝑧 estimates predicted to be high quality for & 9 × 108 galaxies over ∼ 19 400 deg2 and spanning 0 < 𝑧 . 7,
offering one of the most extensive samples of redshift estimates ever produced.
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1 INTRODUCTION

Photometric redshift estimates (photo-𝑧s) represent a fundamental
ingredient in studies of both galaxy and active galactic nuclei (AGN)
evolution, and in an increasing number of cosmological experiments.
Broadly,methods of estimating photo-𝑧s fall into two categories: tem-
plate fitting approaches that fit model or empirical template libraries
to the observed photometry (most effective and popular for deep
survey fields with large numbers of available filters; Dahlen et al.
2013), and machine learning (ML) approaches that use classification
or regression algorithms trained on reference samples to predict new
redshifts for the science sample of interest (e.g. Collister & Lahav
2004; Carrasco Kind & Brunner 2013, 2014). Thanks to the ever
increasing depth and fidelity of photometric surveys, the samples of
optical sources for which these photo-𝑧 estimates are required has
grown significantly - requiring an increasing dependence on ma-
chine learning photo-𝑧 approaches due to their potential efficiency
and scalability (see e.g. Salvato et al. 2019). In addition to the disad-
vantage in speed, reliable template-fitting photo-𝑧s are more reliant
on robust photometry and good photometric calibration (Hildebrandt
et al. 2012), as well the use of appropriate template libraries that are
able to encompass the range of colours present in the population of
interest (e.g. Brown et al. 2019; Ananna et al. 2017) - something
which becomes increasingly challenging as sample sizes grow.
Conversely, ML methods are less impacted by systematic errors

★ E-mail: kdun@roe.ac.uk

within photometry that can limit template fitting as they do not rely
on physically consistent models. Rather, ML methods learn the cor-
relations between the apparent colour or magnitude and redshift for
the specific dataset in question. Furthermore, they are also able to
incorporate additional valuable information such as source size and
morphology (Gomes et al. 2018; Wilson et al. 2020) that can break
redshift degeneracies. However, given the requirement for training
samples, machine learning photo-𝑧 estimates perform best for popu-
lations where large spectroscopic samples are available for training
and testing. Many machine learning photo-𝑧 estimates are therefore
tailored towards the particular population of interest by design (Col-
lister et al. 2007; Bovy et al. 2012; Hoyle et al. 2018). Even in the
case where a broad range of populations are includedwithin the train-
ing samples, the optimisation process for many of the regression or
classification algorithms employedwill be strongly weighted towards
the most densely populated regions of the training space. A natural
consequence of this is that estimates for rare or extreme populations
can be extremely biased or imprecise (see e.g. Norris et al. 2019;
Euclid Collaboration et al. 2020). Alternatively, studies of samples
which span a broad range of optical properties must rely on multiple
different sets of photo-𝑧 estimates for different sub-populations, each
with their own systematic biases and limitations.

These potential limitations are particularly relevant for samples
selected through other wavelength regimes, such as radio continuum
and X-ray surveys, where the range of optical properties can be ex-
tremely broad. For example, radio-selected samples from the new
generation of wide area radio continuum surveys with MeerKAT
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(Booth et al. 2009), the Australian SKA Pathfinder (ASKAP; John-
ston et al. 2007) and the LowFrequencyArray (LOFAR; vanHaarlem
et al. 2013) can range from massive elliptical galaxies at low redshift
(Sabater et al. 2019) through to luminous quasars at 𝑧 > 5 (Gloude-
mans et al. 2021). Duncan et al. (2019, see also Duncan et al. 2021)
tried to solve this problem using a ‘hybrid’ machine learning and
template fitting approach over 400 deg2 - with the template estimates
contributing to good estimates for a wide range of source proper-
ties, while machine learning estimates provided better precision and
reduced bias for the population where larger training samples were
available (see Cavuoti et al. 2017, for a similar approach to combin-
ing ML and template estimates). While the hybrid approach provides
photo-𝑧 estimates with sufficient quality to enable a broad range of
science (e.g. Mingo et al. 2019; Hardcastle et al. 2019; Smith et al.
2020), the processing requirements of the template fitting estimates
prohibit extension of this method to much larger datasets.
Extensions of data driven photo-𝑧methods to better cope with a di-

verse range of populations have been proposed. Hatfield et al. (2020)
present one solution, whereby unsupervised clustering of sources is
used to divide the population into distinct regions of parameter space
(specifically, colour-magnitude space), with machine learning photo-
𝑧 estimates then trained separately for each region. By treating each
region of parameter space independently, the resulting photo-𝑧 esti-
mates are significantly less biased and more robust than comparable
estimates that include the full population within a single estimator.
However, while promising, the methods outlined in Hatfield et al.
(2020) have so far only been applied to relatively small, but deep
photometric datasets.
In this paper, we aim to build upon the methods of Duncan et al.

(2019), Duncan et al. (2021) and Hatfield et al. (2020) to provide
photo-𝑧 estimates for the deepest photometric survey available over
the full extragalactic sky, namely the Dark Energy Spectroscopic
Instrument (DESI) Legacy Imaging Surveys (Dey et al. 2019, col-
loquially known as the ‘Legacy Surveys’). While photo-𝑧 estimates
have been produced for the Legacy Surveys eighth data release (LS
DR8 hereafter) and previous data releases, these estimates have cru-
cially been limited to subsets of the optical population. For example,
Zou et al. (2019) presents photo-𝑧 and stellar mass estimates for
Legacy Surveys DR6 and 7 (since updated to also include DR8). By
construction these estimates are limited to the redshift range 𝑧 < 1,
with morphological cuts imposed to exclude unresolved sources (i.e.
those modelled by a point-spread function) from the analysis. Simi-
larly, Zhou et al. (2021) presents photo-𝑧 estimates primarily targeted
at the luminous red galaxy (LRG) population, with strict magnitude
and colour cuts imposed to the limit the analysis to the target pop-
ulation. In both cases, the selection criteria are well motivated by
the data and respective scientific goals and the resulting photo-𝑧
estimates are of a high quality for the chosen sub-populations. How-
ever, given the explicit colour, morphology and redshift ranges for
which the Zou et al. (2019) and Zhou et al. (2021) photo-𝑧s are de-
signed, there remain key subsets of the optical population without
valid photo-𝑧 estimates, most notably unresolved optical sources at
all redshifts (e.g. quasars) as well as resolved optical sources with
significant AGN contributions and wider 𝑧 > 1 populations.
The goal of this paper is therefore to provide a set of photo-𝑧

estimates that encompass all populations for which robust photo-𝑧s
can be derived (given the observational limits of the photometry),
regardless of redshift, colour or morphology. Our photo-𝑧 methodol-
ogy will build upon the approach presented in Hatfield et al. (2020),
using the data itself to divide the empirical photo-𝑧 training and pre-
diction into different regions of optical parameter space with the goal
of both improved results and computational performance.

The remaining sections of this paper are set out as follows. In
Section 2, we present details of the optical catalogues used in this
analysis, the processing and homogenisation steps applied to them
and the spectroscopic redshift samples used for photo-𝑧 training and
testing. Section 3 then outlines the photo-𝑧 methodology employed,
including testing and analysis of the variety of possible approaches
explored and details of the final photo-𝑧 training and estimation
steps. Next, Section 4 presents a quantitative analysis of the resulting
photo-𝑧 estimates, including their performance as a function of op-
tical properties. We also analyse the photo-𝑧 performance relative to
existing estimates using the Legacy DR8 catalogues and for key sub-
sets of the optical population (radio continuum and X-ray). Finally,
Section 5 provides details of the photo-𝑧 catalogues presented in this
analysis before Section 6 presents a summary of our work. Through-
out this paper, all magnitudes are quoted in the AB system (Oke
& Gunn 1983) unless otherwise stated. We also assume a Λ Cold
Dark Matter cosmology with 𝐻0 = 70 km s−1Mpc−1,Ω𝑚 = 0.3 and
ΩΛ = 0.7.

2 OBSERVATIONAL DATA

2.1 Photometric data

2.1.1 DESI Legacy Imaging Surveys

Initially motivated by target selection requirements for the forthcom-
ing DESI spectroscopic survey, the Legacy Surveys comprise a set
of optical photometric surveys providing imaging and source cat-
alogues in the 𝑔, 𝑟 and 𝑧 bands. Specifically, the Legacy Surveys
consists of the Beijing Arizona Sky Survey (BASS, 𝑔/𝑟; Zou et al.
2017) and the Mayall 𝑧-band Legacy Survey (MzLS, 𝑧; Silva et al.
2016) providing imaging at declinations 𝛿 & 32 in the North Galactic
cap (LS DR8 North). Imaging over the remainder of the extragalactic
sky (LS DR8 South) is provided by the Dark Energy Camera Legacy
Survey (DeCaLS, PIs: D. Schlegel and A. Dey), supplemented by all
publicly available imaging in the 𝑔, 𝑟 and 𝑧 bands (predominantly
the Dark Energy Survey, Dark Energy Survey Collaboration 2005).
Combined, the optical imaging in LS DR8 covers over 19 000 deg2
and is typically at least ∼ 1 mag deeper than the Panoramic Survey
Telescope and Rapid Response System (Pan-STARRS) 3𝜋 Steradian
Survey (Chambers et al. 2016) in each band, reaching median 5𝜎
depths 𝑚𝑔 ∼ 24.3 − 24.9, 𝑚𝑟 ∼ 23.7 − 24.3, and 𝑚𝑧 ∼ 23.3 − 23.4.
In addition to photometry from the dedicated optical imaging, the

Legacy Surveys catalogues also incorporate mid-infrared (mid-IR)
photometry from the Wide-field Infrared Survey Explorer mission
(WISE; Wright et al. 2010) at 3.4, 4.6, 12 and 22 𝜇m (W1, W2, W3
and W4 respectively). WISE photometry is provided for all optically
detected sources based on the combined data from the cryogenic and
post-cryogenic (NEOWISE; Mainzer et al. 2011) and NEOWISE-
reactivation (or NEOWISER; Meisner et al. 2017a,b) missions.
Full details of photometric calibration, source detection and pho-

tometry are provided in Dey et al. (2019, and references therein),
but here we summarise the key details. After self-consistent astro-
metric and photometric calibration, source detection is performed
using the three individual bands and two combined 𝑔𝑟𝑧 stacks (an
un-weighted stack optimised for "flat" spectral energy distributions,
and a weighted sum optimised for red sources). In all five detection
images, sources are selected using a simple thresholding algorithm,
retaining unique detections above 6𝜎 in any individual band. Pho-
tometry is then performed using The Tractor (Lang et al. 2016),
which simultaneously models each source across all filters using
a set of parametric light-profiles. Specifically, The Tractor models
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sources as either point-sources (i.e. with a delta function; type =

‘PSF’), or as resolved sources with either a round exponential profile
(‘REX’), an exponential disk (‘EXP’), a deVaucouleurs 𝑟−1/4 power-
law (‘DEV’), or a "composite" model with both an exponential and
de Vaucouleurs component (‘COMP’). During fitting of 𝑔𝑟𝑧 pho-
tometry, the respective models are convolved with the corresponding
point-spread function (PSF), with the PSF for individual exposures
computed for each CCD separately using stars in the field (see Dey
et al. 2019, for further details). The Tractor assumes that the same
model applies across all optical bands, i.e. if a source is spatially ex-
tended, the same light-profile is fitted to all images so that shape and
size measurements are consistent. Therefore, in addition to providing
robust total flux measurements, morphological type, shape and size
information is available for every source in the LS DR8 catalogue.
Mid-IR photometry is performed in a similar way, with The Trac-

tor forcing the location and shape of sources based on the optical
information and convolving with the respective WISE PSF to model
the flux of the sources in eachWISE band. Using the 𝑔𝑟𝑧 information
allows for deblending of confused WISE sources, reliably probing to
significantly fainter mid-IR fluxes than possible with blind mid-IR
selected photometric catalogues (Wright et al. 2010). The additional
mid-IR sensitivity provided by this deblending is particularly valu-
able for photo-𝑧 estimation with LS DR8 due to the small number of
optical filters available.
All of the Legacy surveys source detection and photometry is

performed in small 0.25◦×0.25◦ regions known as “bricks". For this
work, we restrict our analysis to only those bricks with at least one
exposure in all three optical bands. When both downloading the LS
DR8 catalogue data and using them for photo-𝑧 prediction, we make
the decision to group bricks into larger regions using Hierarchical
Equal Area isoLatitude Pixelation (HEALPix; Górski et al. 2005)1.
Bricks are grouped based on the HEALPix order 3 pixel (with area
≈ 53.7 deg) in which the right ascension and declination of the brick
centre lies. This results in 123 and 349 distinct HEALPix regions
for LS DR8 North and South respectively, which together cover the
total footprint of ∼ 19 400 deg2 (note that there is overlap between
North and South and not all HEALPix regions are 100% filled,
particularly around the survey edges). After restricting to primary
sources for which photometric measurements are available, the final
source catalogues for analysis comprise 323 213 867 sources in LS
DR8 North and 1 252 523 992 sources in the South.

2.1.2 asinh magnitudes

The LSDR8 photometric catalogues provide optical (𝑔𝑟𝑧) andWISE
total flux density measurements (and associated uncertainties) for all
sources. Previous studies, however, have shown that photo-𝑧 esti-
mates derived using magnitudes yield improved results for method-
ologies such as those employed in this study (Hatfield et al. 2020;
Duncan et al. 2021). To enable training and estimation in log-flux
space whilst also allowing for the possibility of non-detections and
negative fluxmeasurements, we follow the approach outlined in Dun-
can et al. (2021) and derive asinh magnitudes (Lupton et al. 1999,
also colloquially known as ‘luptitudes’) for the purposes of photo-𝑧
training and estimation. For a given flux, 𝑓 (with a flux zeropoint
𝑓0 = 3631 Jy), our asinh magnitudes are defined as

𝑚 =
−2.5
log(10) × sinh

−1
(
𝑓 / 𝑓0
2𝑏

)
+ log(𝑏) (1)

1 http://healpix.sourceforge.net

where the softening parameter, 𝑏, is unit-less (normalised by 1/ 𝑓0).
As defined in Lupton et al. (1999), the optimal choice for 𝑏 is approx-
imately equal to the noise in the flux. The corresponding magnitude
uncertainties are then given by

𝜎𝑚 =
−2.5
log(10) ×

(𝜎 𝑓 /| 𝑓 |)√︃(
1 + (2𝑏/( 𝑓 / 𝑓0))2

) (2)

where 𝜎 𝑓 is the 1-𝜎 flux uncertainty derived during
model-fitting photometry (converted from inverse variance;
flux_ivar_[g/r/z]).When calculating asinhmagnitudes, we cor-
rect both the flux and flux uncertainties for Galactic extinction based
on the transmission provided in the LS DR8 catalogues (which com-
bine themeasured 𝐸 (𝐵−𝑉) of Schlegel et al. 1998, and the respective
extinction coefficients, 𝐴𝜆/𝐸 (𝐵 −𝑉), for each filter).
Previously Buchs et al. (2019) have shown that photo-𝑧 estimates

derived using asinh magnitudes are not sensitive to the exact defi-
nition of softening parameter (𝑏) assumed, provided the data are of
similar depth across the field in question. However, due to the vari-
ation in depth between LS DR8 North and South optical catalogues
and the significant variation within each dataset, the assumption of
homogeneity and a single value for 𝑏 for each filter is not justified.
We therefore make the decision to define the softening parameter 𝑏
based on the local 1𝜎 PSF depth for each source in the respective
bands (e.g. 𝑏𝑔 = 𝜎PSF,𝑔/ 𝑓0, where 𝜎PSF,𝑔 is psfdepth_g from the
LS DR8 catalogue converted to Jy). Based on direct comparison of
photo-𝑧 estimates derived for sources in common between both LS
DR8 North and South (which differ in optical depth, and hence soft-
ening parameter), we find the estimates are not sensitive to the exact
choice of 𝑏 (Appendix A), in line with previous studies.

2.1.3 Data homogenisation

Although both Legacy North and South imaging and catalogues have
been processed and calibrated following the same procedures, the dif-
ference in effective filter response curves between the sets of 𝑔/𝑟/𝑧
observations means that the two datasets are not completely homoge-
nous. To avoid systematic biases or offsets between datasets (and their
associated regions of the sky), photo-𝑧 training and estimation must
either be done separately for the two catalogues (as in Zhou et al.
2021), or colour corrections applied to homogenise to a consistent
photometric system. While spectroscopic training samples sufficient
for good photo-𝑧 estimates are available within both datasets, Legacy
South benefits from significantly improved training samples for com-
plete magnitude selected samples (due to the presence of equatorial
deep fields).
Therefore, in this work, we take the approach of homogenising

the photometric datasets and using the full spectroscopic training
sample to train photo-𝑧 models that can be applied uniformly to both
hemispheres. Our colour corrections exploit the fact that there is a
significant region of overlap between the two sets of imaging and
catalogues. After selecting a subset of The Tractor bricks from the
overlapping region, we positionally cross-matched the two sets of cat-
alogues, keeping only those sources with matches within 0.35′′(the
pixel scale). For a large set of bright, high S/N point-sources (> 10𝜎
detections in each dataset), we then measured the asinh magnitude
offset between the measurements through each pair of filters as a
function of observed 𝑔 − 𝑧 colour in the Legacy North catalogue.
The resulting magnitude offsets for each of the three optical bands
as a function of colour are illustrated in Fig. 1, both for individual
sources (blue points) and the robust 3-𝜎 clipped mean and standard
deviation within bins of (𝑔 − 𝑧)N.
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Figure 1. Observed magnitude offsets between Legacy North and South datasets as a function of 𝑔 − 𝑧 colour for a sample of ∼ 9 × 105 objects where both
datasets are available. Blue dots demonstrate individual measurements used in the analysis. Black circles show the 3𝜎-clipped mean offset in bins of (𝑔 − 𝑧)N,
with error bars showing the corresponding sigma-clipped standard deviation. For each filter (𝑔/𝑟/𝑧), the trend is fitted with a cubic polynomial (dashed line).

The largest magnitude offsets between North and South catalogues
are observed in their respective 𝑔-band filters, with the systematic
offset reaching +0.1 dex for the reddest sources. Smaller offsets are
observed in the 𝑟 and 𝑧 bands, reaching ≈ 0.03 and ≈ −0.02 dex
offsets respectively. The more significant offsets observed for the
𝑔 filters are line with expectations based on the differences in the
respective filter response curves (see Fig. 3 of Dey et al. 2019).
To homogenise the photometry before photo-𝑧 training and estima-

tion, we parametrise the trend as a function of (𝑔 − 𝑧)N using simple
cubic polynomial fits (black dashed line in Fig. 1). All sources in the
Legacy North photometric catalogues are then corrected to match the
Legacy South system based on their observed (𝑔 − 𝑧)N colour, with
the observed colours clipped to the range 0.3 < (𝑔−𝑧)N < 3.3 to pre-
vent overcorrection due to extreme (potentially unphysical) colours
resulting from photometric scatter in lower S/N sources. Given the
average measured colour within the full catalogued population is
(𝑔− 𝑧)N = 1.59, the average magnitude offsets applied to the Legacy
North photometry ar 0.056, 0.012 and -0.010 in the 𝑔/𝑟/𝑧 bands
respectively. The impact (or lack thereof) of any residual colour
systematics on the final resulting photo-𝑧 estimates are explored in
further detail in Appendix A.

2.2 Spectroscopic training data

Thanks to the large spatial coverage of the combined Legacy photo-
metric datasets, extensive spectroscopic training samples are avail-
able over a very broad range of parameter space. We compile our
full training sample from two primary datasets. Firstly, we make use
of the combined samples presented in the 14th data release of the
Sloan Digital Sky Survey (SDSSDR14; Abolfathi et al. 2018), which
includes the SDSS main galaxy sample (Strauss et al. 2002) as well
as the subsequent Baryon Oscillation Spectroscopic Survey (BOSS
Dawson et al. 2013) and the Extended BOSS (Dawson et al. 2016)
samples. For any SDSS spectroscopic source which was also in the
separate DR14 quasar catalogue (Pâris et al. 2018, DR14Q here-
after), we use the redshift measurement provided by DR14Q in place
of the standard SDSS pipeline redshift. For both samples, the SDSS
catalogues are joined with the LS DR8 photometry using the row
matched catalogues provided by Legacy Surveys, which provides the
closest matching sources up to a maximum separation of 1.5′′. Since
the combined SDSS spectroscopic sample extends to over 2 million
individual sources, for our training and testing we make use of a ran-
dom subset of 50% of the SDSS sample, reserving the second half

for potential future testing of the spatial variation in photo-𝑧 quality
or bias.
We next supplement the large samples provided by SDSS with an

additional sample of spec-𝑧s compiled over a large number of deeper
survey fields for the Herschel Extragalactic Legacy Project (HELP
Shirley et al. 2021). The full HELP spectroscopic redshift sample
consists of publicly available spectroscopic redshifts from 101 indi-
vidual spectroscopic surveys, with all input catalogues homogenised
to consistent formats and coordinate systems.2 As part of the HELP
compilation procedure, whenever multiple spec-𝑧 measurements ex-
ist for the same individual source, the ‘best’ available measurement
has been retained based on visual inspection and duplicate entries
have been removed (see Shirley et al. 2021, for further details).
The HELP spec-𝑧 sample was cross-matched to LS DR8 using

simple nearest neighbour match, employing a more conservative
maximum separation than employed for the SDSS samples (< 1′′).
In total, 618 606 sources in the HELP compilation are matched with
the LS DR8 photometry catalogues. However, this number includes a
fraction of sources with unreliable spectroscopic redshifts, as well as
some duplication of sources already contained in the SDSS sample.
For any source which is present in both the SDSS andHELP samples,
we therefore remove the duplicate source to prevent over-weighting
the source in training, retaining the spec-𝑧 measurement provided by
HELP. Additionally, we include only sources deemed to have reliable
redshift measurements, with HELP sources requiring a quality flag
of 3 or higher, corresponding to “good”, “reliable” or high confi-
dence (>90% confidence) redshifts depending on individual surveys
definition (see Section. 4.5 of Shirley et al. 2021, for additional de-
tails). For SDSS spectroscopic redshifts, we also require all training
sources to have no redshift warning flags (ZWARNING = 0).
Finally, to ensure that our training sample is robust and as complete

as possible for quasars out to the highest redshifts, we supplement
the SDSS quasar samples with the compilation of 𝑧 > 5 quasars
presented by Ross & Cross (2020). The Very High-𝑧 Quasar (VH𝑧Q)
catalogue3 consists of 488 𝑧 > 5 quasars with robust spectroscopic
confirmations compiled from the literature, ensuring accurate posi-
tions with consistent astrometry. Matching to the LS DR8 catalogues

2 The spec-𝑧 compilation can be downloaded in its entirety or queried through
standard Virtual Observatory tools at the HELP Virtual Observatory Server.
3 www.github.com/d80b2t/VHzQ
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Figure 2.Redshift distribution of the final spectroscopic training sample, split
by optical morphology classification within the LS DR8 catalogue (type).
As would be expected given the optical photometry resolution and depths,
resolved sources (EXP, DEV, REX, COMP) are largely confined to 𝑧 < 1,
while unresolved sources (PSF; predominantly quasars) extend to 𝑧 > 6.

with the same 1′′ limit used for the HELP sample, we find matches
for 375 sources extending out to redshifts as high as 𝑧 = 7.0842.
To ensure a clean training dataset we apply additional photo-

metric quality criteria based on the Legacy photometry catalogues.
We require fracflux_[g/r/z] (the profile-weighted fraction of
the measured flux from other sources divided by the total flux) in
each optical bands to be < 0.2, ensuring that the source is not sig-
nificantly impacted by blending with neighbouring sources. Simi-
larly, fracmasked_[g/r/z] (the profile-weighted fraction of pixels
masked from all observations of this object) is required to be < 0.1,
such that the source is not affected by imaging artefacts. Additionally,
we require maskbits = 0, such that the source does not overlap with
regions included in the Legacy bitmasks.4 Together, these criteria en-
sure that the training sample is free from significant source blending
or contamination from bright nearby sources (e.g. artefacts around
bright stars or extended galaxies) that would impact the observed
colours, and hence bias the resulting photo-𝑧 estimates.
Since automated source classification and redshifting pipelines

employed for large surveys can never be 100% reliable, small num-
bers of stars can contaminate even notionally ‘robust’ spec-𝑧s sam-
ples. As a final cut, we exclude from the spectroscopic training sam-
ple potential stellar contaminants that exhibit either significant mea-
sured proper motions (Gaia parallax S/N > 3; Gaia Collaboration
et al. 2016) or have colours consistent with stars (𝑃star > 0.2; see
Section 2.3). In Fig. 2 we present the redshift distribution for the
final spectroscopic sample, split by best-fitting morphological type
from the LS DR8 photometry. The total sample statistics are also
summarised in Table 1.

2.3 Star-QSO classification

Although robust classification of photometric point-sources in the LS
DR8 catalogues is not a primary goal of this analysis, the inclusion of
known starswithin various steps in ourmethodology could negatively
impact both the accuracy and precision of estimates for the extra-
galactic point-source population. We therefore first use the existing

4 See https://www.legacysurvey.org/dr8/bitmasks/ for additional information
on LS DR8 bitmask definitions.

Table 1. Total sample sizes for the spectroscopic training, validation and test
subsets used in the photo-𝑧 estimation. Training and validation samples are
defined at the point of training (see Section 3), with a ratio of 3:1.

Morphology Training & Validation Test

PSF 260 930 65 237
EXP 188 792 47 202
DEV 775 309 193 832
REX 162 426 40 612
COMP 35 032 8 762

All 1 422 489 355 645

spectroscopic samples to train a star-galaxy classifier using the colour
information available in the optical catalogues.
Motivated by previous successful approaches (Bovy et al. 2011,

2012), we employ a Gaussian Mixture Model (GMM) to derive the
densities of different source classes within the available photometric
colour-space. GMMs assume that a given dataset can be modelled by
a mixture of a finite number of multi-dimensional Gaussian distribu-
tions and can be used both for the purposes of clustering to identify
sub-populations within the sample, or as in this case to flexibly mod-
elling the probability density of a distribution of data (i.e. the colours
of stars). To derive the star-QSO classification we construct GMMs
for two different source classes. Firstly, we use morphological point-
sources (type = ‘PSF’) from the spec-𝑧 training sample to model the
colour-space of the galaxy/QSO population. Note that this sample
includes all PSF sources, regardless of whether they were explicitly
targeted as QSOs. Next, we then use sources from the SDSS DR14
spectroscopic sample (Abolfathi et al. 2018) classified as ‘STAR’
to model the stellar population. We model each GMM using four
colours derived from the LS DR8 catalogues; 𝑔 − 𝑟, 𝑟 − 𝑧, 𝑧 −𝑊1,
𝑊1 −𝑊2, with 20 components (see Section 3.1 for further discus-
sion of the choice of how many components are used to construct the
GMM). The resulting star probability is then defined as

𝑃star (m̂) ∝ Lstar (m̂)
Lstar (m̂) + LQSO (m̂) (3)

where L(m̂) is the probability density in a given GMM for a set of
observed colours, m̂. Note that strictly, to derive a true probability
Eq. 2.3 should be amended to incorporate prior probabilities on the
relative source densities of the star and quasar populations (also in-
cluding the dependence on observed magnitude; Bovy et al. 2011).
However, for the purposes of this work, it is sufficient to identify and
remove the likely stellar population as the photo-𝑧 estimates them-
selves can be used to further identify true QSO. An additional caveat
to our star-QSO separation procedure is that it is naturally biased
towards stellar types present within the SDSS DR14 training sam-
ple and therefore may be incomplete for some key populations with
colours similar to some QSO populations (e.g. cool dwarf stars and
high redshift QSOs). The full stellar training sample does however
include stars initially targeted as quasar candidates based on their
optical colours (Alam et al. 2015), providing valuable training data
in the key regions of optical parameter space where the two popu-
lations are most similar (and where infrared colours can offer key
information).
To illustrate the effectiveness of our star-QSO classifications for

bright point sources, in Fig. 3 we show how the derived 𝑃star varies
as a function of source colour. We first calculate 𝑃star for a sample of
∼ 3.5 × 106 PSF sources selected randomly from the LS DR8 cata-
logues. For three projections of the 4-dimensional colour space used
in the GMM, we then calculate the average 𝑃star as a function of ob-
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Figure 3. Median star probability (𝑃star, colour-scale) as a function of optical and mid-infrared colour in a sample of ∼ 3.5 × 106 sources based on the GMM
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also plotted are a random subset of 5000 known SDSS QSOs (blue points) and 5000 Legacy catalogue sources identified as stars independently from their colour
based on high-significance parallax measurements from Gaia (green points). The importance of WISE observations in cleanly separating the stellar population
from QSOs can be seen in the middle and right panels.

served colour. For reference, we also illustrate the observed colours
of a random subsample of spectroscopically confirmed QSOs from
SDSS DR 14, as well as a set of confirmed stars that were identified
independently of their observed photometric colours (or spectro-
scopic classification) - with robust (> 5𝜎) measurements of parallax
from Gaia (Gaia Collaboration et al. 2016, see Dey et al. 2019 for
details of cross matching to LS DR8 photometry). Note that given
the sensitivity limits of Gaia, parallax measurements are present only
for bright stars within the LS DR8 catalogues (𝑚𝑟 . 20, correspond-
ing to an average 13% of PSF sources across the full catalogue).
Nevertheless, a stellar locus is clearly visible in each combination of
observed colours, which is well traced by the region of high 𝑃star.
The importance of WISE mid-IR information on robustly separat-
ing the star and QSO populations is also clearly demonstrated, with
significant overlap between the two populations when only optical
information is used (𝑔 − 𝑟 vs 𝑟 − 𝑧), but a clear separation between
the two loci when optical and mid-IR colours are combined.

3 PHOTO-𝑍 METHODOLOGY

As with the previous studies upon which our methodology builds
(Duncan et al. 2019, 2021), the primary algorithm we employ to
derive photo-𝑧 estimates is the sparse Gaussian process (GP) photo-
metric redshift code, GPz (Almosallam et al. 2016a,b), which extends
the standard GP method to incorporate key features suited to photo-𝑧
estimation. Overall, GPz provides several benefits over standard GP
implementations, including the use sparse of GPs that reduces com-
putational requirements, with no loss in accuracy of the resulting
models. Additionally, GPz accounts for non-uniform and variable
noise (heteroscedastic) within the input data - modelling both the in-
trinsic noise within the photometric data andmodel uncertainties due
to limited training data. Finally, GPz also allows for cost-sensitive
learning (CSL), allowing different parts of parameter space to be
weighted more or less importantly based on the specific scientific
requirements.
In a key change from previous studies where we applied GPz to

a range of datasets (Duncan et al. 2018, 2019, 2021), in this analy-

sis we employ a new C++ implementation of GPz, gpz++5, which
provides substantial speed improvements and also implements sup-
port for missing data. Furthermore, Hatfield et al. (2020) recently
outlined a number of key augmentations to the photo-𝑧 approach,
which together lead to significant improvements in the resulting es-
timates compared to more straightforward applications of GPz. In
the following subsections, we present details of our implementation
for a number of these photo-𝑧 training augmentations and other ad-
ditional steps in our training methodology, before summarising the
final training and prediction pipeline in Section 3.5.

3.1 Population division with GMM

Amongst the approaches suggested by Hatfield et al. (2020), one of
the most effective additions was found to be the use of GMM to
divide the population into 𝑁 distinct regions of colour-magnitude
space, with GPz trained separately on each mixture. In addition to
providing improved estimates overall, this ‘GMM-Divide’ technique
was also found to result in improved training and prediction speeds
due to the order of complexity intrinsic to the sparse GP algorithm.
In Section 2.3, we found that modelling the population in 4 colour di-
mensions provides sufficient information to separate key populations
and model the complex distribution of the optical samples. However,
the optimal way to divide the galaxy population for the purposes
of photo-𝑧 estimation represents a different and non-trivial problem,
with even the limited available photometric bands available in LS
DR8 providing an extremely complex high-dimensional parameter
space. This available parameter space increases when morphological
information and apparent magnitudes (in addition to colour) are in-
cluded, with both potentially incorporatingmore redshift information
than a given colour. Similarly, in addition to selecting the parameter
space used to divide the population, when generating a GMM one
must also define the number of Gaussian model components.
Unlike in Section 2.3, when dividing the population for photo-𝑧

training purposes wemust also balance the accuracy of modelling the

5 https://github.com/cschreib/gpzpp
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populations within the chosen parameter space with minimising the
potential for empty or under-sampled training sets for individual pop-
ulations (i.e. no spec-𝑧 training sources belonging tomixtures defined
from the full photometric sample). Although the optimal number of
components required to model the desired parameter space can be
derived iteratively, i.e. choosing the number of components which
minimises the Bayesian Information Criterion (BIC), this must be
balanced against the size of the resulting training sample for each
GMM component in the subsequent GPz estimation and the corre-
sponding photo-𝑧 performance. Optimally modelling the observed
colour space with the GMM therefore does not necessarily result in
optimal photo-𝑧 estimates for the available data.
Based on initial tests, we find that including more than four dimen-

sions within the GMM component results in unacceptable numbers
of empty training sets for the current spectroscopic training samples.
For four GMM dimensions, the number of possible combinations
for which data to use as input can not be practically be explored in
full. Our final approach to modelling the LS DR8 populations for the
GMM-Dividemethodology is therefore informed by prior knowledge
on the most effective probes of redshift available within the optical
catalogues, the distribution of expected signal to noise ratios for that
observable and the results of manual experimentation.
First, the LS DR8 sample is separated into its individual mor-

phological type (i.e. PSF, round exponential etc.), which implicitly
separates the population into different parts of colour space. For each
morphological type, we then divide the population using GMMs
constructed from the LS DR8 parameter space, with 𝑔 − 𝑟 and 𝑟 − 𝑧

colours and 𝑚𝑧 asinh magnitudes used as the primary three dimen-
sions for all sources. For the resolved population (DEV, REX, EXP
and COMP), the final GMM dimension was then selected to be the
measured half-light radius, motivated by the positive impact of in-
cluding size information in previous GPz photo-𝑧 estimates (Gomes
et al. 2018).6 With size information unavailable for the unresolved
(PSF) sources, 𝑧−𝑊1 colourwas chosen as the final GMMdimension
due to its importance in separating stellar and extragalactic sources
(Section 2.3). To ensure that the GMM is also representative of the
extragalactic PSF population for which we want to optimise photo-𝑧
estimation, we only include PSF sources with 𝑃star < 0.5 and with
parallax measurements < 3𝜎 (if available).
To illustrate how the observed parameter space can be modelled

with the trained GMMs, in Fig. 4 we show two projections of full
the colour-magnitude space for the EXP and DEV morphological
populations. Plotted over the density distributions for the full pho-
tometric sample are the means and covariances of the individual
mixture components for the corresponding trained GMMs, where
each GMM consists of 10 components. In Section 3.3 we further
explore how the number of GMM components impacts the overall
quality of photo-𝑧 predictions.
As outlined by Hatfield et al. (2020), once the population has been

modelled with a particular GMM, the subsequent population division
can be incorporated into subsequent photo-𝑧 analysis in a number of
ways. Firstly, sources can be assigned to their best-matching com-
ponent based on which individual mixture model has the highest
probability for the corresponding position in the 4-dimensional pa-
rameter space, with the photo-𝑧 estimate taken from the GPz model

6 For the DEV and REX/EXP populations, we use the half-light radius
of the deVaucouleurs (SHAPEDEV_R) and exponential models respectively
(SHAPEEXP_R). For the composite population (COMP), which are modeled
by the sum of deVaucouleurs and exponential models, we found that the half-
light radii of the exponential components span a greater dynamic range and
was therefore selected as the optimal size parameter for subsequent analysis.
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Figure 4. Optical colour-colour (left) and colour-magnitude (right) distribu-
tions of EXP and DEV morphologies within the Legacy dataset. The colour-
scale shows the density of sources in each cell (logarithmically scaled). The
means and covariances of the 10 components in the respective GMMs are
over-plotted as ellipses.

trained on this component. Alternatively, the photo-𝑧 for a given
source can be calculated as a weighted sum of the predicted photo-𝑧s
from the GPz models for all components, with the weighting derived
from the relative probability of a source belonging to each compo-
nent. Unlike Hatfield et al. (2020), who found that the majority of
galaxies are assigned component probabilities near unity (and hence
the weighted sum would produce identical results to the above ap-
proach), we find that a significant fraction of the catalogue sources
have non-negligible probabilities of belonging to multiple GMM
components. The probabilistic approach could therefore potentially
yield significant improvements in the overall photo-𝑧 accuracy for
the LS DR8 dataset. However, due to the linearly increased compu-
tational requirements of predicting photo-𝑧s for the full photometric
sample (𝑘 times longer prediction times for 𝑘 GMM components),
such an approach was not deemed practical for the current analysis
and the potential gains from using the linear superposition approach
will be further explored in future studies.
Similar to the division of the full population, there is also flexibility

in how the GMM is used to divide the spectroscopic training sample
for training the respective instances of GPz. As above, the simplest
approach, and that adopted in this paper, is to assign each training
source to its best-matching GMM component. Alternatively, when
training GPz for a given GMMcomponent we can include all training
sources with probability of belonging to the component greater than
some non-negligible threshold, on the basis that including additional
training sources on the periphery of the relevant parameter space
should provide useful information.

MNRAS 000, 1–22 (2022)



8 K. J. Duncan

3.2 Weighted training samples for cost-sensitive learning

A second key approach suggested by Hatfield et al. (2020) employs
the same GMM idea to calculate CSLweights for the training sample
based on the relative probability density for a given set of features,
m̂ (i.e. magnitudes and colours), in both the training sample and the
full parent photometric sample. Cost-sensitive learning allows for
minimising potential biases in training from spectroscopic training
samples that are not fully representative of the photometric sample.
For details of how CSL weights are incorporated into the objective
function of GPz during training, we refer the reader to Section 4.2
of Almosallam et al. (2016a).
Similar to the nearest-neighbour based method employed by Lima

et al. (2008) and Duncan et al. (2018), the use of GMM to model
the desired parameter space minimises the potentially negative im-
pacts of small number statistics in some regions of parameter space.
Following Hatfield et al. (2020) we define the weighting for a given
source as:

𝑤𝑖 =
𝑝full (m̂𝑖) + 𝜖

𝑝train (m̂𝑖) + 𝜖
, (4)

where 𝑝full (m̂𝑖) and 𝑝train (m̂𝑖) correspond to the probability density
for a sourcewith photometric properties, m̂𝑖 , in theGMMs for the full
photometric population and spectroscopic training sets respectively.
The additional constant, 𝜖 , is included to prevent sparsely populated
regions of parameter space (typically in the smaller training sample
GMM) from producing extreme weights that negatively impact the
photo-𝑧 training. Due to the significantly increased training sample
size in this work compared to that available in Hatfield et al. (2020),
we choose a smaller value of 𝜖 = 0.001 (c.f. 0.01) which enables
greater dynamic range in the resulting CSL weights. Similarly, the
maximumCSLweight allowed in our training was set to an increased
value of 100 (c.f. 20).
For self-consistency and computational efficiency, we employ the

same GMM models of the colour-magnitude magnitude space as
generated in Section 3.1, combining the 𝑔 − 𝑟 and 𝑟 − 𝑧 colours
and 𝑚𝑧 asinh magnitudes for all sources, with the addition of ei-
ther 𝑧 −𝑊1 colours for unresolved (PSF) sources or the measured
half-light radius for resolved sources (DEV, REX, EXP and COMP).
Fig. 5 illustrates the resulting distribution of weights derived for the
EXP and DEV populations using this method, showing the average
CSL weights for a 2D (𝑔− 𝑟 versus 𝑟 − 𝑧) projection of the respective
colour-magnitude(-size) space. Across 𝑔 − 𝑟/𝑟 − 𝑧 colour space, the
median weights span over three orders of magnitude, demonstrating
the significant variation in spectroscopic training samples available
over the parameter space probed by LS DR8 photometry. Regions of
parameter space which are significantly over-represented in the spec-
troscopic samples can be also clearly seen for both morphological
classes, resulting in very low CSL weights. These over-dense regions
are a result of large colour-selected samples from SDSS BOSS and
eBOSS surveys, such as the emission line galaxy (ELG) and lumi-
nous red galaxy (LRG) samples for the EXP and DEV morphologies
respectively.

3.3 Optimisation of photo-𝑧 method hyper-parameters

As outlined in Section 3.1, the precise impacts of how we choose
to model (and hence divide) the population with GMMs on the re-
sulting bulk photo-𝑧 estimates represents a complex choice. Further-
more, how best to combine the population division and CSL weight-
ing across the full range of parameter space also presents an open
question. To quantitatively test the impacts of different methodology
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Figure 5. Illustration of the average CSLweight as a function of galaxy colour
for two different morphologies in the photometric catalogues. The regions of
dark colours (with medians weights . 10−1) highlight areas of parameter
space with extensive training data such as the SDSS and BOSS/eBOSS ELG
and LRG.

choices on the resulting final photo-𝑧 estimates and find the opti-
mal approach for our dataset (and scientific objectives), we therefore
perform a systematic test of a range of approaches. Specifically, we
investigate two primary choices: the number of mixtures used when
fitting GMMs to observational parameter space, and the inclusion
(or not) of colour/magnitude/size dependent CSL weights during
photo-𝑧 training.
Using the full spectroscopic training sample for each morphologi-

cal type, we perform the ‘GMM-Divide’ step outlined in Section 3.1
and train the associated GPz photo-𝑧 models for GMMs with a num-
ber of components, 𝑁 . For all iterations, the total number of basis
functions used for training is 500 (with 500/𝑁 used to train the GPz
model for each GMM component). As input properties for training
GPz, we use the seven asinh magnitudes available for all sources (𝑔,
𝑟 , 𝑧 & WISE 1-4), with half-light radius also included for resolved
sources.
We evaluate the resulting photo-𝑧 performance by calculating bulk

quality statistics for the spectroscopic test samples for each group,
using the robust scatter, 𝜎NMAD, and an absolute outlier fraction,
OLF0.15. Following common literature definitions (e.g. Dahlen et al.
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Figure 6. Representative photo-𝑧 performance as a function of the number of
components, 𝑁 , used to divide the population with GMMs. For 𝑁 = 1, GPz
is trained for the full population at once. Filled symbols (solid lines) show
the results when CSL weights are included in the photo-𝑧 training while open
symbols (dotted lines) show the corresponding statistics for when GPz is
trained with uniform weighting.

2013), we define

𝜎NMAD = 1.48 ×median( |𝛿𝑧 | /(1 + 𝑧spec)), (5)

where 𝛿𝑧 = 𝑧phot − 𝑧spec. Similarly, we define outliers as sources
where

|𝛿𝑧 | /(1 + 𝑧spec) > 0.15. (6)

Since we are interested in only the relative performance of dif-
ferent approaches in this comparison, to minimise the impact of the
least well constrained photo-𝑧s on the overall statistics, for these
comparison tests we exclude the 20% of sources with the worst rel-
ative photo-𝑧 uncertainty for each type (𝜎𝑧/(1 + 𝑧phot)). We then
derive a balanced estimate of the photo-𝑧 quality that is representa-
tive of the full population, calculating 𝜎NMAD and OLF0.15 for 1000
sources that are drawn randomly (with replacement) from the respec-
tive test sample, with probabilities proportional to the CSL weight
for each source. We then repeat the random sampling 100 times and
take the mean of the resulting distribution as the final estimate of
𝜎NMAD/OLF0.15 and the standard deviation of the distribution as an
estimate of the corresponding uncertainty due to sample statistics.
Figure 6 presents the resulting photo-𝑧 performance as a function

of 𝑁 for each optical morphology sample (filled symbols and solid
lines). We find that for all morphologies, the resulting scatter and
outlier fractions are reduced when the population is split using the
GMM, with the most significant improvement seen in the result-
ing outlier fractions. However, we see that once the population has
been sufficiently divided, there is no universal improvement to be
gained from more detailed modelling of the paramater space (i.e.

larger 𝑁). Results for some morphologies are further improved with
more GMM components (e.g. improved scatter and outlier fraction
for REX sources, or outlier fractions for DEV sources), but others
deteriorate, most notably PSF and EXP sources.When examining the
performance for rarer populations of interest, we find that the conclu-
sions drawn from the full test population are still valid. For example,
calculating the scatter and outlier fraction for 𝑧 > 3 QSOs in the
test sample (with no weighting included in the statistics) we find that
using 10 GMM components results in substantially improved out-
lier fractions compared to training all PSF sources simultaneously,
with OLF0.15 reducing from a very poor 0.71 to OLF0.15 = 0.2
(with 𝜎NMAD improving from 0.12 to 0.08). For 15 or 20 GMM
components the OLF0.15 worsens to ≈ 0.32, confirming that for the
current available training samples 10 GMM components represents
an optimal choice over a wide range of parameter space, although all
options with larger 𝑁 would yield comparable results.
The second key methodology decision we explore is the inclusion

of CSL weights derived from the GMM distributions (Section 3.2).
When no population division is employed (i.e. 𝑁 = 1), the incor-
poration of CSL weights during training leads to improvement in
robust scatter and outlier fraction for all source types (open symbols
and dotted lines in Fig. 6). However, when combining population
division and CSL weights the results are more varied, with some
morphologies seeing better performance (both scatter and outlier
fractions) with CSL weights included and others performing bet-
ter with uniform training weights. Motivated by the improved overall
performance (or negligible loss in performance) for the resolved opti-
cal morphologies when CSL weights are included alongside sample
division, we opt to include CSL weights as standard for our final
methodology.
Finally, as discussed in Section 3.1, an additional variation that

can be explored is how spectroscopic training sources are assigned to
GMMcomponents derived in the GMM-Divide step. However, when
training GPz including all training sources with > 10% probability
of belonging to a given mixture and training including sources with
> 50% probability, we find no significant difference in the resulting
photo-𝑧 statistics. For simplicity and speed, we therefore train GPz
for GMM components using only the training samples which are
best-matched to the given component.
In addition to the steps outlined in Sections 3.1 and 3.2, Hatfield

et al. (2020) also found some improvement in accuracy of the photo-𝑧
posterior predictions could be gained from training multiple itera-
tions of GPz where the training data had been perturbed based on
the photometric noise (resulting in non-Gaussian posteriors). How-
ever, we determined that the small statistical improvement would not
be of sufficient benefit to justify the linearly increased training and
prediction times associated.

3.4 Calibration of photo-𝑧 uncertainties

One of the key strengths of the GPz photo-𝑧 algorithm is its ability to
predict accurate uncertainties, with the accuracy of the uncertainty
estimates fully incorporated into the objective function during model
training. However, due to the fact that the spectroscopic training sets
cannot be fully representative (and CSL weights cannot perfectly ac-
count for these biases), input photometric uncertainties may be over
or under-estimated, and its photo-𝑧 posteriors are not multi-modal,
previous studies have found that additional calibration of the uncer-
tainties after training is still necessary (Duncan et al. 2018, 2019).We
therefore include an additional post-training error calibration step in
our method.
To quantify the over- or under-confidence of our photo-𝑧 estimates,
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Figure 7. Panels illustrate the cumulative distribution of threshold credible intervals, 𝑐, (𝐹̂ (𝑐)) for the spectroscopic test sample before (dotted lines) and after
(solid lines) uncertainty calibration. The cumulative distribution is weighted using the CSL weights to provide a representative view of the overall uncertainties.
Lines that rise above the 1:1 relation illustrate under-confidence in the photo-𝑧 uncertainties (uncertainties overestimated) while lines that fall under illustrate
over-confidence (uncertainties underestimated).

we follow the method outlined in Section 3.3.1 of Duncan et al.
(2018, itself based on the proposal by Wittman et al. 2016), whereby
we calculate the distribution of threshold credible intervals, 𝑐 (where
the spectroscopic redshift intersects the redshift posterior). For per-
fectly accurate uncertainty estimates, the cumulative distribution of
credible intervals, 𝐹̂ (𝑐), should follow a straight 1:1 relation, i.e. a
quantile-quantile (or𝑄−𝑄) plot. Curves that fall below this 1:1 rela-
tion indicate that the photo-𝑧 errors are underestimated (i.e. the 𝑃(𝑧)s
are too sharply peaked), while curves that rise above indicate uncer-
tainties are over-estimated and the predictions are under-confident.
As the uncertainties predicted by GPz are Gaussian, we calculate the
threshold credible interval for a given source, 𝑐𝑖 , following

𝑐𝑖 = erf
( |𝑧𝑖,spec − 𝑧𝑖,phot |√

2𝜎𝑖

)
, (7)

where 𝑧𝑖,spec and 𝑧𝑖,phot are the true (spectroscopic) and predicted
redshift estimates and 𝜎𝑖 the corresponding predicted 1-𝜎 photo-𝑧
uncertainty. For the majority of source morphologies and apparent
magnitudes in our trained GPz models (independent of the precise
augmentation steps applied), we find that the photo-𝑧 uncertainties
are typically over-estimated. When calibrating the uncertainties, we
scale the original uncertainties as a function of magnitude, 𝑚, fol-
lowing

𝜎new,𝑖 = 𝜎old,𝑖 × 𝛼(𝑚𝑖), (8)

where 𝛼(𝑚) is defined as

𝛼(𝑚) =
{
𝛼𝜂 𝑚 ≤ 𝑚𝜂

𝛼𝜂 + 𝜅 × (𝑚 − 𝑚𝜂) 𝑚 > 𝑚𝜂 ,
(9)

with𝛼(𝑚) constant (𝛼𝜂) below a chosen characteristic apparentmag-
nitude, 𝑚𝜂 , and scaling linearly with magnitude for sources fainter
than 𝛼𝜂 (Ilbert et al. 2009). We use the 𝑟-band optical asinh magni-
tudes for calculating the magnitude dependence of the error scaling
and assume a characteristic magnitude of 𝑚𝜂 = 16. The parameters
𝛼𝜂 and 𝜅 are then fitted for each morphology type individually (com-
bining all respective GMM components) using the emcee Markov
chainMonteCarlo fitting tool (MCMC; Foreman-Mackey et al. 2013)
to minimise the Euclidean distance between the measured and ideal
𝐹̂ (𝑐) distributions. In this work, we include the additional step of
weighting the measured 𝐹̂ (𝑐) distribution using the CSL weights de-
rived in Section 3.2 tomitigate for biases in the spectroscopic training
and validation samples used to calibrate photo-𝑧 uncertainties.
Fig. 7 illustrates the accuracy of the photo-𝑧 uncertainty estimates

of one set of photo-𝑧 estimates (10 GMM components, CSL weights
included; see below) before and after uncertainty calibration. In Fig. 7
we present an estimate of the overall photo-𝑧 uncertainty based on
the spectroscopic test sample weighted by the CSL weights derived
in Section 3.2. A general trend visible in our results is that prior
to the additional calibration, the photo-𝑧 uncertainties predicted by
gpz++ are under-confident, overestimating the uncertainties across
a wide range of magnitudes and across all morphologies. Following
the calibration step, the overall weighted uncertainty distributions
are significantly improved, very closely following the optimal 1:1
relation. However, for some morphologies (PSF, DEV, REX) the
𝐹̂ (𝑐) distribution falls slightly below the 1:1 relation at credible
intervals of 0.8 < 𝑐 < 1, indicating that the tails of the photo-𝑧
posteriors are underestimated. This effect illustrates a limitation of
the assumption of purely Gaussian posteriors in our analysis, which
additional GPz augmentation steps could further mitigate in future.
Nevertheless, Fig. 7 demonstrates that the overall accuracy of the
corrected final photo-𝑧 uncertainties are extremely accurate.

3.5 Final photo-𝑧 training and prediction pipeline

Based upon the systematic tests outlined in Section 3.3, the final
photo-𝑧 training methodology for our analysis is as follows: the
training sample and full population for each morphological type
is modelled in four dimensions (𝑔 − 𝑟 , 𝑟 − 𝑧, 𝑚𝑧 and 𝑧 − 𝑊1 or
half-light radius) using 10 GMM components. A total of 500 basis
functions for each morphological type are then used to train GPz (50
per mixture model), with CSL weights included in the training for
all components. As above, we use the seven asinh magnitudes avail-
able for all sources (𝑔, 𝑟 , 𝑧 & WISE 1-4), plus the half-light radius
for resolved sources, as inputs for training and prediction. Sources
within the training sample are used to train only their best-matching
mixture model. For all GPz training steps, the training sample is split
such that 60% is used for training and 20% used for validation during
training (to prevent over-fitting). The remaining 20% is retained for
testing and quantitative analysis in Section 4.
For the final production run, we train GPz models for each GMM

component in two stages, with the first pass trained using only the
simpler variable diagonal covariances (GPVD) between parameters.
The trained GPVD model for each GMM component is then used
as a starting point for a second training iteration using the full vari-
able covariances (GPVC). The two-stage training process allows us
to make full use of the complex covariance modelling implemented
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by GPz, improving the overall accuracy of the photo-𝑧 estimates and
the estimated uncertainties (with smaller adjustments required in the
uncertainty calibration stage), while also avoiding local minima dur-
ing training and poor convergence during optimisation. Due to the
reduced complexity of the GP optimisation for the GPVD covari-
ances, the increase in model training time is negligible. Overall, this
two-stage training process generally results in improved efficiency
due to the prevention of training failures resulting from GPz models
not reaching convergence. The final trained GMM for each morphol-
ogy and the full set of associated gpz++models (one for each GMM
component) are stored for future predictions.
For subsequent photo-𝑧 prediction of new galaxy samples from LS

DR8, we implement a pipeline which takes as input any catalogues in
the format of the Legacy Surveys tractor catalogue. The pipeline
performs all the steps required to produce photo-𝑧 predictions, in-
cluding:

(i) Deriving asinh magnitudes and reformatting of available size
information.
(ii) Homogenisation of photometry for LS DR 8 North sources (if

required).
(iii) Calculation of star-QSO probability for PSF sources. Note

that photo-𝑧 predictions are derived for all PSF sources regardless
of 𝑃star, with the associated uncertainties and 𝑃star used to inform a
final star-QSO classification alongside the photo-𝑧 uncertainties.
(iv) Calculation of GMM component membership and CSL

weights based on the source properties for the appropriate morphol-
ogy (Sections 3.1 and 3.2).
(v) Production of gpz++ input catalogues and prediction with

the associated trained gpz++ model for the corresponding GMM
component.
(vi) Adjustment of the output photo-𝑧 uncertainties as a function

of apparent magnitude and morphological type (Section 3.4).
(vii) Combination and formatting of all separate component and

morphology catalogues into a single output catalogue for a given
input catalogue.

By design, the full pipeline is ambivalent to the specific choicesmade
regarding the photo-𝑧 training (i.e. the number of GMMcomponents,
inclusion of CSL weights, threshold for training sample model mem-
bership), accounting for all necessary book-keeping and merging.
When used to predict photo-𝑧 estimates for the full LS DR8 cata-
logue in bulk, the processing is split into individual HEALPix order
3 regions.7 In the following section we present a detailed quantita-
tive analysis of the resulting photo-𝑧 estimates for the spectroscopic
test sample, including comparison to existing estimates in the lit-
erature and investigation of the photo-𝑧 performance of individual
sub-populations of interest.

4 PHOTO-𝑍 QUALITY

The goal of this work is to produce photo-𝑧 estimates that perform
well over the full range of source types and redshifts present in the LS
DR8 photometric catalogues. Fig. 8 presents a qualitative illustration
that demonstrates how well the full GPz methodology is able to
achieve this goal, showing the distribution of photo-𝑧 estimates as
a function of spec-𝑧 for the spectroscopic test sample where the

7 We note that when using 10 cores (20 threads) on an Intel Xeon W-2175
14C 2.5GHz processor, the full prediction pipeline is able to process∼ 3×106
sources per hour.

photo-𝑧 is deemed to be relatively reliable, i.e. that the uncertainty on
individual estimates are small. Specifically, here and in the remainder
of this work we define a permissive criteria that photo-𝑧 estimates
are well-constrained if

𝜎𝑧/(1 + 𝑧phot) < 0.2. (10)

For all resolved morphologies, the photo-𝑧 predictions are extremely
precise and reliable at 𝑧 < 1, with no evidence of systematic biases
and relatively few catastrophic outlier. Although exhibiting visibly
increased scatter, robust estimates for PSF sources (predominantly
QSOs) span 0.5 < 𝑧 < 3 and beyond.

4.1 Overall photo-𝑧 quality statistics

To provide a more quantitative analysis of the photo-𝑧 performance
and evaluate the range of parameter space for which they can be used
for different scientific analyses, it is important to characterise the sta-
tistical properties of the photo-𝑧 estimates. In addition to calculating
the 𝜎NMAD and OLF0.15 outlined above, in the following section we
also examine the photo-𝑧 performance including two additional statis-
tics: the relative outlier fraction,OLF3𝜎 , defined as |𝛿𝑧 | /(1+𝑧spec) >
3𝜎NMAD, and the bias, Δ𝑧 = median(𝛿𝑧/(1 + 𝑧spec)).
In Fig. 9 we show how 𝜎NMAD, OLF0.15 and Δ𝑧 vary as a function

of true redshift and apparentmagnitude,𝑚𝑧 , for the full spectroscopic
training sample (including all morphologies). As in Fig. 8, analysis
is restricted to photo-𝑧 that are estimated to be well-constrained
(satisfying Eq. 10) and free from significant source blending or opti-
cal artefacts. We find that both 𝜎NMAD and OLF0.15 follow a similar
trend, with average photo-𝑧 quality being a strong function of redshift
and magnitude - typically with accuracy, precision and outlier frac-
tion deteriorating for fainter magnitudes and the highest redshifts as
expected. The increase in scatter and outlier fraction towards fainter
magnitudes is most significant at 𝑧spec < 1, where the LS DR8 pop-
ulation is dominated by resolved morphologies. At 𝑧 > 1, where the
catalogue becomes dominated by luminous QSOs, the overall photo-
𝑧 precision and reliability is reduced compared to low redshift but
remains relatively consistent over a very broad range in redshift and
magnitude.
When examining the bias, we find that the bias remains negligible

across the majority of the redshift-magnitude space probed by LS
DR8. However, two distinct areas of parameter space exhibit signifi-
cant bias: very faint sources at 𝑧 < 0.3 which have photo-𝑧 estimates
that are significantly over-estimated, and QSOs at 2.5 . 𝑧 . 4 that
are biased towards low redshifts. In both cases, we postulate that the
poorer performance in these regions of parameter space is primarily
driven by the limitations in the available photometric information,
rather than a failure of the photo-𝑧 methodology itself or lack of
training data. In particular, for faint sources where no size or mid-IR
information are available, the lack of 𝑢-band photometry in LS DR8
means that we are unable to probe key features such as the Balmer
or Lyman break (see e.g. Fig. 2 and 3 of Abdalla et al. 2008, for
a systematic test on the impact of 𝑢-band photometry on photo-𝑧
estimates). Additionally, given the physical lower limit on redshifts
within the training sample (𝑧 = 0, excluding proper motion) and the
overall redshift distribution of sources with 𝑚𝑧 > 20, predictions for
faint low-redshift sources that are poorly constrained will naturally
be biased towards the higher redshifts at which the majority of the
training sources with comparable magnitudes reside.

MNRAS 000, 1–22 (2022)



12 K. J. Duncan

0.0

0.1

0.2

0.3

0.4

0.5

0.6
lo

g 1
0(

1+
z p

ho
t)

PSF

0.0 0.2 0.4 0.6

DEV

0.1 0.2 0.3 0.4 0.5 0.6
log10(1 + zspec)

EXP

0.0 0.1 0.2 0.3 0.4 0.5 0.6
log10(1 + zspec)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

lo
g 1

0(
1+

z p
ho

t)

REX

0.1 0.2 0.3 0.4 0.5 0.6
log10(1 + zspec)

COMP

0 0.2 0.5 1 2 3
zspec

0 0.2 0.5 1 2 3
zspec

0 0.2 0.5 1 2 3
zspec

0

0.2

0.5

1

2

z p
ho

t

0

0.2

0.5

1

2

3

z p
ho

t

Figure 8. Distribution of estimated photo-𝑧 as a function of true spectroscopic redshift for each morphological type in the spectroscopic test sample (i.e. sources
not included in any training or validation stage). Only sources with well-constrained estimates (𝜎𝑧/(1 + 𝑧phot) < 0.2) are included in the plot. Colour scales
illustrate the total number of sources in each cell with a logarithmic colour scale and the blue dashed and dotted lines illustrate the 1:1 and ±0.1 × (1 + 𝑧spec)
relations respectively.

4.2 Comparison with existing Legacy DR8 Photo-𝑧s

As outlined in Section 1, photo-𝑧 estimates for the full LS DR8 cat-
alogues do already exist within the literature. The most recent and
extensive of these estimates, presented by Zhou et al. (2021), employs
a random-forest machine learning approach applied to a combination
of colour, magnitude and shape information based on the LS cata-
logues. To enable a direct comparison with the estimates from Zhou
et al. (2021), we extract the photo-𝑧 predictions from both datasets
within two regions of the sky with dense spec-𝑧 sampling coverage
down to magnitude limits sufficient to provide a representative sam-
ple.Within the LS DR8North footprint, we use the region around the
NOAO Deep Wide Field Survey (NDWFS Jannuzi & Dey 1999) in
Boötes, which incorporates spectroscopic surveys such as the AGN
and Galaxy Evolution Survey (AGES; Kochanek et al. 2012). In LS
DR8 South we use the region around the XMM-LSS deep field,
which contains numerous redshift surveys across a broad range of
parameter space.

After matching both sets of photo-𝑧 estimates to the combined
spectroscopic sample, we restrict the sample to only those sources
which are free from source blending, are unaffected by masked re-
gions in the LS DR8 imaging and have low probability of being a star
(𝑃star < 0.2). We then calculate the photo-𝑧 quality statistics for both
sets of estimates as a function of spec-𝑧 using identical samples. To
estimate the potential variation in statistics given the smaller samples

used in this comparison, we calculate the quality statistics for 500
bootstrap samples of a maximum of 100 sources in each bin, taking
the median and 16/84th percentiles of the resulting distribution as
our estimate and corresponding uncertainties.
In Fig.10 we show the evolution of the key photo-𝑧 statistics for

both estimates as a function of spectroscopic redshift. Overall, both
sets of estimates provide excellent results at 𝑧 < 1, with low scatter,
outlier fraction and negligible bias. We note that the estimates of
Zhou et al. (2021) produce excellent results even beyond the param-
eter space for which they were designed. However, at the highest
redshifts where the LS DR8 photometric sample becomes domi-
nated by QSOs, our GPz estimates perform significantly better, with
substantially reduced bias (up to > 10× lower) and absolute outlier
fraction (OLF0.15; 2 − 3× lower). At 1 < 𝑧 < 2, where LS DR8
contains a mix of luminous galaxies and QSOs, the photo-𝑧 esti-
mates in this work are significantly less biased and have substantially
reduced fraction of catastrophic outliers (OLF3𝜎) at the expense of
marginally increased scatter. These overall statistics demonstrate the
difference in the respective intended use case and methodologies,
with the photo-𝑧 estimates produced here trading a small amount of
performance for bright and well sampled populations (e.g. 𝑧 < 1 and
𝑚𝑧 < 21) formuchmore robust estimates of rarer or faint populations
in LS DR8.
For studies at low redshift, where the lowest possible scatter and

bias for amagnitude selected and resolved population is essential (e.g.
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Figure 9. Robust scatter (𝜎NMAD; top), outlier fraction (OLF; middle) and
bias (Δ𝑧 ; bottom) as a function of spectroscopic redshift and 𝑧-band magni-
tude for the full spectroscopic test sample. For a cell to be plotted we require
a minimum of five galaxies.

clustering analysis of luminous red galaxies), the Zhou et al. (2021)
therefore offer some increased performance compared to those in
this work. However, due to the significant bias observed for high-𝑧
sources (incorrectly estimated to be 𝑧 < 1), purely photo-𝑧 selected
samples could be contaminated by interlopers. For studies that require
reliable photo-𝑧 estimates for the widest range of potential source
types, the photo-𝑧 estimates provided here should therefore provide
substantially more reliable and less biased results - with negligible
loss of precision for 𝑧 < 1 population.

0.0

0.1

0.2

0.3

0.4

0.5

NM
AD

Zhou et al. (2021)
This work

0.0

0.2

0.4

0.6

0.8

1.0

OL
F

OLF0.15
OLF > 3

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
log10(1 + zspec)

10 1

10 2
0

10 2

10 1

100

z

0 0.2 0.5 1 2 3 4 5
zspec

Figure 10. Photo-𝑧 performance metrics as a function for spec-𝑧 for the
estimates of Zhou et al. (2021, green circles) compared to those of this
work (gold squares). Figure panels show 𝜎NMAD (top), OLF0.15/OLF3𝜎
(middle) and Δ𝑧 (bottom). Error bars encompass the 16 to 84th percentiles
of 500 bootstrap samples, each containing a maximum of 100 sources. For
the definition of Δ𝑧 used in this work, positive values mean that photo-𝑧s are
biased to lower redshifts than the true redshift.

4.3 Performance for rare or extreme populations

In the following section, we explore the performance of our photo-𝑧
estimates for a number of rare but scientifically import subsets of the
LS DR8 photometric catalogues.

4.3.1 High redshift quasars

As partially illustrated in Section 4.2, a common problem for many
empirical photo-𝑧 estimates derived for samples that span a wide
range of source properties and redshifts is that predictions for the
highest redshift sources can become extremely biased towards low
redshift. These biases can be present even when the photometry
involved is able to probe key redshift features such as the Lyman
break and training samples extend beyond the relevant redshift range
(see e.g. Norris et al. 2019; Euclid Collaboration et al. 2020, for
examples across multiple datasets and machine learning algorithms).
To verify the performance of our photo-𝑧 estimates out to the highest
redshifts probed by the LS DR8 optical data, we select all sources
from the spectroscopic redshift sample retained for testing that have
both a predicted redshift of 𝑧phot > 4.5 and have uncertainties that
satisfy Eq. 10. The resulting 𝑧phot vs 𝑧spec distribution and associated
sample statistics are presented in Fig. 11.
We find that our photo-𝑧 estimates perform extremely well out to
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Figure 11. Comparison of predicted, 𝑧phot, vs true redshift, 𝑧spec, for the
highest redshifts probed by the spectroscopic test sample. Sources selected
to have 𝑧phot > 4.5 with well-constrained estimates (Eq. 10) are plotted as
solid blue circles with associated 1𝜎 uncertainties. Additional spectroscopic
test sample sources with 𝑧spec > 3.5 are shown as orange pentagons (1𝜎
uncertainties are also shown for 𝑧spec > 4.5 that are not selected through the
photo-𝑧 criteria).

the highest redshifts (even extending to 𝑧 ∼ 7), with the measured
robust scatter 𝜎NMAD = 0.05 and outlier fraction of OLF0.15 =

2.50%. Although a small number of sources have 𝑧phot estimates
significantly below the true redshift (see e.g. the 𝑧spec ∼ 6.5 source
with an estimate of 𝑧phot ∼ 4), the accurate photo-𝑧 errors produced
by our methodology means that such catastrophic failures can be
identified and excluded from scientific samples.
Given that the majority of current spectroscopically confirmed

QSOs at 𝑧 > 5 used for both training and testing were selected
using traditional Lyman-break colour selection techniques,we cannot
reliably quantify how our photo-𝑧 estimates will perform outside of
this traditional parameter space. The fact that the photo-𝑧 remain
reliable at 𝑧 ∼ 6, where QSOs are typically selected based on 𝑖 − 𝑧

colours not available in the LS DR8 catalogues, suggests that the
inclusion of WISE magnitude and colour information may enable
such extensions. However, spectroscopic confirmation of sources
selected in this way are required to verify the full potential of the
full photo-𝑧 sample. Nevertheless, these results demonstrate that our
photo-𝑧 estimates can potentially be used to select robust samples of
QSOs at 𝑧 > 4 across the full ∼ 19 400 deg2 of LS DR8, or aid in
the prioritisation or validation of candidates selected through other
criteria.

4.3.2 X-ray sources

With the launch of the extended ROentgen Survey with an Imag-
ing Telescope Array (eROSITA) on the Spectrum-Roentgen-Gamma
telescope (Predehl et al. 2021), we are now in a new era of sensitive
all-sky X-rays. In the coming years, spectroscopic surveys targeting
X-ray point sources and X-ray selected cluster members (Merloni
et al. 2019; Finoguenov et al. 2019) will yield highly complete spec-
𝑧 samples discovered in the eROSITA All-Sky Survey (eRASS).
However, precise and unbiased photo-𝑧s still remain a key tool for

exploiting eRASS across a wide range of scientific objectives. With
LS imaging offering the deepest available all-sky (or full extragalac-
tic sky) optical photometry available for eRASS source identification
(Salvato et al. 2021), the photo-𝑧s produced in this analysis offer a po-
tentially valuable resource. We therefore investigate how our photo-𝑧
estimates perform for X-ray selected population present in the LS
DR8 catalogues.
For bright X-ray sources over a large area, we consider sources

from the Second Rosat all-sky survey (2RXS; Boller et al. 2016)
and the XMM-Newton slew survey (XMMSL2)8. Robust optical
host-identifications and spec-𝑧s for the subset of these with opti-
cal spectroscopy are taken from the SPectroscopic IDentification of
eROSITA Sources (SPIDERS; Dwelly et al. 2017) survey, completed
as part of SDSS-IV. To supplement the bright X-ray catalogues, we
also include X-ray sources from the deep XMM-XXLNorth (Menzel
et al. 2016; Liu et al. 2016) and Chandra Deep Wide Field Survey
(CDWFS; Masini et al. 2020) fields. In total, the test sample of X-ray
soruces consists of 16,004 sources spanning a broad range of X-ray
flux densities, including significant statistics down to X-ray fluxes as
faint as 𝐹0.5−10 keV ∼ 3 × 10−15 erg cm−2 s−1, below the expected
final eROSITA survey depths (eRASS:8; Predehl et al. 2021). Of this
full sample, 14 207 have LS DR8 photometry free from artefacts or
significant source blending.
Overall, we find that the fraction of sources for which we can de-

rive well-constrained photo-𝑧 estimates is significantly lower than for
the general population, with only 55% of sources with clean photom-
etry having 𝜎phot/(1 + 𝑧phot) < 0.2. However, when examining the
demographics of the X-ray spectroscopic sample, we find that a sig-
nificant fraction of the sample are PSF sources at 𝑧spec < 0.5 where
our photo-𝑧 estimates are known to be less reliable (Section 4.1). The
increased uncertainty at 𝑧 < 0.5 can be seen in the distribution of
𝑧phot estimates as a function of 𝑧spec presented in Fig. 12, where all
sources in the X-ray sample with clean photometry are shown in the
background, while sources with well-constrained photo-𝑧 estimates
are over-plotted in solid colour. Crucially, we find that by imposing
cuts based solely on the predicted photo-𝑧 uncertainties (Eq. 10),
we can reliably select samples with accurate and unbiased photo-𝑧
estimates. In this regard, the performance for luminous X-ray sources
is comparable to that of X-ray faint sources with equivalent optical
properties.
To further investigate the dependence of our photo-𝑧 quality on

X-ray properties, we calculate the photo-𝑧 quality as a function of
observed X-ray flux, 𝐹𝑋 (specifically, 𝐹0.5−10 keV or 𝐹0.5−7 keV for
CDWFS), and spectroscopic redshift. The resulting statistics are pre-
sented in Fig. 13, with the sources spanning 3 orders of magnitude
in X-ray flux and extending to 𝑧 > 3. At 𝑧 < 0.5, we find that
the photo-𝑧 predictions with low uncertainties exhibit low scatter
(𝜎NMAD < 0.05) and low outlier fraction (< 10%) across a very
wide dynamic range in X-ray flux densities. As redshift increases,
we find that both scatter and outlier fraction increase in line with
trends observed for the wider optically selected population. Over-
all, our photo-𝑧 estimates perform comparably to dedicated template
based estimated derived using the same photometric data (Salvato
et al. 2021), with the key additional benefit of also providing high
quality estimates for the full optical population (Section 4.1). Our
photo-𝑧 catalogues therefore offer the ability to e.g. robustly separate
luminous background X-ray point-sources from foreground cluster
members (Klein et al. 2021; Bulbul et al. 2021) within one single
homogeneous resource across the full sky.

8 https://www.cosmos.esa.int/web/xmm-newton/xmmsl2-ug
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Figure 12. Distribution of predicted photo-𝑧 (𝑧phot) vs spec-𝑧 (𝑧spec) for a
sample of X-ray detected sources from a compilation of deep X-ray surveys
within the LSDR8 footprint. The colour scale illustrates the density of sources
(with logarithmic scaling), with all sources with clean photometry shown as
semi-transparent cells in the background and photo-𝑧 estimates satisfying
Eq. 10 over-plotted as solid colours.

4.3.3 Radio continuum detected sources

As with eROSITA and the X-ray sky, a new generation of wide
area radio continuum surveys with facilities such as LOFAR and
ASKAP are probing an order of magnitude fainter than previous
all-sky surveys (e.g. Shimwell et al. 2017). Together, the LOFAR
Two-metre Sky Survey (LoTSS; Shimwell et al. 2019) in the north-
ern hemisphere and the Evolutionary Map of the Universe (EMU;
Norris 2011) in the south will detect tens of millions of faint radio
continuum sources. The extreme diversity in optical properties for
radio continuum selected sources means that these new samples will
range from low-luminosity radio AGN and star-forming galaxies in
the nearby Universe through to the most distant luminous quasars at
high redshift (Gloudemans et al. 2021).
To measure the quality of the photo-𝑧 estimates as a function

of their radio properties we construct a sample of radio continuum
selected sources with spectroscopic redshifts from the LOFAR Two-
metre Sky Survey First Data Release (LoTSS DR1 Shimwell et al.
2019; Williams et al. 2019) over > 400 deg2. The wide area sample
from LoTSS DR1 is then supplemented with additional faint radio
sources from the Boötes field of the LoTSS Deep Fields First Data
Release (Tasse et al. 2021; Sabater et al. 2021;Kondapally et al. 2021;
Duncan et al. 2021). The combined sample contains 32 495 sources
at 0.01 < 𝑧 < 5, of which 26 957 have LS DR8 photometry free
from artefacts and significant blending and the radio continuum flux
densities range from 𝑆𝜈,144MHz < 80𝜇Jy to> 10 Jy (>5𝜎 detections)
- spanning the full dynamic range of the radio continuum population.
In Fig. 14 we show the distribution of photo-𝑧 vs spec-𝑧 distribu-

tion for the radio continuum sample. As above, we show all radio
sources sample with clean photometry shown in the semi-transparent
background, while sources photo-𝑧 uncertainties below our permis-
sive cut of 𝜎phot/(1 + 𝑧phot) < 0.2 are plotted in solid colour. Over
the full spectroscopic sample, we find that 89% of the radio spec-𝑧
sample meet this additional uncertainty criteria, significantly more
than for the X-ray selected population and indicative of the fact that
the radio spec-𝑧 population is dominated by resolved sources at 𝑧 < 1
for which our photo-𝑧 estimates are highly reliable. Similar to the X-
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Figure 13. Robust scatter, 𝜎NMAD (top), and absolute outlier fraction,
OLF0.15 (bottom), as a function of X-ray flux, 𝐹𝑋 (= 𝐹0.5−10 keV or
𝐹0.5−10 keV), and true redshift for the compilation of X-ray detected sources.
Statistics are calculated only for sources with 𝑧phot estimates deemed as well-
constrained, with a minimum of ten sources required per bin.

ray population, we find that the additional photo-𝑧 precision criteria
excludes a significant number of 𝑧spec < 0.5 sources with photo-𝑧
estimates 𝑧phot > 1.
Fig 15 presents the𝜎NMAD andOLF0.15 as a function of both spec-

𝑧 and 144MHz flux density, 𝑆𝜈,144MHz. Similar to trends observed
by Duncan et al. (2019), we find a clear evolution in the scatter and
OLF of the radio source populationwith 𝑧spec, with photo-𝑧 estimates
of high redshift sources being significantly worse than for sources
with similar radio flux density at low redshift. However, for a given
𝑧spec bin we find no evidence of strong variation in photo-𝑧 precision
or reliability as a function of radio continuum flux density (and hence
luminosity).
Compared directly to the photo-𝑧 estimates provided by Duncan

et al. (2019) for the same sample, we find that our photo-𝑧s for the
optically luminous QSO population perform marginally worse. For
sources in LoTSS DR1 estimates at 1 < 𝑧spec < 3 with reliable
photo-𝑧 in this work, the estimates from Duncan et al. (2019) have
𝜎NMAD = 0.091 and OLF0.15 = 19.5%, while the photo-𝑧s in this
work have 𝜎NMAD = 0.103 and OLF0.15 = 22.8%. We postulate
that the reasons for Duncan et al. (2019) performing better in this
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Figure 14. Distribution of predicted photo-𝑧 (𝑧phot) vs spec-𝑧 (𝑧spec) for a
sample of low-frequency radio continuum detected sources within the LS
DR8 North catalogues. The colour scale illustrates the density of sources
(with logarithmic scaling), with all sources with clean photometry shown
as semi-transparent cells in the background and well-constrained photo-𝑧
estimates over-plotted as solid colours.

regime are two-fold: firstly, the inclusion of additional 𝑖 and 𝑦-band
photometry in the GPz estimates, and secondly, due to training GPz
estimates specifically for identified optical QSO population (cf. the
more generalised approach in this work). Outside of this specific
parameter space, where the overall reduction in quality is only of
order ∼ 10%, the photo-𝑧s produced in this work significantly out-
perform those provided by Duncan et al. (2019). The estimates in this
work have ∼ 35% lower scatter and outlier fraction at 𝑧spec < 1 and
∼ 3 − 4 times lower scatter and bias at 𝑧spec > 3. Given the overall
performance of our photo-𝑧s for radio continuum selected sources,
the catalogues produced in this work offer a valuable resource for
exploiting the new generation of wide area radio continuum surveys.

5 PHOTO-𝑍 PREDICTIONS FOR THE FULL LS DR8

Following the validation of the final photo-𝑧 performance and relia-
bility, photo-𝑧 predictions for the full LS DR8 sample were produced
by processing each of the 123 and 349 distinct HEALPix regions for
LSDR8North and South respectivelywith the pipeline steps outlined
in Section 3.5. As outlined in Section 2.1.1, catalogues were limited
to LS DR8 bricks with at least one exposure in all three optical bands
and luminous bright Gaia sources (type = ‘DUP’) were excluded.
In total, 323 213 867 and 1 252 523 992 sources LS DR8 North and
South respectively were processed through the pipeline. However,
these full optical photometry catalogues will contain many sources
for which photo-𝑧 estimates are not valid, or reliable. This may be the
case either because the source is a star, or because the photometric
is adversely effected by imaging artefacts, neighbouring bright stars
(e.g. through diffraction spikes) or due to very significant blending
between close objects.
To allow for high quality scientific samples to be easily selected

from the full photo-𝑧 catalogues, we define a set of simple criteria
to select sources for which photo-𝑧 estimates are expected to be
relatively unbiased and accurate enough for general astrophysical
studies. Photometry for a given object is deemed to be ‘clean’ if the
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Figure 15. Robust scatter, 𝜎NMAD (top), and absolute outlier fraction,
OLF0.15 (bottom), as a function of radio continuum flux density and true
redshift for the LoTSS 144 MHz radio continuum detected sources with
available spec-𝑧. Statistics are calculated only for sources with photo-𝑧 esti-
mates deemed as well-constrained, with a minimum of ten sources required
per bin.

following criteria are satisfied:

fracflux_𝑥 < 0.33 or 𝑆/𝑁 (𝑥) < 2 (11)

and

maskbits = 0 (12)

where 𝑥 is each of the three optical bands, 𝑔, 𝑟 and 𝑧. Allowing
fracflux_𝑥 > 0.33 for objects which have 𝑆/𝑁 (𝑥) < 2 ensures
that objects which are genuinely non-detections in a particular band
(e.g. high-redshift sources) are not excluded due to low levels of
contaminating flux fromneighbouring objects. In addition, to exclude
likely stars we require

𝑃star < 0.2, (13)

for unresolved optical sources. Finally, estimates are deemed plausi-
ble if they satisfy the uncertainty criteria outlined in Eq. 10.
One of the key advantages of the GPz algorithm is its ability

to account for noise from the training data when deriving uncer-
tainty estimates. Sources with properties not well modelled by the
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Table 2. Total sample sizes for the full optical catalogues processed in this
analysis, the subset which pass the criteria for ‘clean’ photometry (Eq. 11 and
12), and the number predicted to have good quality photo-𝑧 estimates based
on the combination of quality criteria outlined in the text.

Morphology Total Clean Photometry ‘Good’ Photo-𝑧

North

PSF 135 630 162 109 369 165 41 938 327
DEV 15 445 582 13 058 724 13 050 326
EXP 24 354 533 21 777 404 21 388 924
REX 147 576 416 132 511 841 123 654 049
COMP 207 174 145 098 127 708

All 323 213 867 276 862 232 200 159 334

South

PSF 571 512 918 489 858 010 205 831 876
DEV 42 818 253 37 032 451 37 006 782
EXP 114 955 799 105 469 819 100 327 246
REX 522 373 297 477 763 969 406 110 027
COMP 863 725 660 308 595 708

All 1 252 523 992 1 110 784 557 749 871 639

spectroscopic training sample (i.e. stars) therefore have large pre-
dicted uncertainties, even if the noise on the input magnitudes are
extremely small. Examining the GPz predictions for spectroscopi-
cally confirmed stars in LS DR8 (from SDSS DR14, Section 2.3),
we find that using solely the photo-𝑧 uncertainty cut is able to suc-
cessfully remove 93.9% of SDSS stars from the sample. Requiring
𝑃star < 0.2 alone successfully excludes 98.9% of stars. However,
when combined the criteria in Eq. 13 and 10 are able to exclude
99.9% of stars in the SDSS spectroscopic sample. Exploring the ef-
fectiveness of these cuts as a function of optical magnitude we find
that the purity does decline for fainter sources, ranging from 100%
of SDSS stars excluded at bright magnitudes down to 97.0+1.3−2.2% at
𝑚𝑧 = 21.5 (where the uncertainty is derived solely from binomial
uncertainties from sample statistics).
Table 2 summarises the total photometric sample processed in this

analysis for both LS DR8 North and South, as well as the number of
sources that satisfy the quality criteria outlined above - deemed to be
‘good’ photo-𝑧 predictions. Combining the two samples following the
approach taken by the LS DR8 team (where LS DR8 North sources
are only included at 𝛿 > 32.375◦ and in the North galactic plane),
the total number of unique sources with ‘good’ photo-𝑧 estimates
is 936 131 489. Averaged over all source morphologies, the fraction
of sources with good photo-𝑧 estimates is similar between the two
datasets (61.9% and 59.9% in the North and South respectively).
As expected, significantly fewer sources with PSF morphology have
good photo-𝑧 predictions, consistentwith themajority of bright point-
sources in the LS DR8 optical catalogues being stars. The fraction
of PSF sources with good photo-𝑧s is also seen to vary strongly
with galactic latitude, ranging from only ∼ 15% of PSF sources with
good estimates at galactic latitudes of |𝑏 | < 20◦, up to ≈ 45% at
|𝑏 | > 80◦. Similar trends with galactic latitude are seen for resolved
morphologies, but with weaker evolution. For example, the fraction
of exponential morphologies with good photo-𝑧 estimates ranges
from ≈ 70% to ≈ 90% over the same range. The decline in photo-𝑧
reliability for resolved sources is driven primarily by the impacts of
increasing source density (particularly of bright sources), with half
of the increase in poor photo-𝑧s attributed to the increased fraction of
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Figure 16. Distribution of photo-𝑧 point-estimates for sources in the LS
DR8 catalogues with good quality photo-𝑧 estimates. Solid and dashed lines
represent the median source density per unit redshift across all HEALPix
regions inLSDR8North andSouth respectively,with shaded regions illustrate
the corresponding inter-quartile ranges. Thick lines show the median source
density per unit redshift for sources with 𝑚𝑧 < 21, illustrating that the two
datasets produce consistent predictions for the same magnitude limit.

sources affected by masked pixels (e.g. due to bright stars, diffraction
spikes etc.).
When comparing statistics for the two datasets, the most signif-

icant difference occurs for round exponential morphologies (REX),
which constitute the majority of resolved sources in both datasets.
Given the excellent consistency between North and South for both
spec-𝑧 test samples and with each other (see Appendix A), we at-
tribute the lower fraction of good estimates in LS DR8 South to the
increased optical depth resulting in the detection greater numbers of
higher redshift (𝑧 > 1) sources, for which the photo-𝑧 estimates are
less precise. In Fig. 16 we show the distribution of 𝑧phot per unit
area of sources with good photo-𝑧 estimates in both datasets (not
accounting for the full posterior predictions of individual sources).
At 𝑧 < 1, where resolved morphologies constitute a large fraction
of the extragalactic population, the photo-𝑧 distributions (averaged
over all HEALPix regions) for North and South are in extremely
strong agreement. Above 𝑧 > 1, LS DR8 South provides additional
well-constrained photo-𝑧 estimates compared to North, but follows a
similar decline in the source density of robust estimates as redshift
increases – in both datasets the good photo-𝑧 estimates extend be-
yond 𝑧 > 6 (see Section 4.3.1). The extremely tight agreement in the
predicted redshift distribution of bright optical samples (𝑚𝑧 < 21;
thick solid and dashed lines respectively) supports the conclusion
that the primary cause of the difference in predictions for LS DR8
North and South is the depths of the optical photometry.

5.1 Photo-𝑧 catalogues

Table 3 presents information on the columns available in the photo-𝑧
catalogues, while Table 4 provides an example of the catalogues for
the first ten sources in LS DR8. Key object identifier and positional
information from the underlying LS DR8 photometric catalogues is
included to enable unambiguous matching to other columns avail-
able in LS DR8 (including underlying flux information and addi-
tional morphological properties). The catalogues provided in this
work contain information for all optical sources processed through
the GPz pipeline, regardless of the reliability of the resulting esti-
mates. Sources that appear in both LS DR8 North and South optical
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catalogues will have separate photo-𝑧 predictions based on the two
sets of photometry and we provide all available predictions. For con-
sistencywith the convention used by the Legacy Survey collaboration
we recommend users follow the approach used above, using LS DR8
North predictions for sources at 𝛿 > 32.375◦ in the North Galactic
Cap (𝑏 > 0◦) and LS DR8 South predictions otherwise.
In addition to the main photo-𝑧 prediction and calibrated 1-𝜎

uncertainties, a separate flag is provided for all sources indicating
whether they satisfy the criteria for ‘good’ photo-𝑧 prediction (Eq.10–
13). As outlined above, this photo-𝑧 quality flag is able to reliably
exclude most bright stars and extragalactic sources with unreliable
estimates, allowing for robust samples over a wide range of parameter
space. However, we caution that with the full sample reaching over &
109 sources, no single assessment criteria can offer 100% reliability
for all potential scientific uses. We therefore encourage users of the
photo-𝑧 catalogues to incorporate additional sample selection criteria
appropriate for their specific target population and scientific goals.

5.2 LS Data Release 9 and future prospects

The photo-𝑧 catalogues produced in this work are based on DR8 of
the LS optical catalogues, the latest available at the point predictions
for the full optical samples commenced (Section 5). Subsequent to
this analysis, Legacy Surveys DR99 was made public. While LS
DR9 does not include significant new optical imaging, it does in-
clude additional NEOWISER observations that increase sensitivity
in WISE bands as well incorporating several improvements to the
pipeline processing. Future applications of the method to LS DR9
therefore offers the potential for additional small improvements in
photo-𝑧 quality and greater sample sizes.
Independent of any changes or expansion to the underlying photo-

metric catalogues available, the commencement of a new generation
of galaxy and cosmology spectroscopic surveys means that spectro-
scopic training samples available for photo-𝑧 estimation will grow
rapidly in the coming years. Most relevant in this landscape is the
DESI survey (DESI Collaboration et al. 2016), which will provide
both magnitude selected samples at low redshift and colour selected
samples of cosmological tracers out to higher redshift (including
emission line galaxies at 𝑧 ∼ 1 and QSOs at 𝑧 > 2). The WEAVE-
LOFAR survey (Smith et al. 2016) will also soon provide spec-𝑧
measurements for > 105 radio continuum selected sources, provid-
ing training samples hugely complementary to those derived from
optical selection. Additionally, surveys in the southern hemisphere
with the forthcoming the 4-metre Multi-Object Spectroscopic Tele-
scope (4MOST; de Jong et al. 2019) will provide large spectroscopic
samples across a broad range of galaxy and AGN types, including
dedicated follow-up of eROSITA selected X-ray sources will further
expand the available training samples in the coming years (Merloni
et al. 2019).
There is therefore potential for significant improvements in the

precision and reliability of photo-𝑧 estimates for the LS datasets
(and future large area optical surveys). The methodology outlined in
this work is well suited to benefit from these new training samples,
with the GMM population division and CSL weighting steps able to
maximise the impact of training samples in new or previously under-
sampled regions of parameter space. As training samples increase,
the optical parameter space can be further divided (or better mod-
elled) with GMMs, either with additional components or extension
to higher dimensions, while still providing sufficient training and test

9 https://www.legacysurvey.org/dr9/

samples for GPz. Further optimisation of the photo-𝑧 methodology
itself is also still possible, for example through dynamic allocation of
additional GP basis functions toGMMcomponentswith significantly
larger training samples (reallocating from models with significant
over-fitting found from the validation sample).

6 SUMMARY AND CONCLUSIONS

In this paper we present new photometric redshift (photo-𝑧) esti-
mates derived for the DESI Legacy Imaging Surveys Data Release
8 (LS DR8), covering almost the full extra-galactic low-extinction
sky (∼ 19 400 deg2). By design, our photo-𝑧 estimation methodology
aims to produce robust photo-𝑧 predictions for all populations present
in the optical catalogues, ensuring that predictions for rare but sci-
entifically valuable populations are given comparable weight to the
more numerous populations that can typically dominate traditional
empirical (or machine-learning) photo-𝑧 training procedures.
Our method employs Gaussian mixture models (GMMs) derived

from the colour, magnitude and size properties of both the training
and full optical samples. Using these purely data-driven models, we
are able to divide the observed population into different regions of
parameter space and to weight the training samples based on the rela-
tive density of the training and full populations. The sparse Gaussian
processes redshift code, GPz, is then used to derive photo-𝑧 esti-
mates for individual regions of observed parameter space, including
cost-sensitive learning weights derived from the GMMs to mitigate
against biases in the spectroscopic training sample. For unresolved
optical sources (PSF morphologies in the LS DR8 catalogue), sep-
arate GMMs are used to calculate tentative star-QSO classifications
based on literature spectroscopic training samples - ensuring that the
primary GMM based population division and weights are not bi-
ased by contamination from stars in the optical sample. Subsequent
to photo-𝑧 prediction, we perform an additional calibration step on
the predicted uncertainties, significantly improving the population
averaged accuracy of the uncertainty estimates.
In comparison to other photo-𝑧 predictions available in the liter-

ature for the same optical population, we find that our photo-𝑧 esti-
mates offer substantially improved reliability and precision at 𝑧 > 1,
with negligible loss in accuracy for brighter, resolved populations at
𝑧 < 1. Examining the photo-𝑧 predictions for key sub-populations of
the full optical sample, we find that our photo-𝑧s are able to provide
extremely high quality predictions for some of the rarest populations,
including QSOs out to 𝑧 > 6 and luminous star-forming galaxies and
AGN selected via deep radio continuum or X-ray observations. With
appropriate quality cuts, our photo-𝑧 predictions for X-ray and radio
continuum selected populations can be used over a wide range in
parameter space - with low robust scatter (𝜎NMAD < 0.02 − 0.10)
and outlier fraction (OLF0.15 < 10%) at 𝑧 < 1 across a broad range
of X-ray or radio continuum flux (densities). The photo-𝑧 catalogues
provided in this work therefore offer enormous potential value for
new generations of all-sky X-ray (eROSITA) and radio continuum
surveys (LOFAR, ASKAP), whilst still offering extremely high pre-
cision and reliability for broader optically selected samples.
Alongside the photo-𝑧 prediction and associated uncertainty for

all 1.6 × 109 optical sources processed in this analysis, we provide
a simple photo-𝑧 reliability flag that incorporates photometric qual-
ity flags, source contamination, star-QSO probability and photo-𝑧
precision. Combining both LS DR8 North and South datasets, the
catalogues provided in this work offer high quality photo-𝑧 predic-
tions for > 9 × 108 galaxies across the bulk of the extragalactic sky,
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Table 3. Format of the LS DR8 North and South photo-𝑧 catalogues produced in this work. Full catalogues can be accessed online through the Vizier catalogue
service as well as the NOIRLab Astro Data Lab.

Column Units Description

id Unique object identifier combining release, brickid and objid
release LS DR8 release number - denoting the camera and filter set used
brickid LS DR8 brick number [1,662174]
objid LS DR 8 catalogue object number within this brick
ra deg Right ascension (J2000)
dec deg Declination (J2000)
type Optical morphological model: PSF, REX, DEV, EXP or COMP
pstar 𝑃star - star likelihood based on colours from GMM star-QSO classification (Valid only for PSF sources)
gmmcomp Best-matching GMM component used to derive photo-𝑧 estimate
zphot Photo-𝑧 estimate (mean of the normally distributed photo-𝑧 posterior)
zphot_err Uncertainty on photo-𝑧 estimate (standard deviation of the normally distributed photo-𝑧 posterior)
flag_clean Photometry reliability flag, = 1 for sources free of blending or imaging artefacts (Eq. 11 and 12).
flag_qual Photo-𝑧 reliability flag, 1 for sources expected to have well-constrained estimates (flag_clean and satisfying Eq. 10 and 13).

Table 4. Example of the LS DR8 photo-𝑧 catalogues produced in this work, showing the first 10 entries of the North catalogue. Column descriptions are as
outlined in Table 4.

id release brickid objid ra dec type pstar gmmcomp zphot zphot_err flag_clean flag_qual

8001655327000001 8001 655327 1 134.491665 78.375823 PSF 0.056 P3 1.099 0.202 1 1
8001655327000002 8001 655327 2 134.485347 78.376252 REX 0.005 R4 0.940 0.129 1 1
8001655327000003 8001 655327 3 134.494718 78.376295 REX 0.006 R8 0.949 0.148 1 1
8001655327000004 8001 655327 4 134.533553 78.375083 PSF 0.225 P1 0.808 0.272 0 0
8001655327000006 8001 655327 6 134.517881 78.377070 PSF 0.002 P0 0.676 0.702 0 0
8001655327000007 8001 655327 7 134.516587 78.376066 PSF 0.001 P1 0.715 0.228 0 0
8001655327000008 8001 655327 8 134.488446 78.377107 REX 0.001 R5 0.909 0.242 1 1
8001655327000013 8001 655327 13 135.463593 78.375506 REX 0.003 R0 0.927 0.252 1 1
8001655327000021 8001 655327 21 134.586454 78.376363 REX 0.000 R4 0.515 0.079 1 1
8001655327000023 8001 655327 23 134.575900 78.377192 DEV 0.003 D3 0.414 0.098 1 1

making it one of the most extensive samples of redshift estimates
ever produced.
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Figure A1. Difference in predicted photo-𝑧 between LS DR8 North and
South, as a function of apparent 𝑟 -band magnitude, 𝑚𝑟 . The upper panel
shows the absolute photo-𝑧 offset, while the lower panel shows the offset
normalised by the combined photo-𝑧 error (with errors added in quadrature).
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APPENDIX A: COMPARISON OF LS DR8 NORTH AND
SOUTH PREDICTIONS

To allow our photo-𝑧 training to incorporate training samples across
both LS DR8 North and South datasets, optical magnitudes from
LS DR8 North used in this analysis are homogenised to match the
photometric system of South based on the observed offsets within
overlapping regions (see Section 2.1.3). It is crucial to verify that
these corrections do not result in any small-scale biases that could
impact scientific analysis of samples that span both datasets. While
no evidence for statistical biases in the resulting photo-𝑧 estimates
can be seen in comparison with corresponding spec-𝑧 estimates, the
spec-𝑧 test sample represents only a limited subset of the full photo-
𝑧 catalogues. We therefore perform a direct comparison between
the two photo-𝑧 predictions derived for sources in the region with
overlapping observations from both LS DR8 North and South.
For a random subset of the full sample of galaxies in the overlap-

ping region, we positionally cross-matched the output photo-𝑧 cat-
alogues - keeping matches within a conservative limit of 0.35′′(the
pixel scale of the underlying imaging). Limiting our analysis to only
those sources with reliable photo-𝑧 estimates in both catalogues
(flag_qual = 1), we explore the difference in predicted photo-𝑧
as a function of a number of properties.
In Figs. A1, A2 and A3 we show the difference in photo-𝑧 for

the random sample as a function of apparent magnitude, colour and
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Figure A2. Difference in predicted photo-𝑧 between LS DR8 North and
South, as a function of optical colour, 𝑔−𝑟 in the LS DR8 North photometry.
The upper panel shows the absolute photo-𝑧 offset, while the lower panel
shows the offset normalised by the combined photo-𝑧 error (with errors added
in quadrature). Although the colour corrections are dependent on 𝑔 − 𝑧, we
find no evidence for systematic offsets in the resulting photo-𝑧 predictions.
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Figure A3. Difference in predicted photo-𝑧 between LS DR8 North and
South, as a function of photo-𝑧, 𝑧North. The upper panel shows the absolute
photo-𝑧 offset, while the lower panel shows the offset normalised by the
combined photo-𝑧 error (with errors added in quadrature).
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predicted redshift (LS DR8 North) respectively. In all figures, the
background colour distribution shows the density of sources with
arbitrary scaling, with black circles and corresponding error bars
showing the median and 16 to 84th percentiles for bins. When exam-
ining both the absolute photo-𝑧 offset, Δ𝑧 = 𝑧North − 𝑧South, and the
error normalised offset, Δ𝑧/𝜎𝑧 (where 𝜎2𝑧 = 𝜎2

𝑧,North +𝜎
2
𝑧,South), we

find no significant offset between the two predictions. Across all mag-
nitudes and colours, we find offsets that are� 1𝜎, demonstrating that
the homogenisation step and any differences in softening parameter
used to derive asinh magnitudes have no significant impact on the
resulting photo-𝑧 predictions. At 𝑧 > 1, we do observe an increase
in the difference between photo-𝑧 predictions, but still remaining
at below the 1𝜎 level. In this analysis we limit our comparison to
𝑧 < 1.3 as our overlap sample does not provide sufficient statistics of
high-𝑧 sources beyond this redshift range. However, in Section 4.3.1,
we find no evidence for systematic differences in the highest redshift
sources present within the wider sample and are therefore confident
that any systematic effects are negligible compared to the uncertainty
on individual sources.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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