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Abstract

For citizens of a nation to have a faith in its democracy, they must be assured of the

integrity of the ballots, secrecy of the ballots and reliability of the outcome of the

election after ballots have been counted.

In most electronic voting schemes (EVS) both in the literature and practical schemes

deployed, trust is placed on various entities in the voting process to act honestly, if

this trust assumptions hold, then the security requirements of an e-voting scheme is

achieved. However, these trust assumptions may not always hold in practical deploy-

ment due to threats that exist in the real world that may not have been considered as

at time of design.

Eligibility verifiability is an important security requirement of a Voting Scheme, if

this requirement is not satisfied then ballot stuffing, ineligible voting and impersonation

of legitimate voter cannot be prevented. These forms of electoral fraud have been widely

reported in many elections around the world.

End-to-End Verifiability in EVS, gives voters assurance their votes have been cast-

as-intended, recorded-as-cast and counted-as-recorded. However, in many End-to-End

EVS, voter authentication is done externally to the voting scheme. An example is the

Prêt-à-Voter schemes [62] that relies on poll-workers to authenticate voters using non

technical mean. If these trust assumptions are broken, then the security requirements

are not met. This breach in trust gives rise to the notion of an untrustworthy voting

environment.

In this thesis we define two untrustworthy environments and the threats in these

environments, making them unsuitable for elections. We propose Electronic Voting

Schemes that addresses the threats that exists in these Untrustworthy Environments.

Finally, we incorporate our generic schemes into existing Electronic Voting Schemes,

do a security analysis and show that our schemes achieves eligibility verifiability as well

as other security requirements of an EVS.
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Chapter 1

Introduction

For citizens of a nation to have faith in its democracy, they must be assured of the

integrity of the ballots, secrecy of the ballots and reliability of the outcome of the

elections after ballots have been counted. In most electronic voting schemes, both in

the literature and schemes deployed for binding elections, trust is placed on various

entities in the voting process to act honestly, if these trust assumptions hold, then the

security requirements of an electronic voting scheme is achieved.

However, these trust assumptions may not always hold in practical deployment due

to threats that exists in actual binding elections that may not have been considered as

at the time of design. This breach in trust gives rise to the notion of an untrustworthy

environment, which we define later in the thesis as a voting environment where voters

and poll-site officials may be potentially corrupt, hence requiring extra security to

mitigate against potentially malicious behaviour.

In many countries in the world, more so in developing economies, voter registration

still remains a highly contested part of the electoral process. This is because of inade-

quate means of identifying legitimate voters due to poor documentation1 thus creating

an avenue for electoral fraud. Hence, eligibility verifiability is a very important security

requirement in mitigating electoral fraud such as ballot stuffing, ineligible voting and

1https://www.cgdev.org/blog/finding-missing-millions-identity-and-sdgs
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impersonation of legitimate voters. In many electronic voting schemes, voter authen-

tication is done externally to the voting scheme. An example is the Voter Verifiable

Scheme (vVote) [159] used in the State of Victoria in Australia which relied on poll-

workers to authenticate voters and prevent ballot stuffing using human procedures and

processes.

In this thesis, We discuss issues that motivates electoral fraud and identify some of

the threats that exists in real world binding elections. Based on these issues we define

two untrustworthy voting environments.

We do a security analysis of some electronic voting schemes based on our threat

model and show why these schemes are not secure in an untrustworthy voting envi-

ronment. Based on the existing infrastructure in our defined voting environment, We

propose a novel generic mutual authentication scheme that addresses the issues of voter

and ballot authentication whilst still preserving anonymity of the voter in an untrust-

worthy voting environment. Our proposed scheme is a front of a voting scheme which

we then incorporate into existing e-voting techniques such as mix-nets and blind sig-

nature schemes. A formal verification of our proposed scheme using Scyther to show it

satisfies the eligibility verifiability and other e-voting security requirements is done.

Finally, we do a threat analysis of an untrustworthy mobile voting environment and

propose a novel voting scheme using group signatures and Trusted Execution Environ-

ment of a mobile device.

1.1 Motivation for Research

Voting has existed in communities for a long time and it is the process the populace

use in expressing their political choices in a bid to elect candidates into office. In

traditional paper based schemes (TPBV), votes are cast using paper ballots usually

using the Australian Ballot System. In the Australian Ballot System, the names of

candidates and parties are printed on a paper ballot. Voters are handed a blank ballot

17



after authentication, voters can either tick a box next to their preferred candidate,

write in a candidate or thumb print on their preferred candidate using an Ink, after

which the completed ballot is dropped in a ballot box. The ballots are then collated

and counted manually to get a result.

Electronic voting on the other hand is voting using some form of electronic means.

Electronic voting promises to improve on on shortcomings of TPBV by improving on

speed, flexibility, security and accuracy of the voting process. However, most countries

have not adopted electronic voting despite all its promises. This is mainly due to new

threat realities that exists in an electronic voting environment that did not exist in

traditional paper based schemes. Furthermore, achieving security properties such as

ballot secrecy, individual verifiability, eligibility which is easily achievable in TPBV in

certain environments, is not trivial to achieve in EVS.

Remote electronic voting (REV) which is voting over the internet in an unsupervised

environment creates some extra threats that are easier to address in a supervised voting

environment. As an example, in TPBV and supervised electronic voting, a voter goes

into a private voting booth, casts a ballot with no one looking over his or shoulders.

Where as in REV, it is difficult to prevent someone watching how a voter voted or

voting on behalf of a voter. More importantly, if voters are not properly authenticated

then the voting system cannot tell if an eligible voter or an ineligible voter has voted.

If ballots are not authenticated, then the system cannot prevent ballot stuffing.

Usability of a voting scheme is important to consider when building a voting scheme

intended for use in real world binding elections. Electronic voting schemes require

complex cryptographic techniques to satisfy e-voting security requirements, this makes

voting schemes complex and difficult to explain to the majority of voters that are

non-technical. Furthermore, a simple system malfunction, cryptographic vulnerability

or attack on an EVS can have major adverse effect on the outcome of the election

as compared to TPBV elections. These issues and many more have slowed down the

18



adoption of REVS in advanced democracies [139] despite its positives.

Nevertheless, since verifiable electronic voting was introduced by Chaum in 1981,

there has been massive progress made in the research and implementation of electronic

voting schemes. Some countries have adopted electronic voting and used it in binding

elections [159, 78]. In developing economies and hostile environments such as countries

in Sub-Saharan Africa, Middle East, Asia etc. there is a clamour for the adoption

of electronic voting systems. The main driver for the campaign is the promise that

electronic Voting will mitigate some of the electoral fraud that currently affects the

integrity of elections in these regions. Many countries in these regions struggle with

proper documentation of citizens2, which inevitably has an impact on the electoral

register. Furthermore, lack of widely accepted legal forms of identification of voters,

creates an opportunity for electoral fraud. These electoral frauds have been widely

reported [40, 72] and it includes ballot stuffing, voter impersonation, illegitimate voting,

under age voting and voter disenfranchisement.

Pre-election violence and violence on election day have also been widely reported [32,

71, 143, 54] in elections. This violence sometimes lead to loss of lives. This has created

voter apathy, which has adversely affected voter turn out in elections in some countries.

In the 2019 Nigerian elections, it was reported that only 34.75%3 of eligible voters ac-

tually voted on election day, which is the second lowest participation rate in the history

of elections in Africa4. Some of the reasons for the low turnout were linked to voter’s

not believing their votes would count; fear for voter’s safety due to election violence;

over militarization in some regions and poor planning that lead to delay in delivering

electoral materials5 to polling stations.

Nevertheless, some of these countries are adopting some form of technology in the

electoral process to improve voters confidence in the electoral process. The willing-

2https://www.cgdev.org/blog/finding-missing-millions-identity-and-sdgs
3https://www.idea.int/data-tools/continent-view/Africa/40?st=pre#rep
4https://www.icirnigeria.org/2019-election-nigeria-has-the-lowest-voter-turnout-in-africa/
5https://www.icirnigeria.org/voter-turnout-for-presidential-nass-election-is-lowest-in-recent-

history-here-is-why/
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ness by these governments in accepting the use of technology, can encourage further

adoption of end to end electronic voting systems, which is believed will improve voter’s

participation and election integrity. Currently, Ghana, Nigeria, Congo, Cameroon,

Kenya, Pakistan amongst other countries have adopted biometric technology for voter

authentication [80, 137, 100] to reduce illegitimate voting and voter impersonation.

This has brought some improvement but there is still a lot of work to be done.

Smartcard technology for electronic identification is being adopted by many coun-

tries in the world. Both in developing and advanced economies, citizens are being

issued Electronic ID cards (eID). Some of these eIDs have biometric verification and

cryptographic capabilities which is leveraged on to grant citizens access to government

resources and payment solutions. In Estonia [78], the eID issued to citizens is used for

voting in binding elections. In Nigeria [74], the biometric capability of the eID issued

to citizens is used to authenticate voters during elections before voters are allowed to

cast ballots.

Electronic voting schemes in the literature can either be generic and suitable for

many environments or designed specifically for a particular environment. When these

schemes are being designed certain trust assumptions are made about the voting en-

vironment. In real world deployment some of the trust assumptions about the voting

environment, the technology used and cryptographic techniques that underpins the

protocol may not hold which then makes the voting scheme vulnerable to attacks. This

is may be because proper threat analysis have not been done, attacker’s motivation,

socio-economic issues etc. may not have been considered thoroughly during the de-

sign or deployment of the voting system. Also, the schemes may not be End-to-End

verifiable.

End-to-End verifiable voting schemes are meant to guarantee voters that their

votes have been cast-as-intended, recorded-as-cast and any interested parties can ver-

ify that ballots have been counted-as-recorded. However, in some end-to-end voting
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schemes [159], eligibility verifiability is done external to the rest of the protocol, this

creates vulnerabilities that can be exploited to carry out further attacks to compromise

the integrity of the election if deployed in the instance of real world untrustworthy en-

vironment defined in this thesis as Untrustworthy Environment I . We consider

this possibility later in the thesis and carry out security analysis on existing voting

schemes to show how this can be exploited.

Mobile devices have progressed over the years from simple mobile phones used to

send messages and receive phone calls to full computing devices. With billions of mobile

devices used around the world[35], a mobile device is an attractive option for electronic

voting schemes in a hostile voting environment, where the safety of voters is a concern.

On the other hand, the internet was not designed with security in mind, so naturally,

connected mobile devices inherit some of the inherent security weaknesses that comes

with the internet. Moreover, malwares have become more prevalent in mobile devices

and some of the common attack vectors includes browsing suspicious websites, phishing

attacks and download of malicious applications on devices. This makes mobile devices

an untrustworthy environment, which leads us to Untrustworthy Environment II

which we mentioned earlier and define further in Chapter 6.

Many mobile devices in use today have a Trusted Execution Environment within

it that provides security for applications even in the face of an adversary. Considering

some of the threats to free and fair elections, such as ballot box snatching, voter

intimidation, pre-election violence, election result manipulation etc. that exists in a

hostile voting environment (Untrustworthy Environment II), voting using a mobile

device will be pivotal in addressing these security challenges whilst still improving voter

participation and flexibility.

Our main motivation for this thesis, is to build electronic voting schemes suitable

for elections in untrustworthy voting environments that mitigate electoral fraud that

mainly stems from inadequate means of providing eligibility verifiability in elections.
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Our proposed schemes will be built on existing infrastructures, technologies and pro-

cedures that governments and citizens of these countries are familiar with and already

in use in some elections. These technologies include biometric authentication, multi

application electronic identification cards and TEE enabled mobile devices.

1.2 Research Question

RQ-1 Is the assumption that pollsite officials are trustworthy enough to prevent voter

impersonation, ineligible voting and ballot stuffing reasonable?

RQ-2 How can voter impersonation, ineligible voting and ballot stuffing be prevented

in an untrustworthy supervised voting environment.

RQ-3 How can trust be established in an untrustworthy mobile device to run a voting

application.

RQ-4 How can voter anonymity and eligibility verifiability be provided at the same

time in an untrustworthy mobile device

1.3 Contributions

Using existing electronic voting literature and reports on electoral fraud in real world

election, we defined two untrustworthy voting environments. Untrustworthy Envi-

ronment I, is a supervised voting environment and Untrustworthy Environment

II, is an unsecure mobile device in a hostile voting environment. Based on the threats

that exists in these environment, an analysis of Estonian iVoting scheme and Aus-

tralian Prêt-à-Voter scheme is done to show vulnerabilities that can be exploited. We

identify that trust placed on electoral officials should be moved to technical security to

prevent ballot stuffing, voter impersonation and voting by unregistered citizens in the

untrustworthy environments defined. The main contributions to this thesis are listed

below:
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1. Using existing literature and reports on binding elections, attacker’s motivation is

highlighted, a threat model is built and two untrustworthy voting environments

are defined.

2. Using existing infrastructures in Untrustworthy Environment 1 such as Multi

Application Smartcards and Biometric Technology, we propose a generic mutual

entity authentication protocol to prevent ballot stuffing, voter impersonation and

voting by unregistered citizens. The proposed scheme is incorporated into a

mixnet scheme, a security analysis is done that shows it satisfies the security

requirements of electronic voting.

3. Using the capabilities of a Trusted Execution Environment and anonymous group

signature, a novel electronic voting scheme on a mobile device is proposed. This

scheme scheme mitigates the vulnerabilities of an untrusworthy mobile device and

can be incorporated into an existing electronic voting scheme to add eligibility

verifiability.

4. Trust is moved from poll workers in an untrustworthy supervised voting environ-

ment to a tamper resistant smartcard and authentication using anonymous group

signature is incorporated into an existing Prêt-à-Voter voting scheme to provide

eligible verifiability

1.4 Thesis Outline

• Chapter 2: We present a background of the research done on electronic voting

schemes over the years. We discuss some of the main cryptographic algorithms

used in providing privacy that most electronic voting schemes are built on. We

discuss the security requirements of electronic voting schemes that electronic vot-

ing schemes, including our voting schemes proposed in chapters 5, 6 and 7 aim

to satisfy.
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• Chapter 3: We set the scene for our Generic Voting Protocol on a Trusted Exe-

cution Environment proposed in Chapter 6 by presenting a technical background

for Global Platform Trusted Execution Environment. We discuss the security

features of a Trusted Execution Environment and key capabilities of a TEE tech-

nology which can be leveraged on to build a secure voting scheme in an unsecure

mobile device.

• Chapter 4: In this chapter, we identify and discuss some of the the threats that

exists in real world elections in developing economies which leads us to the notion

of an untrustworthy environment. We present a case for the issues that motivate

electoral fraud. We carry out a threat analysis and identify the capabilities of

the attacker. We do an analysis of the iVoting Scheme in Estonia and vVote:

Voter verifiable scheme in Australia using the threat model built from issues that

exists in untrustworthy environments. We discuss some of the issues identified

after analysing these voting schemes and present the case for technical security

over human procedural security in certain critical aspects of an electronic voting

scheme.

• Chapter 5: We carry out a threat analysis of an untrustworthy voting envi-

ronment, which we define as Untrustworthy Environment I and discuss the

attackers capability in this environment. We show the need for eligibility verifia-

bility which is the main security requirement we try to satisfy in this environment.

We then present our proposed mutual authentication scheme using smartcard

technology, biometric technology and other cryptographic mechanisms to provide

eligibility verifiability in a supervised voting scheme in an untrustworthy voting

environment.

• Chapter 6: We discuss some the issues that exists in a hostile voting environment

from reports of elections in countries. A mobile is an untrustworthy environment,
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so we highlight reason why mobile devices are not secure. We then make a case for

the use of mobile devices to address the security challenges in these hostile voting

environments. Finally, we propose a remote electronic voting scheme based on

group signatures and leveraging on security capabilities of the Trusted Execution

Environment of a mobile device. Securityanalysisoftheproposedvotingschemeanddiscussionsaboutsometherationalesbehindthesomeofthesecurityconceptsofvotingschemeispresented.

• In Chapter 7, voter authentication and ballot authentication techniques used in our

previously proposed electronic voting scheme are integrated into a Prêt-à-Voter scheme.

A security analysis of this new updated Prêt-à-Voter scheme and brief discussion af-

terwards concludes this chapter.

• Chapter 8: The thesis is concluded with a summary of the content of all the chapters

and a discussion on how research objectives were met.Some further works for consid-

eration are presented and a section on bibliography follows afterwards.

1.5 List of Publications

1. Voke Augoye and Allan Tomlinson. Mutual authentication in electronic vot-

ing schemes. In 16th Annual Conference on Privacy, Security and Trust, PST
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2. Augoye, Voke and Tomlinson, Allan, ”Analysis Of Electronic Voting Schemes

In The Real World” (2018). UK Academy for Information Systems Conference

Proceedings 2018. 14. https://aisel.aisnet.org/ukais2018/14

3. Voke Augoye, Electronic Voting: An Electronic Voting Scheme using the Se-

cure Payment card System. Technical report RHUL-MA-2013-10 (Department of

Mathematics, Royal Holloway, University of London, 2013), http://www.ma.rhul.ac.uk/tech.

4. TEE Mobile Voting Scheme- To be submitted
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Chapter 2

Background I:Electronic Voting

Background

This chapter provides a background on Electronic Voting. The literature on

Electronic Voting is very large but we attempt to provide a journey of the

progress in this field. The background presented in this chapter is based on

previous background work done in my Msc thesis that has now been updated.

2.1 Background on Electronic Voting

Voting has existed in communities for a long time and it’s the process the populace use

in expressing their political choices in a bid to elect their leaders. Gritzalis et al [87]

expressed the fact that elections are very critical for the normal functioning of society

and it serves as a means for citizens to express their opinions in granting power to

selected officials. It also helps in building trust in the government and their support

for democracy.

There are different ways and environments voting can be implemented. Traditional

paper based schemes are conducted in polling stations under the supervision of electoral
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officials and often monitored by party agents and observers. In traditional paper based

voting schemes (TPBV), votes are cast using paper ballots usually using the Australian

Ballot System. In the Australian Ballot System, the names of candidates and parties

are printed on a paper ballot, voters tick their choices and drops it in a ballot box.

Voting research has evolved over the years from purely manual paper based process to

more electronic means. Nevertheless, most elections conducted in the real world are

based on TPBV schemes mainly due to the new threat environments electronic voting

creates.

Nevertheless, the use of electronic devices in voting is known as electronic vot-

ing [27]. Electronic voting began in the early 1960’s with the use of punch cards, in the

1970’s optical mark sense ballot (which converts paper ballots to electronic forms) and

its application in voting was being explored. In the late 1990s, about 25% of voters in

USA were making use of the optical mark sense voting technology [87].

The concept of Remote Electronic Voting using cryptography for verifiable elections

was proposed by Chaum [43], since then there have been a lot of work done in this

area [157, 49, 146, 31, 79]. Some voting systems still use a hybrid system which is a

combination of a manual process and an electronic process. An example is elections in

Nigeria [25] where voters are authenticated using biometrics technology before being

allowed to cast ballots using paper based Australian ballot system. In Estonia, voters

that have already cast votes remotely can go the polling centre to cast a paper vote

which overrides the remote cast vote because priority is given to paper votes [48].

Concerns have been expressed in the steady reduction of voter turn out in election

and a that has increased the call for online voting to improve participation [87]. Due to

the rapid growth in the use of computers, mobile devices and advances in cryptography

there is a serious push for electronic voting since a lot of people already have access

to the internet [59]. The main driver for the push for electronic voting in developing

economies in Sub-Saharan Africa and some parts of Asia, is due to exploitation of
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TPBV schemes to carry out electoral fraud. This issues has been widely reported and

we talk about it further in chapters 4, 5 and 6.

Electronic voting gives elections the much desired mobility which can improve elec-

tion participation. Absentee ballot systems have been present for a while [85, 75], this

gives voters that are out of their local precinct the ability to participate in elections.

The idea behind absentee ballots is what electronic voting is based on loosely speaking.

However, a lot of concerns have been raised over the years about the risks of using

electronic voting systems considering all the possible threats they face [126, 112] such

as privacy issues, voter authentication issues and ballot verification issues amongst

others. For an electronic voting system to be deployed for binding elections, it must

be sufficiently robust to be resistant to different kinds of attacks; It must not be to

complex, so voters can understand and able to use it; Voters should be confident about

the integrity of counted ballots because the integrity of a voting system is paramount

to the integrity of any democratic system [112].

The Direct Recording Electronic (DRE) voting systems with an interface that is

used in capturing votes directly, have been used in elections in the USA. After the

discrepancies in the 2000 presidential elections, concerns have been raised about the

security of the DRE system. The trust placed on the underlying system and lack of

audit trail prevents it from satisfying the Verifiability of ballots cast. Neumann [133]

says the DRE voting machines gives no assurance that ballots cast are properly tallied

and processed since it has no guaranteed audit.

The same concern was expressed in the CALTECH MIT voting project [51] about

the need for an effective and efficient audit trail; they proposed a system using audio

which they called Voters Verified Audio Audit Transcript Trail (VVAATT). They also

compared their system with the Voters Verified Paper Audit Trail (VVPAT) introduced

by Mercuri et al [126] in 1992. Both systems have their shortcomings but they both

provide a means through which a voter can verify that they have chosen the correct
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candidate and an audit trail can be used to verify that there were no discrepancies or

large case of electoral fraud.

Neumann [133] also expressed concerns about errors occurring frequently during

elections mainly due to system operators rather than the programmers and the lack of

assurance that intentional electoral frauds do not occur . All these concerns gave rise

to verifiability which is discussed under security requirements for electronic voting in

section 2.2

Despite the challenges and concerns with electronic voting, some some countries

have used electronic voting for binding elections and citizens of many other countries

are clamouring for electronic voting to improve the integrity of elections.

2.2 Electronic Voting Security Requirements

Credibility of elections can have very big impact impact on any society and its democ-

racy. Citizens can lose trust in the system if there are any discrepancies or foul play in

the electoral process, thus security is very important for an e-voting system.

Electoral fraud is a threat to electronic voting [19] and stability of democracy, so

security is very important to prevent the realisation of these threats. Electronic voting

is quite different from E-commerce so requires a much higher level of security than

E-commerce. As an example anonymity which is a strong requirement for electronic

voting might not be required in an E-commerce system. The type of election and voting

environment an electronic voting scheme is deployed goes a long way in determining the

security requirements they need to satisfy. For example, an electronic voting scheme

needed to choose a student representatives in a university will not need to satisfy the

same security requirements as a large scale general election in a country.

The environment an electronic voting scheme is designed can determine the security

requirements it needs to satisfy. In a remote voting environment a voter can be moni-

tored whilst voting but in a supervised voting environment, procedural controls should
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prevent anyone from monitoring a voter whilst casting a ballot in a voting booth. Go-

ing through the electronic voting literature, we have listed below security requirements

electronic voting protocols try to satisfy:

1. Privacy: This security property requires that voter’s identity should not be linked

to vote cast for example if a Voter Alice casts a vote XYZ, it should be impossible

for an unauthorised 3rd party to link the vote XYZ to Alice. This means that

the system shouldn’t be able to reveal how the voter voted as defined in [63], thus

voter’s identity should remain anonymous [108]. Even if after the elections are

concluded, the voter’s privacy should be guaranteed [39].

2. Democracy: Any electronic voting protocol or system should be able to ensure

that only eligible voters are allowed to vote and the protocol should also prevent

the eligible voters from voting more than once [109], this property is defined

in [63] as Eligibility and in [79] as un-reusability (i.e. a Voter cannot vote twice)

3. Receipt-freeness: This property ensures that a voter does not get any informa-

tion that he can use to prove to a coercer that he voted in a certain way [63].

This property helps to prevent vote buying and vote selling by eligible voters.

According to [31], this is the property that allows the electronic voting scheme

meet the security of the secret ballot offered by tradition paper based schemes.

4. Fairness: If voters already have an idea of how people voted before they cast their

votes, it may influence their decision. So this property ensures that all candidates

are given a fair chance by preventing the release of any partial tally such that

even counting officials have no clue about results [39] and voter’s decisions are

not influenced [20].

5. Accuracy: This property requires that all valid votes are counted correctly, invalid

votes are not added and valid votes are not modified, removed or invalidated
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from the finally tally. If any vote manipulation happens, it should be easily

detected [39, 20]. This property is defined in [79] as Correctness.

6. Uncoercibility: This property ensures that a coercer cannot force a voter to get

the value of his vote, or make the voter to cast votes in a particular way or for

a particular candidate [39, 33]. Even voting authorities should not be able to

derive the value of the vote.

Many electronic voting schemes make assumptions about the physical conditions of

the voting environment in a bid to satisfy the security requirements listed above. Some

of these assumptions include existence of a one way anonymous channel from authorities

to voters [125] or an untappable channel [142]; Existence of trusted authorities [109];

Supervised voting booth by electoral officials [142]. These assumptions are pivotal in

determining the security requirements necessary in electronic voting schemes.

2.2.1 Contradictory Security Properties of an E-voting

It is very difficult to satisfy all the security properties of an electronic voting scheme

at the same time because quite a number of them are contradictory. This is known as

the electronic voting problem [87, 39]. Privacy requires that a voter cannot be linked

with the vote he casts (Ballot), while Verifiability requires that an observer should be

able to verify the legitimacy of the voter and the integrity of the vote cast. Achieving

both properties is especially difficult because it is hard to audit an election to ensure

that every vote cast was by an eligible voter without compromising the privacy of the

voter and his vote.

In the same light, Individual verifiability requires that voters can check that their

votes were included in the final tally and they have not been tampered with. Individual

verifiability is usually achieved by giving voters a receipt at the end of the election

to confirm this. On the other hand, these receipts can then be used by coercers to
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ensure voters voted in a certain way or by fraudulent voters in selling votes which is

contradictory to the Receipt-freeness/Uncoeribility property which requires that voters

get no proof they could show to a third party.

Although Efficiency is not a security property of an electronic voting scheme but

achieving the other security properties i.e. accuracy, robustness, Universal Verifiability

requires the use of cryptography that have high computational demands which may

affect the usability and efficiency of an electronic voting scheme [87].

2.2.2 Verification and Auditability

Individual and universal verifiability are very important security requirements in elec-

tronic voting. The voting environment and assumptions made about the electronic

scheme will determine how important verifiability is and how it can satisfied. Some

voting schemes, voters are expected to trust the integrity of voting machines [48, 78, 11]

to guarantee that their votes have been included in the final tally [47]. With the high

rate of electoral fraud explicit trust cannot be placed on voting machine and author-

ities, this is the rationale behind schemes that try to provide voter’s verifiability and

auditability [17].

In [89] it was recommended that voters should have a physical record they can

check to ensure that their votes are added to the final tally. Chaum proposed a voting

scheme that ensures that a voter can confirm that their vote is included in the final

tally [47]. Chaum’s scheme [47] maintains ballot secrecy and provides high degree of

transparency using high number of cryptographic techniques.

A scheme known has prêt a voter has also been proposed, this scheme aims to

achieve assurance from the fact the election is auditable rather than placing trust on

the system components or electoral officials [158]. The philosophy behind this scheme is

end-to-end voter verifiable election where voters can verify that their votes are included

in the final tally and auditors can audit every step of the voting process to detect any

electoral fraud [158]. Chaum’s visual cryptographic scheme [41] has inspired the prêt a
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voter approach and several work has been done based on this approach [175, 157, 45].

In the prêt a voter scheme, a receipt is given to the voter which can be use in verifying

their vote.This scheme still maintains the receipt-freeness, because the receipts given

to voters are encrypted thus cannot be used in vote buying and selling. There are still

other schemes which gives a code to the voter rather than an encrypted receipt as seen

in [45] and compatible with the US Opscan voting system [156].

The scratch and vote scheme [17] uses paper based ballots and aims at minimising

trust, by providing a scheme in which voters can participate in the audit process on

election day before they cast their own votes and can also verify their vote has counted.

In [38], a scheme was proposed which provides voters with incoercible voter’s verifiable

receipts to satisfy the verifiability property of an e-voting scheme. The authors claims

the scheme is an improvement on older schemes based on mix-nets [42] which do not

scale well and can only give voters a fixed level anonymity which their scheme improves

on to give voters who do not trust the system ability to control their degree of anonymity

beyond the level the system provides by default.

2.2.3 Eligibility Verifiability in Voting Schemes

Eligibility verifiability provides assurance that only legitimate voters are allowed to vote

and cannot vote multiple times, this security requirement is also referred to as democ-

racy and un-reusability as mentioned in Section 2.2. Eligibility verifiability ensures

elections satisfy the ”One Voter One Vote” concept.

Depending on the electronic voting scheme and the assumptions made, the need for

voter’s verification might be the most important security property. Traditional paper

based schemes, some electronic voting schemes used in binding elections, and many of

other e-voting schemes proposed in the literature, place trust on the electoral officials

to authenticate voters. In countries with proper documentation and ID card schemes,

authenticating voters might be quite straight forward. However, many countries strug-
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gle with poor documentation [173] of citizens which impacts on the credibility of the

electoral register. Thus relying solely on pollworkers to verify voters in these regions

can lead to electoral fraud [106, 67]. It has been reported1 that about 2.4 billion people

around the world do not have widely recognised means of legal identification. With

this statics in mind, achieving eligibility verifiability in elections in certain countries

will be a very daunting task. This implies that voter authentication is very pivotal in

preventing ineligible voting, ballot stuffing, carousel voting and voter impersonation.

Eligibility verifiability is made up of two parts, voter authentication and ballot

authentication. Voter authentication should guarantee that eligible voters cannot be

impersonated. While ballot authentication is meant to prevent ballot stuffing. Some

voting schemes may out source voter authentication to poll workers and satisfy ballot

authentication using cryptographic techniques like digital signatures. Other scheme

rely on pollworkers to authenticate voters and still prevent ballot stuffing, an example

is the (Prêt-à-Voter) scheme used in Australia [62].

Some other voting schemes do not focus too much on the voter registration phase

because they assume registration authorities should be able to register eligible voters

only. Based on this, voters can then authenticate to access voting applications and cast

ballots using passwords. Passwords are not the most secure means of authenticating

voters as they can be stolen or shared. If passwords are stolen, voters can be imper-

sonated and if shared, then votes can easily be sold in remote voting schemes. Both

scenarios are undesirable in a binding elections. Du Vote scheme[86], Belenois [56] and

its variant Belenois RF [55] all rely on passwords to authenticate voters. While using

passwords may be suitable for elections, in a high coercion environment, where voters

and pollsite officials cannot be trusted not to breach eligibility verifiablity, stronger

means of authenticating voters may be required. In Sections 4.2.1, we discuss socio-

economic issues in certain countries and how this can motivate voters and pollworkers

to participate in electoral fraud such as vote buying and selling.

1https://www.cgdev.org/blog/finding-missing-millions-identity-and-sdgs
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In Du Vote Scheme [86], after voters have been registered they are issued a hardware

token similar to used in payment solutions for generating random passcodes. During

elections, after voters have authenticated to the election server using their usernames

and passwords, a code sheet is displayed on the voters computer. The code sheet is a

truncated probabilistic encryption of names of candidates. Voter inputs the displayed

codes into the hardware token and a new passcode is generated, the order in which these

codes are inputted into the token will depend on the voter’s choice of candidate. In any

case, the voting platform cannot tell the association between the plaintext votes and

voter’s choice. Security of this scheme is dependent on accurate registration of voters,

because during this phase tokens are given to voters. The token has a secret parameter

tied to the voter, the voting server knows this relationship, ballots are authenticated

because the new passcodes generated requires the use of the secret parameter tied to

the Voter. Some level of trust is placed on voters not to give out these tokens, if not

vote buying and selling cannot be prevented.

In Belenois scheme [56, 55], after voter registration, each vote is provided a sig-

nature key and authenticates to the voting server using login and password. With

encryption key and signature key, the voter encrypts and signs his ballot. This process

is done by the voter’s computer, which is assumed to be trusted. Since this is a remote

voting scheme, the voter is more likely to be using a general purpose PC, so this trust

assumption may not hold in real world deployment considering the different malwares

that can infects PCs. Nevertheless, after the voter authenticates to the voting server

using passwords, the ballot box re-randomizes the ballot and adapts voter’s signature

on the ballot before the ballot is published. The ballot is adapted in a way that the

voter can still verify his signature on the ballot using his signature verification key. The

voting server prevents ballot stuffing by discarding any ballots signed with the same

signature key. In another scheme Selene[160], that issuers voters tracking numbers in to

verify their votes have been recorded as cast whilst still able to defend against coercion,

voters are also authenticated using passwords. This scheme prevents ballot stuffing by
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using signatures on the ballot.

In summary, the appropriate means of authenticating voters will depend on the

voting environment and the nature of the election. In the environments which we

define later on in this thesis, we require a stronger level of voter authentication than

passwords and a strong means of ballot authentication.

2.3 Overview of Electronic Voting Schemes

In this section, we do taxonomy of the some e-voting schemes discussed in literature

and group them into 4 main models, which is The Mix-net models; The Blind signature

model; The Homomorphic encryption model; The anonymous group signature model.

Then we do a general discussion and analysis on schemes that have been proposed over

the years based on these models.

2.3.1 Overview of E-Voting Scheme Based on Mix-nets

A mix-net is a cryptographic alternative to an anonymous channel [12]. In a mix-net

used for election for example, messages which is the vote are sent from several senders

to several receivers which would be the talliers via a third party (mix server) and an

observer cannot. The Voters prepares his ballot appends a random string to the ballot

(Message) and encrypts this with the public key of the tallier who is the intended

recipient1 .

The voter now appends another random string R1 to the message alongside the

identifier of the tallier, this identifier enables the mix-server know who the message is

intended for. The voter now encrypts this message with the public key of the Mix-server

this is as described in message 1 of the protocol run.

In 1981 Chaum introduced mix-nets [43] and each layer of a sent message from a

sender i.e. Alice to a receiver i.e. Bob is decrypted by each mix-server along the way

from sender to receiver and at the end an external observer cannot observe the rela-
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tionship between any sender in particular and recipient. This message is first encrypted

with the public key of each of the mixes [103]. This type of mix-net proposed by Chaum

is a decryption type mix-net with simple RSA mixes. These types of mix introduced by

Chaum are not very resilient to failure on like the reencryption mixes [102] which has

greater resilience according to [38]. The scheme introduced by Jakobsson [102] elimi-

nates the use of zero-knowledge proof making it more efficient than previous schemes

based on mix-nets [101] and also eliminates the issue of encryption of the same plain-

text resulting into similar cipher text that could be detected as seen in [101] according

to the author.

There are also user centric mix-nets [14] which allow users manage their privacy

requirements. In this mix-net [14] proposed, resilience is increased due to the collabo-

ration in the exchange of ballot between the voters and third parties [38], although this

protocol was generic but it can be applied to an e-voting scheme. At the end of the

exchange of messages nobody observing can tell the relation between any particular

voter and votes cast. In this scheme [14] a third party (electoral official) verifies the

identity of the voter to ascertain his eligibility. The third party acts as go between the

voter and the tallier, the tallier trusts the third party and believes that the eligibility

of the voter and validity of the vote has been verified although the tallier and the third

party (election officials) cannot link the transactions back to a specific voter [14].

After registration all the voters are given a unique token, they all simultaneously

submit this unique token to the third party who now issues out another new unique

token in such a way that it cannot tell which voter got which token. In this approach

of mix-net the user has to pay more attention to the process and although you can

achieve the anonymity and privacy property but it is not very practical because of the

increased user involvement and cost by possibly sending larger amount of messages [14].

In [147] the authors proposed a scheme which improved on the Chaum’s mixnet [43].

According to [147] their scheme improves on the message expansion issue Chaum’s
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mix-net scheme had because in Chaum’s scheme [43] the number of Mixers increases

in relation to the length of the message making it less efficient than their scheme in

which the length of the message is irrelevant to the number of mixes used. In the

second scheme proposed in [147], they claim they improve on Chaum’s scheme which

provides very little level of correctness (i.e. a mix-net should ensure that an output

corresponds to the input) and doesn’t satisfy the fairness property meaning that if

one vote is disrupted the outcome of the election can be learnt before the final tally

is announced [87]. Further analysis was done on the scheme proposed in [147] and

according to [150] the scheme can be attacked and secrecy of votes in the election scheme

can be compromised. They proposed a countermeasure but they however did not

guarantee that modifications to the protocol would make the channels or corresponding

election protocol secure.

Abstractly a mix-net should achieve these 3 goals: A mix-net should ensure that

the output corresponds to the input (the correctness property); an observer should not

be able to link an input element to a given output element this property is known as

privacy; a mix-net should be robust i.e. provide a proof that it has operated correctly

which can be verified by all parties [103]. The scheme proposed in [103] aims at making

mix-net robust by revealing a relation between the input and output which is selected

pseudo-randomly by each mix-server as evidence of correctness in its operation. The

process used in this scheme is known as “Randomised Partial Checking” [103]. Accord-

ing to [103] privacy is not dependent on a single server being honest like traditional

mix-net schemes [43] rather it’s a global property since every server reveals a portion

of the relation between the input/output and even with corrupt mix-servers there is no

way of connecting an input with a particular output. In 2001 Neff [132] proposed an

efficient verifiable mixing technique that can be used to achieve universally verifiable

elections. Voter’s credentials are mixed before the election commences rather than

mixing encrypted votes (cipher texts) after the vote collection centre has received the

ballots.
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In [47] Chaum proposed a scheme for electronic voting where voters get encrypted

receipts to verify their votes and the tellers ensure there is no link between the encrypted

version and decrypted ballot receipts by performing anonymizing mixes. Ryan and

Schneider later proposed another scheme [158] which uses re-encryption mixes in the

anonymizing tabulation phase instead of decryption mixes this has an advantage over

the RSA decryption mix used in his earlier schemes by Chaum [158, 41] because its

more tolerant to failure of any of the mix tellers and enables full independent rerun of

the mixes and audit if necessary.

Mayasuki [12] proposed a robust e-voting scheme based on mix-net that is univer-

sally verifiable where the amount of mix-servers does not determine the amount of work

done by the verifier i.e. the work done by a verifier is not dependent on the number of

mix-servers. There have also been other literature based on mix-nets [168] and other

literature attacking mix-nets to compromise the privacy of votes and robustness of the

electronic voting system like the attacks shown in [171] which attacked the scheme

proposed in [84]

2.3.2 Overview of E-Voting Schemes Based on Homomorphic Encryp-

tion

Homomorphic encryption is a form of encryption which allows specific type of operation

to be carried out on a ciphertext to obtain an encrypted result which is the ciphertext

of the result of operations performed on the plaintext. For example one party could add

two encrypted numbers and then another party i.e. voting authority that is in charge

of vote tallying could decrypt the results without either of the parties being able to

find the value of the individual numbers. With homomorphic encryption there is an

operation defined on the message space and an operation defined on the cipher space

such that the product of the encryption of any two votes is the sum of the votes [38]

In [31] Benaloh and Tuinstra proposed a scheme based on homomorphic property

of a probabilistic encryption method (i.e El-Gamal) that provides the first verifiable
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secret-ballot election protocol that prevents vote selling and coercion. They assumed

the existence of a voting booth which should help prevent coercion and the fact that

voters are not given a receipt would prevent vote selling. They also proposed two

protocols in this scheme one is a single authority voting protocol which does not achieve

the secrecy of votes and the second one which achieves vote secrecy, is a multi-authority

scheme [31]. Both protocols use homomorphic encryption.

Martin hirt and Kazue sako [94] shows that the claims by Benaloh et al that their

scheme is the first receipt free scheme [31] is actually not the case because it doesn’t

achieve receipt-freeness. They proposed a practical receipt free-voting scheme [94]

based on homormorphic encryption with additional assumptions about the properties

of the encryption function such as the decryption must be verifiable, the encryption

must be infeasible to decrypt if the authorities are less than a certain number etc. This

scheme proposed by them also takes advantage of efficiency of the protocol proposed

by Cramer et al [58].

Cramer et al. [58] proposed a scheme based on homomorphic encryption and its

special properties to guarantee privacy, Universal verifiability, and robustness. This

scheme uses a variant of El-gamal encryption and it is part of the security of the scheme

because of the computational difficulty in solving the discrete logarithm problem in El-

gamal. According to the authors their multi-authority scheme reduces the task of the

voters to the bare minimum [58]. The scheme [58] achieves universal verifiability i.e. any

observer can verify the final tally due to the homomorphic property of the encryption

method used. The scheme also achieves privacy of votes and robustness (i.e. failure

of authorities can be tolerated) by the use of threshold decryption techniques whereby

the final tallying process is shared among several authorities [87].

According to [58] the communication complexity both for the individual voters and

authorities is minimal making performance of the scheme optimal. However if the

number of the candidates is large then it would have a relatively high computational
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complexity for this scheme based on El-gamal [87]. Another downside of the scheme

and other schemes based on homomorphic encryption is the limitation of the votes to

YES/NO value which reduces flexibility [87] and hence makes it not very practical for

large scale elections with multiple candidates or choices.

In [149] the authors proposed a new voting scheme based on multiplicative homo-

morphism where the votes are recovered by decrypting the product of the votes on like

the other schemes [94, 31] that are based on additive homomorphism where decryption

is done on the sum of the votes. According to the authors, this scheme provides strong

privacy, Universal verifiability and is more efficient than previous schemes based on

additive homomorphism [149].

In [88] Groth investigated four types of e-voting schemes namely: Borda Vote which

is a preference vote where the best candidate receives L votes and the second L-1 votes

etc; Approval vote which is any number of L candidates; Limited vote (N out of L

candidates where N is the number of votes the voter can cast); Divisible vote where a

huge number of vote is distributed among the candidates. They also presented some

efficient non-interactive zero-knowledge (NIZK) arguments based on homomorphic in-

teger commitment. According to Groth [88], homomorphic threshold voting improves

the efficiency of both Borda and Approval voting.

In [92] the authors presented a scheme that achieves receipt freeness for the Groth’s

e-voting scheme since the Groth’s scheme does not achieve receipt-freeness due to the

ability of a voter to construct a receipt (which can be used for vote selling) by exploiting

the randomness she chooses in encryption or commitment. A lot of other schemes have

been proposed based on homomorphic encryption, further details about them could be

found in [110, 169, 148].

However concerns have been raised over schemes based on homomorphic encryp-

tion. In [149] it was expressed that mixing votes are said to be more efficient than

homomorphic voting in elections where there are multiple choices and candidates be-
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cause homomorphic voting requires each vote to be verified if not the validity of the

tallying stage cannot be guaranteed hence it is restricted to YES/NO voting a similar

view was also expressed in [87].

In [18] the authors compared two schemes using homormorphic encryption and mix

networks in other to achieve preferential voting. The authors [18] expressed that as the

number of candidates L increases then the preferential voting system is inherently larger

than the 1-out-of L (where 1 candidate is chosen out of M candidates) voting system.

Hence voting system using mix-networks are more efficient because the number of

candidates do not adversely affect the computational complexity on like voting systems

with a form of homomorphic encryption which tend to be inefficient or not practical [18].

2.3.3 Overview of Electronic Voting Schemes Based on Blind Signa-

tures

The concept of blind signature was introduced by Chaum in his paper “Blind Signatures

for Untraceable Payment” [44] as a form of digital signature in which the message is

authenticated without knowing the content of the message [38]. The signer of the

message cannot derive the correspondence between signing process and the signature

which is later publicly available hence making this type of signature unlinkable. In

electronic voting, the voter obtains a token which is a blindly signed token that only

the voter knows, then the voter sends this token along with his vote to the appropriate

electoral official [125].

Fujioka et al. proposed an electronic voting scheme [79](FOO Scheme) based on

blind signature for a practical large scale election that ensures privacy of the voters and

realizes voting fairness [142]. Other schemes have been proposed that are related to the

work proposed in [142], Cranor et al. proposed a scheme called SENSUS [59], this is

a Security Conscious electronic polling system for the internet, suitable for small scale

elections but with minor modifications it can be used in large scale elections according

to the authors [59]. SENSUS uses blind signature in a bid to provide privacy of vot-
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ers. Both the SENSUS [59] and Fujioka’s scheme [142] assume there is an anonymous

communication between voters and election authorities. Both schemes also consist of

a Voter, Registrar, Validator (administrator) and Tallier (counter). SENSUS has an

extra central facility called a Pollster who acts as a voter’s agent and performs all

functions on behalf of the voters such as cryptographic functions and transfer of data

functions [59, 109]. SENSUS doesn’t prevent vote selling because a voter can prove

he voted in a certain way, SENSUS satisfies individual verifiability but not universal

verifiability.

In 1998 Mu et al. proposed two secure electronic voting schemes [129] to conduct

elections over the internet based on El-gamal digital signature. This scheme ensures

privacy is maintained and it prevents double voting [129]. The scheme uses a blind

signature between the Voter and Authentication Server (AS) so that AS does not

have any information on voting tickets and other parameters to be used in future

elections [129].

In 2003, the authors of [117] showed that the scheme proposed in [129] has some

security flaws and that double voting which the authors believed their scheme [129]

prevents is actually not the case because some voters can double vote without being

detected. They then proposed a modification of the protocol used in the scheme [129],

to prevent the double voting flaw and satisfy other security requirements like anonymity

of voters, verifiability and correctness [117]. However, in [96] the authors show that the

improvement on the scheme proposed in [129] by the Lin et al [117] allows authorities

to break the voter’s anonymity and hence compromising voter’s privacy because the

authorities can identify the owners of the cast tickets. They now proposed a new scheme

to solve this issue [96].

In another scheme [155] based on the initial scheme proposed in [129], the au-

thors looked at all the works done in [117] and [96] and according to them there is a

high probability that voters would have difficulties signing voting contents. In their
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scheme [155] they replaced El-gamal digital signature which was used in all the previous

schemes [129, 117, 96] with Digital Signature Algorithm (DSA) and RSA to generate

blind signatures, this they believed would solve the aforementioned issue. Another

scheme based on the FOO scheme was proposed in [76] also based on blind signatures

and it uses the already existing GSM infrastructure, taking advantage of the authen-

tication method in GSM to propose an electronic voting scheme which gives efficient,

transparent and mobile authentication of voters without compromising their privacy.

In 2008 the authors of [73] proposed an electronic voting protocol based on a dual

randomized blind signature where voters get multiple receipts as a mean to provide

individual verifiability while preventing coercion of or vote selling by voters because

the coercer cannot tell which of the receipt is the actual vote. According to the authors

their 34 multi-receipt concept is not theoretically perfect but it is suitable for a practical

election, especially in cases where vote selling and buying in the elections are minimal.

Mohanty et al [128] also used blind signature for authentication and XOR operations

to generate votes in their multi-authority electronic voting protocol that they say is

suitable for large scale elections and in 2011 another blind signature scheme with its

electronic voting protocol based on elliptic curve was also designed more details about

this scheme could be found in [153].

2.3.4 Overview of Anonymous Group Signature Scheme

In anonymous group signature schemes, a group member is able to sign a message

on behalf of a group anonymously, this scheme was introduced by Chaum and Van

Heyst [46]. To verify a group member hasn’t signed multiple messages, involves the

group manager opening all the messages to identify members that have signed multiple

times. This concept introduced by Chaum and Van Heyst [46] revealed the identities

of all group members and it lead to the list signature scheme proposed by canard et

al [36]. In the list signature scheme [36], the concept of linkability was proposed, with

a linking tag, any party can publicly identify multiple messages signed by the same
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group member. This makes list signature schemes attractive for electronic voting.

The ISO/IEC 20008 standard [3, 4] has standardised an anonymous group signature

scheme with linking tags based on the link signature scheme proposed by Canard et

al [36]. The voting schemes proposed in Chapters 6 and 7 are based on this standard.

Another anonymous signature concept was proposed by Rivest et al [154], this is

called a ring signature scheme. In this scheme, every group member has a unique

signature key and public key. To sign a message, the true signer takes as input the

message, the true signer signature key, the true signer’s public key and public keys

of all other members in the group. The ring signature scheme proposed by Rivest et

al [154], does not have a group manager and multiple messages signed by a true signer

cannot be linked. Dodis et al [65] proposed a ring signature scheme that involves a

group manager with the ability to open messages to identify group members that have

signed multiple messages. Dodis et al scheme [65] would not be suitable for electronic

voting since ballots cannot be linked without revealing the identity of every member

in the group and messages they have signed.

Democratic Group Signature (DGS) schemes was introduce by Manuli et al [121,

120], a verifier outside of a group cannot distinguish which group member signed the

message, preserving the anonymity of group members to outsiders. However, anonymity

of a signer is not guaranteed within the group as individual members of a group can

trace and reveal the identity of the signer of a message. This makes the DGS scheme

vulnerable to insider attacks and unsuitable for electronic voting schemes.

Xiangxue Li et al [116] proposed a DGS scheme with collective traceability that

extends on Manuli’s DGS scheme [121]. This scheme has no group manager and in

the case of a dispute all the members of the group need to collectively cooperate to

generate a secret to reveal the identity of the signer. However in an electronic voting

context, this scheme would be unsuitable as it would require all voters even abstaining

voters to cooperate to reveal the identity of a cheating voter. Electronic voting schemes
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requires voters to vote and go, this cannot be achieved if voters are expected to take

up this collective traceability responsibility.

Moreover, without a dispute which may arise from more ballots being signed than

the total number of voters in a group, then there might be no need for this collective

traceability. This would imply that multiple ballots signed by a group member may

not give rise to suspicions if the total number of signed ballots is still less than the

total number of members in the group. Besides revealing the identity of a voter is not

be a desirable security goal of a voting scheme because that breaks voter’s privacy.

Identifying multiple votes cast by an eligible voter without knowing the identity of

the voter is sufficient for electronic voting, further making the DGS schemes with

individual [120, 121] and collective traceability [116] unsuitable for electronic voting.

Pan et al. proposed a voting scheme based on ring signature called RE-NOTE [146]

this scheme is an improvement on an earlier scheme they proposed called E-NOTE [145].

The ballot distribution phase of E-NOTE [145] involves issuing a voter a blank bal-

lot after the voter presents a certificate issued to the voter by a Voter Registration

Authority. RE-NOTE [146] scheme added ring signatures to the ballot distribution

process. The ring signature scheme in this protocol does not offer ballot linkability, to

achieve this the scheme introduced a watch dog device that records every process of

the scheme. A blank Ballot is distributed to a voter, if the ring signature over a ran-

domly generated number sent to the Ballot Distribution Centre by the voter is valid,

voters are only given one ballot to prevent double voting. Since this device records

every process during the election, it has to be completely trusted not to reveal the link

between the voter’s identity and ballot which is possible if all the processes are pieced

together. The use of the device creates a single point that could have been avoided if

the ring signature scheme offered linkability.

Another group signature voting scheme was proposed by Malina et al. [118] using

the group signature scheme from [119], this scheme prevents ballot stuffing by issuing
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every voter a Unique Token generated from the Voter ID rather than a signature linking

tag. The scheme has a Group Manager that generates the group signature keys and

voter ID for the Voter. Another Authority called the Polling Station (PS) generates

a Unique Voter Token from the Voter ID, PS also generates election encryption keys

and tallies final ballot counts at the end of the election. During the tallying phase the

PS knows the voter’s ID, Voter’s Token and Voter’s candidate choice after it decrypts

the encrypted and group signed message from Voter that contains the Unique Token

and Filled Ballot. Even though the link between Voter’s ID and Voter’s True Identity

is only known by the Group Manager, the PS has formed a link between the Voter

ID, Unique Token and Plain ballot, this already breaks the anonymity of the Voter ID.

Malina et al [118] argue that privacy is still maintained since PS does not know the

relationship between Voter ID and True ID. The Group Manager needs to be trusted

not to cooperate with PS to reveal the Voter’s True ID, if not the whole scheme would

be broken. This issue exists, because the group signature protocol proposed does not

offer ballot linkability but depends on trust spread across multiple authorities.

2.4 Electronic Voting Scheme in the Real World

Electronic voting can help improve the flexibility and mobility of elections. Electronic

voting can also help reduce electoral fraud widely reported in elections in some coun-

tries. Many countries still use paper based schemes while some other countries adopt

some form of electronic processes at some point within the voting process. As an ex-

ample some countries [80] deploy bioemtric technology for voter authentication but the

rest of the process is still based on manual Australian ballots.

Nevertheless, electronic voting have been deployed in real world elections. A scheme

based on Prêt-à-Voter was used in elections in Australia, we discuss this scheme fur-

ther in chapters 4 and 7. Estonia [93] and Switzerland [162] have also used internet

voting schemes in several elections. In 2012 [53], Expatriates used internet voting for
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parliamentary elections in France

The city of Takoma, Maryland became the first to use an end-to-end verifiable

voting scheme called Scantegrity II [37] in a binding government election in 2009, it

was also used in 2011 elections.

In Norway, Approximately 160,000 voters have voted using remote internet voting in

two pilot elections [163] conducted in 2011 and 2013. In the Norwegian voting scheme,

the voter is sent a code sheet that contains codes of the various candidates prior to the

election. The voter logs in using a two factor authentication mechanism called MinID,

which is a well-known mechanism in Norway. After the voter is verified, the voter

inputs a code into an applet on his computer, the code should correspond to the code

for the party of his choice contained in the poll card received by the voter prior to the

election. The poll card is sent via the postal service. The applet then encrypts the code

and forwards it to the central voting system, which forwards a return code via an SMS

back to the voter. The voter compares the return code with the code corresponding to

the party of his choice on the poll card, if both codes are the same then his vote has

been recorded-as-cast [57, 163]. The Norwegian internet voting scheme assumes server

infrastructures are not under the control of adversary and SMS post-channel cannot be

intercepted, interrupted, or manipulated by the adversary. However this scheme was

analysed and some attacks carried out on the SMS channel, blocking and fabricating

SMS sent to the voter deceiving the voter into believing their votes have been cast-as-

intended [111]. Other attacks were carried out on the MinID authentication systems

Helios [15] is a web based open audit voting system and it has been deployed for

organisational elections [16, 91]. Anyone can setup an election using Helios, invite voters

to cast secret ballot, tally the ballot and verify the integrity of the election. Helios

provides verifiability by allowing voters audit ballots to confirm correct encryption,

before discarding the audited ballots and casting a final ballot not audited. Helios also

uses reencryption mix-net to provide privacy of the voting scheme.
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Chapter 3

Background II: Technical

Background

GlobalPlatform1 is a non-profit industry association driven by approximately

100 member companies. They develop specifications enabling digital services

and devices to be trusted and securely managed throughout their lifecycle.

The GlobalPlatform have developed specifications for a Trusted Execution

Environment in a Mobile Device. A Trusted Execution Environment, is a

isolated secure environment that alongs along side an unsecure Rich Execu-

tion Environment where an application can execute security sensitive oper-

ations. This chapter discusses some of the key parts of a TEE architecture

needed for the Electronic Voting Protocol in Chapter 6

3.1 Introduction

With about 1.56 billion smart phones shipped yearly as at 20182, most service providers

from banking applications, to eCommerce websites and government agencies have ap-

plications running on smartphone. The ability to securely manage applications on

1https://globalplatform.org/why-globalplatform/overview/
2https://www.statista.com/statistics/263437/global-smartphone-sales-to-end-users-since-2007/
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smartphones, carrying out security sensitivity operations such as encryption of data,

authentication of users, ensuring integrity of data makes TEE a very attractive tech-

nology that would be suitable for running electronic voting schemes in an otherwise

unsecure mobile environment.

In this chapter we present some background on GlobalPlatform Trusted Execution

Environment (TEE) as a technical mechanism to provide trust within an untrustworthy

mobile device required for our voting scheme proposed in chapter 6. There are other

TEE technologies (ARM TrustZone [23], Intel SGX [124]) but GlobalPlatform TEE is

considered in this thesis because it is more generic.

The security features of the TEE Architecture is discussed in this chapter. Also

described is the Security architecture of a TEE; Key Entities in a TEE and communi-

cation between Client Application in the Rich Execution Environment (REE) and the

Trusted Application (TA) in the TEE.

3.2 Trusted Execution Environment

A Trusted Execution Environment, is a secure isolated environment on the main pro-

cessor on a mobile device, it runs in parallel to a Rich Execution Environment which

contains one or more operating systems [83, 5]. A Trusted Execution Environment pro-

vides confidentiality and integrity guarantees for data and applications loaded in this

environment making it attractive for service providers such as financial institution,

government etc. to take advantage of the security capabilities of the TEE.

The GlobalPlatform and Trusted Computing Base have various specification [5, 7,

83, 10] of how to a TEE can be implemented on a mobile device and User centric

approaches to TEE according to the specific needs for the service provider. Currently

Samsung PAY uses ARM TrustZone [166] technology for trusted execution on android

smartphones but this is an Issuer Centric TEE application but the concept is the same

for an User Centric Model
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The TEE technology would form a building block for the electronic voting protocol

proposed in Chapter 6

3.2.1 Security Features of TEE

In this section, some of the security features of a Trusted execution Environment as

described in various GPD standards [5, 2, 83] is described

Isolation from the Rich OS : Due to the resource limitation in mobile devices, a

TEE has a Rich Operating System which has the full features of the application

whilst security critical aspect of the application is ran in the TEE environment as

a Trusted Application. The TEE must provide an isolation between the unsecure

Rich OS in the Rich Execution Environment and Trusted Applications, its related

data within the Trusted Execution Environment

Isolation from other TAs and TEEs : The GPD specification [83] for TEE, pro-

vides for multiple TAs within a TEE and Multiples TEEs within the device.

Trusted Applications are isolated from other TAs within the TEE, and from the

TEE itself. Also, TEEs are Isolated from other TEEs. This implies that every

TA and TEE manager their own resources that cannot be accessed by other TAs

and TEEs within the device. If a relying TA requires a service from another

TA, the relying TA must have the permission to request for the service and that

request would be authorised before services are granted to the relying TA. This

is relevant because security sensitive operations for a particular Client Applica-

tion can be spread across multiple TAs, and TAs must TAs must communicate

securely to share services

Application management control : Any modification of the TA and the TEE can

only be performed by an authorised entity and this entity is authenticated before

any modification can be made. Some security domains might have the authority

to carry out operations on other security domains and TA applications. For
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example some Security Domain can create other Security Domains, to do this,

the SD needs to have the right permission.

Identification and binding : The boot process is bound to the System-on-Chip

(SoC), enforcing authenticity and integrity of TEE firmware and TAs.

Trusted storage : The TEE offer secure storage of data and keys.The Data stored

on a TEE cannot be accessed, copied or altered by an unauthorized internal or

external entity because the storage is bound to a specific TEE on a particular

device. Hence the TEE offer anti-cloning protection.

Trusted access to peripherals : TEE offers Trusted Applications the necessary

APIs to access to Trusted Peripherals such as the touch screens, key boards,

biometric sensors and other peripherals, under the control of the TEE.

Secure Pathway: The TEE offers a Trusted User Interface (Trusted UI) that ensures

information which appears on a device screen comes from a Trusted TA and any

input from the user is isolated from other applications. This is a particularly

useful security feature which would be important when filling out ballots in the

electronic voting proposed in section 6.

Remote Attestation: Remote attestation is the assurance that a particular piece of

software has not been modified without adequate authorisation. This means that

the TEE can confirm the integrity of a software. This is an important feature

of a TEE and one which is very attractive for an electronic voting scheme in an

untrustworthy mobile device.

Cryptographic Capabilities: A TEE can generate random numbers, cryptographic

keys and carry out cryptographic operations such as encryption, decryption, dig-

ital signatures and hash functions.
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3.2.2 Key Entities of a Trusted Execution Environment

This section discusses some entities of a Trusted Execution Environment Architecture

as defined in the GPD Standard [83, 5] and relevant for the voting protocol proposed

in Chapter 6

1. Client Application (CA): This is an application running in the unsecure Rich Ex-

ecution Environment outside of the Trusted Execution Environment on a mobile

device. The client application makes use of the TEE Client API to access services

provided by Trusted Applications located in the TEE.

2. Rich Execution Environment: This is an unsecure execution environment that

consists of a Rich OS, device components.The client application runs in this

environment. Anything that runs in the REE is considered as unsecure by the

TEE

3. Rich OS: This is an Operating System that runs in the REE and provides a wider

range of features than the Trusted OS running in the TEE. The Rich OS has a

much higher functionality and performance than the Trusted OS, although it is

considered as unsecure by the TEE.

4. Communication Agent: TEE and REE communicate through drivers. The REE

and TEE communication agent is a Rich OS driver and Trusted OS driver re-

spectively that enables such communication

5. Security Domain: This is an on-device representative of a Remote Authority . Se-

curity domains are used to manage the TEE, other Security Domains and Trusted

Application depending on their privilege. Sections 6.5 shows how to create a se-

curity domain, generate keys and provision keys for a Trusted Application in the

Electronic Voting Scheme proposed in Chapter 6
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6. Service Provider: The owner or vendor of a combination of Client Application

and Trusted Application software. In our scheme proposed in chapter 6, this is

the Election Authority

7. TEE Client API: The Client Application running in the Rich Execution Environ-

ment communicates with an Instance of the Trusted Application in the Trusted

Execution Environment using the TEE client API.

8. TEE Internal APIs: This is a general series of APIs that provide a common im-

plementation for functionality often required by Trusted Applications. Examples

includes the Trusted Storage API, Cryptographic Operations API, Peripheral

APIs etc. Some the APIs is discussed in this section 3.3.1

9. Trusted Application (TA): This is an application running inside the Trusted Ex-

ecution Environment that provides security related security related services to

Client Applications running in the REE. It also provides security services to

other Trusted Applications with the right authorisation inside the TEE. In our

proposed scheme in Chapter 6, the Trusted Voting Application (which is a TA)

provides security services such as ballot encryption and anonymous signature over

the ballot for the Voting Application (which is a CA)

10. Trusted Execution Environment (TEE): As defined in section 3.2

11. Trusted Device Driver: Communication between Trusted Applications and TEE

hardware is done secure through the Trusted Device Drivers resident in the TEE.

12. Trusted OS: A TEE has only one Trusted OS, this OS runs within the TEE and

provides the Internal APIs within the TEE that Trusted Applications require to

access Trusted Resources. It also provides a TEE client API through which A

TEE can communicate with a REE.
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13. Trusted storage: This is a secure storage within the TEE that is protected either

by the hardware of the TEE, or cryptographically by keys held in the TEE. The

TEE secure storage is bound to the device so it offers far more security than can

be offered in the Rich Execution Environment

3.3 TEE Architecture

In this section the generic TEE hardware and software architecture [83] is discussed.

In actual implementation, how these architectures look would be dependent of the

Original Equipment Manufacturer (OEM) or the TEE Provider, figure 3.1 shows an

architectural view of the hardware architecture with no specific implementation.

For the hardware architecture there are different possible implementations for em-

bedding the TEE on a device described in the standard [83]. The TEE can be embed-

ded on a device System on Chip (SoC) or mounted on the main device Printed Circuit

Board (PCB). If the TEE is mounted on the main device PCB rather than on the SoC

then it doesn’t support a Trusted User Interface and is managed by an External Secure

Element, this implementation would not be suitable for the voting scheme proposed

in Chapter 6 because the scheme heavily relies on the Secure Display of ballots and

Secure Input of candidate choice provided by the TUI.

Another architecture in the standard, the TEE is within a Secure Element em-

bedded in the SoC, the Secure Element is a resource restricted area. Ownership and

administering control over an Internal SE would bigger business consideration than a

Trusted Execution Environment directly within a SoC. So the focus is more on the

TEE within the SoC in this chapter shown in Figure 3.2.

In the third Implementation described in the standard [83] and shown in figure 3.2,

the TEE is within the SoC and has access to External Memories. Both the REE

and TEE share the ROM, Micro Processor, Crypto-accelerators, RAM, Peripherals

etc.These components are either Trusted or Untrusted or they switch between states
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Figure 3.1: Hardware Architecture REE and TEE [83]

from an Untrusted State to a Trusted State [22].

TEE does not require permission to access resources shared with REE but controlled

by REE. However, resources controlled by the TEE cannot be accessed by REE and

other TEEs without specific permission granted.

The software architecture fig 3.3 is made up of the Rich Execution Environment

(REE) and the Trusted Execution Environment (TEE) that runs alongside it. These

2 environments are isolated from each other from sharing resources and components

using physical isolation, cryptographic isolation or logic based isolation methods. Nev-

ertheless, REE can access trusted resources in TEE using APIs, for example Client
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Figure 3.2: TEE Hardware Implementation System on Chip [83]

Applications that runs in the Rich OS within the REE can access the Trusted Appli-

cation that run in TEE through a Client Internal API(see definitions 3.2.2).

When a sessions is created by CA with TA, CA connects to an instance of TA.

The Physical memory address space of all the other TAs is separated from the physical

memory address space for this instance of TA. As shown if figure 3.3, within TEE

, there is a Trusted OS Component which provides a hosting code and the Trusted

Application runs on top of this code. The Trusted OS component is made up of the

Trusted Core frame work and the Trusted Device Drivers. The Trusted core frame work

provides OS functionality to the Trusted Application while communication interface to

Trusted Peripherals is provided by the Trusted Device Drivers.

REE communicates with TEE through a collaboration between a TEE Commu-

nication agent (Trusted OS Component) and REE communication agent (Rich OS

component)

A typical Client Application, will establish a session with a Trusted Application in

the TEE by communication with the TEE using the TEE client API. After which a
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Figure 3.3: TEE Software Architecture [83]

shared memory is set up between CA and TA, with the shared memory both parties

can exchange large amount of data efficiently. CA then sends application specific

commands to invoke a trusted services. At the end of the communication, the session

is shut down and TA either remains in an executable state where sessions can be set up

with other CAs and TAs or returns to a locked state. In a locked state CAs and TAs

cannot communicate with a locked TA because updates to codes and personalization

information or general maintenance is performed on the TA by the Security Domain

without the risk of any modification to this update by a Client Application or other

Trusted Applications. In the next section covers a brief description of some of the

pivotal TEE Internal Core and TEE Internal APIs as defined in the standard [83, 9].
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3.3.1 TEE Internal Core API and TEE Internal API

The TEE Internal Core API provides a specific set of APIs providing functionality to the

Trusted Application, enabling TAs to make use of Standard TEE capabilities [83]. The

TEE Internal API on the other hand is a general series of APIs that provide common

implementations for additional low-level functionality usually required by TAs. Some

of the common APIs provided by the TEE Internal Core API as defined by GPD

standards [9, 83] include:

1. Trusted Core Framework API: This API provides OS functionalities such as in-

tegration, scheduling, communication, memory management, and system infor-

mation retrieval interfaces.

2. Trusted Storage API for Data and Keys: Trusted Key Storage and storage of

general data is provided by this API.

3. Cryptographic Operations API: Cryptographic capabilities are provided by this

API such as key generation, key exchange algorithms, Message Authenticate

Codes (MACs), asymmetric encryption, asymmetric signatures etc.

4. TEE Arithmetical API: For cryptographic functions not found in Cryptographic

Operations API, TEE Arithmetic API then provides arithmetical primitives to

create these cryptographic functions.

5. Peripheral API: This API enables a Trusted Application to interact with periph-

erals via the Trusted OS.

3.3.2 TEE Internal API

We now discuss some of the APIs provided by TEE internal API as defined in [83].
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TEE Trusted User Interface API (TUI)

The TEE Trusted User Interface API gives the user assurance that what he sees on the

screen has not been concealed, modified or accessed by another applications running

on the REE, another unauthorised application in the TEE or a malware running on

the device. TEE TUI also ensures that any information inputted by the user cannot

be retrieved or altered by any application within the REE or even an unauthorised

Trusted Application within the TEE. In addition to this, there is a security indicator,

with which the user is assured that that screen displayed is actually a screen displayed

by a Trusted Application. TEE TUI opens up a session during which TA has exclusive

access to the User Interface, secure peripherals and prevents multiple sessions from

being opened when this is happening

Furthermore, TEE TUI gives assurance to external parties that the information it

receives from the user is exactly what the user saw, signed and it has not been interfered

with along the way. Figure 3.3.2 shows a TUI architecture and some of the trusted

components that exists in the TEE part of the architecture.

Biometric API

This is an extension of the TEE Trusted User Interface API. Trusted Applications

through the Biometric APIs can access biometric capabilities and functionalities present

in Biometric Subsystem which is comprised of the Biometric Peripherals and Biometric

Sensors. As a first step, using standard discovery techniques in the Peripheral API,

the available capabilities in the platform is discovered during communication with the

Biometric Sub-system of the TEE.

The Biometric sensors display live images, the relying TA cannot communicate with

the Biometric sensors directly rather it interacts with the Biometric Peripherals and

uses the service they provide once the biometric capabilities are known. The Biometric

API is an important part of the TEE which is required for the eVoting Scheme proposed
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Figure 3.4: TEE Trusted User Interface [83]
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in chapter 6

3.4 TEE Administration

A Global platform Security Domain has an off-device Service Provider that owns it and

has the authority to directly or indirectly manage the Security Domains and Trusted

Applications that fall under that SD. TAs and SDs have a direct association to a parent

Security Domain that created it and an indirect connection to a SD along the path from

the Root Security Domain in which its Parent Security Domain was created [5].

3.4.1 Security Domain

A Security Domain (SD) is a representative of the TEE Issuer, Original Equipment

Manufacturer or any other Service provider, located on the device that is responsible

for the control of administrative operations of the TEE.

The Security Domain can be pre-installed on the device during manufacturing of

the device or can be dynamically loaded into the device by a service provider. Security

Domains have privileges which gives them access to Internal TEE resources and hence

provide provision of TEE properties [5].

Security Domains hold cryptographic keys which is used to commence the execution

and authorization of administration operations in a secure manner. The level of privi-

lege a Security Domain has would depend on the classification of the Security Domain.

For example a Security domain can install/uninstall Trusted Applications and Security

Domains if it has a TA Management privilege and SD Management privilege respec-

tively [5]. Every device is allowed to have multiple security domains, even multiple

root security domains. These security domains are configured to carry out authoriza-

tion operations reflective of the roles and privileges of the authority it represents.

The Root Security Domain (rSD) [5], has the privilege of installing other security

domains. Trusting a Security Domain requires a trust hierarchy, what that means is
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that since we trust the rSD, then any other security domain created by rSD would

also be trusted. A Security Domain that creates another security domain or trusted

application is known as the Parent of that SD or TA because they have a direct con-

nection to it. There also exist connections that are indirect for example a root SD

might create a Security Domain, and this Security domain creates a trusted applica-

tion. This particular trusted Application is said to have an indirect connection with the

root SD. This implies that the Trusted Application is Trustworthy because its Parent

Security Domain and Root Security Domain it has an indirect connection to are both

trustworthy.

3.4.2 Administration of Security Domain

The GPD standard [5] states that Authorization Operations must be verified before

any Administrative Operation is performed on TA or Security Domain. The recipient

of the command to carry out a particular administrative operation might not be the

SD to execute. This leads us to 2 concepts defined in the specification [5]:

1. The Authorizing Security Domain (SD-A) owns the credential required to ver-

ify the authorization. The SD-A also authenticates the Remote Authority that

submitted the administration operation.

2. The Performing Security Domain (SD-P) is the SD that receives the operation

command and performs the operation.In the Voting Protocol in chapter 6, an

Election SD receives a command to create an Issuer SD, in that instance the

Election SD is both the SD-A and SD-P

There are three options to authorize an administrative operation [5]:

1. Implicit authorization using a secure channel: for implicit authorization the Re-

mote Authority sets a secure communication channel session with the recipient
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SD which it intends to send an administrative command to. If this secure chan-

nel session is opened successfully then authorization command via this channel is

verified. In implicit authorization, the Security Domain is both the recipient and

performer of the operations i.e. SP-A=SP-D. In the voting scheme in Chapter 6,

a secure communication channel is set up.

2. Explicit Authorization using Authorization Tokens: As discussed earlier, a Se-

curity Domain is a representative of a remote authority (Service Provider) on

the device used to manage the TEE. A TEE has different security domains that

may be representative of different remote authorities. To manage each SD that

represents a remote TA, it may require having to set up individual secure chan-

nels to the Security Domains to implicitly authorize an administration command.

Explicit authorization requires collaborations between these various remote au-

thorities with different privileges to generate an Authorization Token sent to the

SD-P that carries the administration command without having to set up individ-

ual secure communication channel sessions

3. Combined Authorization: A secure channel is set up and an authorization to-

ken is sent using this Secure Channel. So it’s a combination of implicit and

explicit authorisation. An Issuing Authority SD is created using this process in

section 6.5.1

3.4.3 Authorization Token

As discussed earlier and Authorization Token is sent in an explicit authorization and an

authorization token is a piece of information generated by a Remote Authority granting

rights to its Security Domain located on the device to carry out certain administration

operations. The Authorization token contains a Universal Unique Identifier (UUID) of

the Security Domain that identifies the Remote Authority in charge of that Security

Domain that emitted this authorisation.
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It also contains a set of conditions called Constraints that need to be verified before

executing the authorisation operations in the token. The Authorization Token also

contains the Remote Authority’s signature over the UUID and constraints. The token

also contains the Key identifier that identifies the key to be used for the authorisation,

algorithm identifier that identifies algorithm to be used to verify the authorisation.

Finally When SD receives the Token, using the Key Identifier to find the right

public key of the Remote Authority stored in SD Secure Storage, it verifies the digital

signature of the Remote Authority over the Token. This is shown in the Voting Scheme

in Section 6.5.1, when Election SD creates an Issuing Authority SD.

3.4.4 Root of Trust

The TEE Root of Trust [8] is a computing engine code, data and keys, co-located on a

platform that provides security services such as such as authentication, authorization,

confidentiality, identification, integrity, measurement, reporting, update, or verification.

A Root of Trust [8] verifies a software using a Chain of Trust where an already measured

and verified software by the RoT, measures and verifies the next software and keeps

recordable records of this verification. This process goes on until all the software are

measured and verified forming a Chain of Trust. .

The TEE secure boot which is critical to its security uses a Chain of Trust. The first

code that runs on the TEE is assumed to be Trusted, this code is hardware secure and

confidentiality of the code provided using a key during manufacturing. The Boot Chain

starts when this code is executed till it reaches the TEE Run Time Environment and

validates this environment, the System-on-Chip prevents interference with this process.

From then on any other stage in the boot chain sequence must be validated before it

is executed [8].
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3.5 Other Implementations of Trusted Execution Envi-

ronment

The ARM Trustzone [23], Aegis [164] and Intel SGX [124] technology are implementa-

tions of Trusted Execution Environment Technology.

The ARM Trustzone, is a hardware implementation of a TEE. ARM Trustzone

defines a Secure world where the security subsystems exist on the System-on-Chip

which is Isolated from everything else in the Normal World by the Hardware Logic in

the Trustzone-enabled AMBA3 AXI™ bus fabric [23]. Extensions implemented in the

ARM processor core allows quick execution of codes from both the Secure World and

Normal World by a single core processor.

Trustonic3 is a security vendor that delivers secure devices and applications across

multiple markets to different stake holders in the Ecosystem such as Mobile Network

Operators and Application Developer.

Trustonic has developed the Kinibi TEE [166] compliant with the GlobalPlatform’s

TEE Initial Configuration v1.1 [6]. The Kinibi Trusted OS runs in the Trusted Execu-

tion Environment of an ARM TrustZone. Currently Trustonic’s Kinibi TEE has been

integrated in over one billion [166] mobile devices deployed worldwide.

3.6 Summary

In this chapter the architecture and security capabilities of the GlobalPlatform Trusted

Exectuion Environment is presented. The TEE technology is pivotal in providing

a trusted environment where security sensitive operations is executed in the mobile

voting scheme proposed in chapter 6.

3https://www.trustonic.com/
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Part II

Untrustworthy Environment

I-Precinct Voting
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Chapter 4

Analysis of Voting Schemes in

The Real World

4.1 Introduction

Voting is at the heart of a country’s democracy. Assurance in the integrity of the

electoral process is pivotal for voters to have any trust in the system. Often, electronic

voting schemes proposed in the literature, or even implemented in real world elections

do not always consider all issues that may exist in the environment in which they might

be deployed. In this chapter, we identify some real-world issues and threats to electronic

voting schemes. We then use the threats we have identified to present an analysis

of schemes recently used in Australia and Estonia and present recommendations to

mitigate threats to such schemes when deployed in an untrustworthy environment

4.1.1 Overview of Assumptions in Electronic Voting Schemes

As democracies continue to grow, citizens of a lot of nations, more so in the developing

countries, are beginning to clamour for the introduction of electronic voting because
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they believe the traditional paper-based systems are often marred by wide scale elec-

toral fraud [106, 67, 115, 95] One common issue with e-voting schemes is that the

environment assumed during design may not fully consider the threats that exist in

real world deployment. Thus, when these schemes are deployed some vulnerabilities

may appear that were not considered in the initial threat model.

The voting environment and how voting schemes relate to other parts of the voting

process goes a long way in determining which security requirements are necessary and

which requirements may be satisfied by default. For example, a remote voting scheme

and a supervised in-person voting scheme are two different voting environments and

provide different levels of security by default. A supervised voting scheme can provide

coercion resistance by being supervised but remote voting schemes do not give such

guarantees by default. Consequently, remote voting schemes need to rely on technical

security provided by cryptography.

With electronic voting, voter authentication is an open issue; it can be quite com-

plicated authenticating the voter if done remotely. For example, a spouse may vote

on behalf of her partner and there is no way the system can tell the difference. Some

e-voting schemes have tried to address this threat by using smartcards [11, 78] as an

instance of the voter. If the smartcard is authenticated as done in the Internet vot-

ing scheme used in Estonia [78] then the voter is assumed to have been authenticated

correctly.

Many voting schemes might be suitable in one environment but unsuitable in an-

other because of socio-economic factors (such as religion, poverty). These factors may

determine how effective the voting schemes would be in such environments. For exam-

ple, in a world where no one wants to cheat the system, we wouldn’t have to worry

about voters being coerced or ballot stuffing. It is well known that a system is only as

secure as the weakest component. In a remote voting environment, while the network

and servers are secure, there is no assurance that voter’s computers are secure. In the
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Estonian I-voting scheme, voter’s computers were assumed to be secure. Subsequently,

in a mock election [78], a group of researchers were able to attack voters’ computers

and change votes to their choice. So, to have assurance that the entire voting scheme

is secure, the voter’s computer needs to be secure as well.

Another common assumption made, is the trust placed on electoral officials. In

precinct voting schemes, we trust electoral officials to correctly authenticate voters and

prevent double voting [62]. However, this is not always the case in real world elections

where the electoral officials may be part of the fraud [24]

After local elections in 2015 and parliamentary elections in 2017 were monitored,

some recommendations were suggested to improve on the current methods of authenti-

cating voters. The UK government agreed with most of the recommendations suggested

and are now considering various methods for authenticating voters to prevent ineligible

voting and voter impersonation. In some UK elections, pilot schemes were introduced

using various forms of physical identification such as driver’s license to authenticate

voter. The essence of this pilot schemes was to gather information to find out what

would best for the electoral process before adopting an official policy on voters and

proxy voters authentication. We talk more about some of the recommendations made

in section 4.1.2

We must note that the UK does not currently use electronic voting for elections and

electoral fraud has not been reported on a wide scale that could influence elections, but

it is interesting to see that these reports acknowledge the possibility of this being an

issue if urgent changes are not made to the current system. If these recommendations

are to be adopted in an untrustworthy environment section 5.2, then a cryptographic

means of implementing some of these recommendations would be required. Moreover,

to build a secure e-voting scheme, security must be considered at the outset and de-

signed into the system. Security of all software and hardware should be analysed and

proved secure if possible
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4.1.2 Reports on Election in the UK

“My work in the Department for Communities and Local Government during the pre-

vious Parliament highlighted some shocking issues and revelations: our well-respected

democracy is at threat from unscrupulous people intent on subverting the will of the

electorate to put their own candidates into power, and in turn, manipulate local au-

thority policy and funding to their own self-centred ends. That is something that we

must do our utmost to guard against and to have measures in place to discourage and

prevent”. Erick Pickles [151]

The Anti-corruption champion, Erick Pickles monitored elections in the UK and

made some recommendations [151] on improving elections in the United Kingdom,

similar issues exists in other electoral systems around the world that rely on trust

in human procedural processes to prevent voter impersonation and ballot stuffing. He

went further to say that the idea that electoral officials can prevent voter impersonation

by identifying the local populace through physical recognition is not sufficient [151]

because our society is constantly growing with a lot of migration and emigration going

on.

The Electoral commissions (EC)/ Association of Electoral Administrators (AEA),

report [138] on UK Parliamentary elections in 2017 also echoed some of the issues raised

in the Pickle’s report, particularly relating to voter authentications and proxy voting.

The UK government in a response to EC’s report and Pickle’s report says it has

adopted most of the recommendations [141]. Pilot schemes are been run in some polling

stations introducing voter authentication, using various forms of Identity in a bid to

gather enough information to see what best works before adopting an official policy for

authentication for Voters and Proxy Voters [141]. Below are some of the recommenda-

tions suggested in the Pickle’s report relating to Trust and voter authentication [151]:

1. Actions should be taken to allow voters go the polling booth individually and

also prevent voters from taking ballot papers away from the polling units.
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2. Government should consider using means of identification such as driver’s license,

international passport, and utility bills for voter authentication. Currently this

is not done and that is unsatisfactory.

3. The registration phase needs to include automated means of confirming national-

ity of voters and their eligibility to vote because not everyone who resides in the

UK has voting rights. If this is not done, one cannot prevent ineligible voting.

4. Proxy voters should also be authenticated using standard means of identification

such as driver’s license, international passports and utility bills.

5. Political campaigners and activists shouldn’t be trusted to handle completed

postal votes and postal votes envelopes.

6. Request for a waiver to provide signature for a postal voter, should require at-

testation by a third party and there should be restrictions on who can act as a

third party.

7. The use of Camera phones should be prohibited at polling units because voters

can record how they have voted and hence could be coerced to sell votes

4.2 Threat Analysis in Real World Voting Schemes

In other to build a secure voting scheme in a particular environment it is imperative to

understand some of the factors that may affect the trust placed on different entities in

the electronic voting architecture as well as threats that may exist in the environment

the scheme would be deployed. With this in mind and looking at the recommendations

in sections 4.1.2, we now consider issues that may affect the integrity of elections in real

world implementations if not considered during the design phase of e-voting schemes

in this section.
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4.2.1 Socio-economic Issues

It has been documented that vote buying and vote selling is very prevalent in real

world electronic voting. In Mexico, voters were so suspicious about the integrity of

elections because of the electoral fraud committed by parties [67]. Such fraud relied on

many techniques including ballot stuffing by both voters and electoral officials; stealing

of ballot boxes between the polling units and collation centres; intimidation of voters,

observers and party officials; and manipulating voter’s registration lists [77, 24, 95]

Vote buying, selling and coercion is common practice in elections.

In an analysis done in Taiwan [136] as little as 10 USD was paid to voters to sell their

votes. This is not surprising because of the economic situation in many countries, and

vote buyers usually target poor voters. In the USA five Democratic Party Operatives

were convicted in a federal court in 2004 for offering poor people cigarettes, medicine,

beer and 5 to 10 dollars for their votes [135].

In other cases, electoral officials are part of this electoral fraud. A report about

the 2012 elections in Ghana recorded issues like double voting, under age voting, over

voting and voting by ineligible individuals [24] this was possible because the pollsite

officials were trusted to prevent this. These issues are difficult to address solely by

human supervision because the trusted polling officials are sometimes part of the fraud,

usually for financial gain. Voting schemes cannot prevent all forms of electoral fraud

since there is always a financial incentive to cheat the system due to socio-economic

challenges. However, design of voting schemes should take these threats into account

and leverage on technical security wherever possible to ensure that any deliberate

attempt to circumvent the technology is detected

4.2.2 Insider Threat

According to Schneier [161] “Insiders are especially pernicious attackers because they’re

trusted. They have access because they’re supposed to have access. They have oppor-
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tunity, and an understanding of the system, because they use it or they designed, built,

or installed it. They’re already inside the security system, making them much harder to

defend against.” The UK Cyber strategy also notes that “Computer systems, networks

and applications all rely upon people for their development, delivery, operation and

protection and the likely success of an attack is increased when a so-called ‘insider’ is

involved” [140]

The insider threat is a well documented issue and one of the biggest threats to

organizations. About 53 percent of attacks on organization have been deliberate actions

or negligence by staff. 54 percent of IT staff feel it is difficult to detect insider threats

while 33 percent of organization have no formal response plan [52].

Attackers have realized that it is difficult to attack secure networks, so they find

easier routes, like targeting individuals that work in organizations. An example is

the 2011 attack on RSA secureID1 where phishing emails with an attachment that

contained malware was sent to a group of unsuspecting employees who downloaded the

files allowing the attackers to gain access to the network .

In e-voting literature, the insider threat and how it could mar an election is not

often considered or it is assumed that insider can be trusted, hence human procedural

means are used over technical means to carry out security sensitive operations. As

an example, in the Prêt-à-Voter scheme, electoral officials are trusted to authenticate

voters and prevent ballot stuffing [62] whilst in the i-voting scheme electoral officials

are trusted to transfer of sensitive information from one entity to another [78].

In an analysis of the electoral process in Estonia [78], researchers recorded various

lapses in procedures which introduced vulnerabilities that could be exploited. The

financial benefits for malicious insiders is enough incentive for them to either aid an

attack or look the other way when this happens.

With vulnerable electoral officials, it is important to ensure that the technical se-

1https://www.wired.com/2011/08/how-rsa-got-hacked/
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curity employed in voting schemes should reduce threats posed by insiders. Hence,

auditability of the process and verifiability of votes cast should be satisfied for a voting

scheme to be credible.

In section 4.3 we do an analysis of the vVote: a verifiable voting scheme (Prêt-à-

Voter) and I-voting scheme to shed more light on this issue.

4.2.3 Cyber Threat and Foreign Government Influence

Cyber threat and cyber warfare has become a serious issue that organizations and gov-

ernments are dealing with. There have been various reported cases of state sponsored

attacks like the alleged North Korean attack on Sony2 or alleged United States attack

on Iranian nuclear enrichment plant [114]. Increasingly we continue to see allegations

of foreign government influence in the democratic processes of other nations.

In addition to the current controversy surrounding recent elections in the USA,

it has been alleged that Russia carried out a state sponsored Distributed Denial of

Service (DDoS) attack on Estonia in 20073 . In Hong Kong, the largest and most

sophisticated ever DDoS attack hit an online democracy poll that canvassed opinions

for future elections in the country4 . Also, in Ukraine5 a virus that was meant to delete

votes during the presidential elections hit their Central Election Authority.

In Washington DC, an Internet voting system was designed to allow oversea absen-

tee voters cast their votes, this was a pilot project and it was tested as a mock election

in 2010. Some researchers [172] attacked this system and gained full access within 48

hours, changing every vote and revealing almost all secret ballots.

These Cyber-attacks have created a completely different threat environment that

did not exist before, and now that nations are pushing for e-voting this should be

considered when designing e-voting schemes.

2https://reut.rs/2VAiTye
3https://www.theguardian.com/world/2007/may/17/topstories3.russia
4http://bit.ly/2PBxvYP
5https://on.rt.com/elvysd
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In the literature, schemes may not fully consider the threat of a cyber-attack from

a foreign actor. In the I-voting scheme used in Estonia, lapses where shown in the

electoral process and architecture that could create avenue for a cyber-attack [78].

The implicit trust placed on voters’ computers in some Internet voting schemes clearly

shows that cyber threat was not considered in their design.
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4.2.4 Threat Model

Considering the threats/issues that exist in real world election discussed in section 4.2

and Pickle’s recommendation (section 4.1.2), we now highlight some specific threats in

figure 4.1.

Table 4.1: Threat Model Real World Elections

Threat Vulnerability Impact Scheme

Poll worker vote on behalf
of abstained voters

Trust placed on poll work-
ers to authenticate voters
using traditional means.

Ballots are not authenti-
cated, hence not digitally
linked to voter.

Votes are cast for ab-
stained voters without be-
ing detected by the system
and could change the out-
come of the election.

Prêt-à-
Voter

An attacker can stuff the
ballot without being de-
tected.

Ballots are not digitally
linked to voter

Ballot stuffing by poll
workers and voters with-
out being detected could
change the election out-
come.

Prêt-à-
Voter

Poll workers can allow in-
eligible voting

Trust placed on officials
over technical means to au-
thenticate voter

Ineligible citizens can cast
ballots undetected by the
system, compromising
election integrity

Prêt-à-
Voter

An attacker can install a
vote altering or data steal-
ing malware in election
servers and voter’s com-
puters

Unclean computers used to
prepare voting client soft-
ware sent to voters

Attacker alters votes to
that of his choosing with-
out being detected. Spy-
ware monitors how vot-
ers voted, breaking ballot
secrecy and could enforce
voter coercion

I-Voting

Vote selling to coercers by
voters

Trust placed on voter to
tear candidate list that
links ballot to voter

Voter can leave poll-site
with candidate list and
show a third party there by
breaking privacy, receipt-
freeness and coercion resis-
tance

Prêt-à-
Voter
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4.2.5 Attackers Capability

Below are some assumptions about the attacker based on reported incidences of elec-

toral frauds reported in various elections discussed in sections 4.2 and threat model in

figure 4.1.

• An attacker can either be an insider or an outsider.

• An attacker may be motivated by financial incentives to cheat the electoral pro-

cess.

• A voter may be motivated by financial incentives to cheat the electoral process

The attacker is assumed to have the following capabilities:

1. An attacker can stuff the ballot box without being detected.

2. An attacker can vote on behalf of an abstained voter or allow ineligible voting.

3. An attacker has adequate resources to carry out a DDoS attack

4. An attacker can tell the link between a voter’s id and the cast ballot.

5. An attacker can install vote altering, or data stealing malware in election servers

and voters’ computers.

4.3 Review of Two Electronic Voting Scheme

In this section, two electronic voting schemes are reviewed in the light of the threats

and requirements discussed earlier.

4.3.1 vVote: A Voter Verifiable Voting Scheme (Prêt-à-Voter)

The Prêt-à-Voter voting scheme is an end-to-end verifiable scheme that provides pri-

vacy. It uses a candidate list which is printed on demand before voting. This candidate
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list has the names of candidates arranged in a random order. The voter can audit this

candidate list to confirm that it has the correct encryption of the random arrangement

of the candidates. If this audit is done, the candidate list is decrypted and hence cannot

be used to cast a vote to maintain the secrecy of the ballot [34]. A QR code of the

candidate list is scanned into a tablet and this launches the vote capture application.

The voter fills the ballot using the tablet. After completing the ballot, a preference

receipt (PR) is printed. The voter can compare the candidate list with the preference

receipt to confirm that they are both arranged in the same order, this gives the voter

assurance that his vote has been cast as intended. The candidate list is expected to be

destroyed after confirmation, to maintain ballot secrecy while the preference receipt is

kept by the voter. At the end of the elections, a voter uses the preference receipt to

confirm that his vote has been published on a Web bulletin board at the final tally.

This gives voters assurance that their votes have been recorded as cast [34]. Further

details could be found in the draft report [159]

4.3.2 Estonia Internet Voting System (I-voting)

Over 30 percent of votes cast in elections done in Estonia today are done electronically

this makes Estonia one of the front runners in the use of electronic voting for elections

and the first country to use Internet voting nationally [78]. Estonia has a national ID

card which has cryptographic keys issued by the government which are used to authen-

ticate voters during election. The scheme attempts to replicate the double envelope

process used in postal voting. A digital signature is generated with the voter’s signing

key and this is used to provide the voter’s identity (outer envelope). The system’s

public encryption key is used to encrypt the ballot to provide secrecy (the inner enve-

lope). The signature is stripped from the ballot leaving a set of anonymous encrypted

votes once the eligibility of all voters has been established. These anonymous votes are

then transferred to a physically separate vote counting server connected to a hardware

security module for decryption.
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The Estonian voting system uses a vote forwarding server which is the only publicly

accessible server (see figure 4.1). This server communicates with the client software

and forwards vote to a vote storage server. Votes are copied using DVDs to the Vote

Counting Server by electoral officials. The Vote Counting Server is not connected to

any server. The Estonian Internet voting system is not end-to-end verifiable and much

of security it provides relies on human procedures rather than technical means thereby

placing lot of trust on electoral officials. Further details about how this voting scheme

really works can be found in [93]

Figure 4.1: iVoting Protocol [93]
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4.3.3 Security Analysis of vVote: A Verifiable Voting Scheme (Prêt-

à-Voter)

Prêt-à-Voter, used in Australia, relies on traditional means to validate eligibility. If

this scheme is to be adopted in other environments, this may not work since part of

the reason why nations clamour for electronic voting is the inadequacies of traditional

means of authenticating voters. As stated in our threat model, relying on poll workers

to authenticate voters could leave the system vulnerable to ineligible voting. This risk

could be mitigated using Photo ID but cannot be eliminated by this approach alone

especially if the poll workers are untrustworthy.

This scheme expects voters to destroy the human readable candidate’s list after

casting their votes, this puts a huge level of trust on voters to do this. Privacy is an

important requirement of e-voting as well as receipt freeness which helps to mitigate

vote buying, vote selling and voter coercion. If voters fail to destroy this human read-

able part, which isn’t unthinkable considering the socio-economic challenges (Section

3.1), then this scheme would not provide privacy. Because with this candidate list you

can make a link between the candidates and vote cast published on the bulletin board

as highlighted in our threat model is section 4.2.4.

Furthermore, with the candidate list, voters have proof to show a vote buyer or a

coercer. Thus, this scheme would fail to provide coercion resistance and gives voters

the opportunity to sell their votes to vote buyers. Ballot stuffing, double voting and

voting in place of abstained voters could go a long way in determining who wins an

election and has been reported in several elections, an example is the 2012 national

elections held in Ghana [24]

The Prêt-à-Voter scheme is as vulnerable to corrupt official as traditional schemes

and this needs to be mitigated using technical means. A corrupt official could vote for an

abstaining voter and this wouldn’t be detected by the system because of unlinkability

between voter and the ballot cast; and lack of technical means for authentication.
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Schemes like the I-voting in Estonia solve this problem by using a smartcard which is

an instance of the voter. This link prevents corrupt officials from voting for abstained

voters without physically having their smartcards. Prêt-à-Voter system is meant to be

end-to-end verifiable but the attacks mentioned cannot be detected by the system and

represent a big risk to take in certain environments. Hence, considering insider threats

and socio-economic issues like poverty, Prêt-à-Voter may not offer any better security

than traditional schemes.

However, Prêt-à-Voter would improve efficiency and minimize human errors in the

vote counting process and if there is assurance that the electoral officials and voters

are trustworthy, then it may well satisfy its security claims. However, this is easier said

than done in the real world.

In conclusion, Prêt-à-Voter is vulnerable to breach of privacy, vote buying and

selling since achieving receipt-freeness relies on voters being trustworthy, ballot stuffing,

ineligible voting is possible if trust assumptions are broken.

4.3.4 Analysis of Estonian Internet Voting Scheme

A group of researchers observed the Estonian elections and produced a report which

showed lapses in the electoral process that could undermine the integrity of the election.

One of the issues raised was the use of procedural means over more technical means to

provide security. A high degree of trust, as seen in Prêt-à-Voter system, was placed on

electoral officials, making security critical aspects of the system rely on, sometimes, a

single individual. Trust was also placed on the integrity of voters’ computers as well as

the various servers used. Some of these lapses are considered to support our argument

but a full report on this election can be found in [78, 93] .

Contrary to security best practices electoral officials logged on to servers using root

access. This is a major lapse because the system cannot tell which official accessed

it. This creates an opportunity for a malicious insider to carry out attacks such as
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installing malware that could alter votes between decryption and tabulation, or stealing

information that could compromise vote privacy as highlighted in our threat model in

section 4.2.4

It was also observed that the vote storage server reported an error suggesting that

the drive configuration had changed when it was booting during the tabulation phase.

Instead of the officials investigating this error, it was simply bypassed in this critical

phase of the election where encrypted votes are exported. In other instances, servers

were simply rebooted to clear error messages rather than troubleshooting. If these

errors were caused by malware, the officials would not have noticed. And since the

system is not end-to-end verifiable, voters and auditors cannot tell if votes are counted

as cast in the final tally.

It was also documented that officials downloaded client software using an unsecure

http connection. This makes the system vulnerable to a network man-in-the-middle

attack which could compromise the election. Unclean laptops that had links to gam-

bling sites and bit torrents installed were used to prepare client software distributed to

the public, this could introduce malware into voter’s computers (section 3.4) on a large

scale. Most attacks on organizations are carried out because unsuspecting insiders are

targets of cyber attackers. So even if the electoral officials are not genuinely part of the

electoral fraud, their actions as have just been highlighted leaves the electoral process

vulnerable to attacks.

In the Estonian system [78], a voter can verify with an application that their vote

was cast as intended. However, with the increasing interaction between smart phones

and computers it is not difficult to imagine that both devices can be corrupted making

it difficult for the voter to notice that their votes have been altered.

In the tabulation phase, it was also reported that a technical glitch occurred and

an official’s personal flash drive, that contained other personal files, was used to copy

unencrypted votes to a laptop connected to the internet where the official result was

84



signed. If this USB contained malware, this would mean the votes could have been

altered without detection. Furthermore, the flash drive could have introduced malware

to the counting server, this malware could be a spyware which could have the ability

to monitor the decryption process and hence know the relationship between a voter

and a ballot- breaching voter’s privacy. These possibilities were identified in our threat

model in section 4.2.4

From the published portions of the I-voting server software the researchers found out

that the log server, which logs information from the vote forwarding and vote storage

servers, saved any unexpected data to disk. If this storage gets exhausted voting would

stop allowing a denial of service attack Such an attack is well within the means of the

state sponsored attacker or even a modest attacker with adequate resources (section

3.4) depending on the size of the disk. Moreover, storing of unexpected data means

the system is vulnerable to other attacks.

In conclusion, we can see that this scheme is vulnerable to many attacks such

as DDoS, breach of privacy, and vote alteration. Some of these attacks are possible

because the scheme is not universally verifiable (section 2) and trust was placed on

human procedures and processes rather than technical security.

4.4 Further Analysis

It is clear that while existing e-voting schemes may be secure in benign environments,

their adoption for use in untrustworthy environments presents a number of risks. Sec-

tion 4.2.4 identified the threats to e-voting schemes and how these could impact security.

In this section, a further analysis on the schemes considered in section 4.3 was done,

highlighting the motivation for the attacker; Vulnerabilities that could be exploited and

some ways to mitigate the threats.

• Authentication: In the Prêt-à-Voter scheme, its been shown that trust placed

on electoral officials may allow ineligible voters vote, over voting and voting on
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behalf of abstained voters. These vulnerabilities could be prevented by the in-

troduction of a tamper-resistant token, such as a smartcard which is difficult to

clone. With smartcards voters can be authenticated correctly preventing ineligi-

ble voters from voting. Such a device could also sign ballots ensuring linkability

between the voter’s id and cast ballot. Linkability would ensure officials cannot

vote for absent voters without the smartcard in their possession, preventing ballot

stuffing.

However, the use of smartcards comes at an extra cost and the added advantage

of introducing a smartcard may not be justified. The Estonian National ID

card which has cryptographic keys for both authentication and digital signature

adequately addresses the issue of ballot stuffing and voter’s authentication. There

also exist other electronic voting schemes that use smartcards for authentication

of voters [11], prevention of double voting and impersonation of abstained voters.

• Incentives: In the Prêt-à-Voter scheme, the trust placed on voters creates an

opportunity for vote buying, vote selling and coercion because of the possibility of

voters carrying the human readable candidate list out of the polling booths. This

means receipt-freeness, which underpins privacy and coercion-resistance, relies on

voters who may not always be trustworthy. We have shown that considering the

socio-economic issues in societies, there is an incentive for voters and electoral

officials to partake in corrupt electoral practices. In many environments, a voting

system cannot rely solely on trustworthy voters or electoral officials but should

rather rely on technical measures for security sensitive processes.

In the I-voting scheme, the procedural lapses highlighted in section 4.4 creates

an avenue for a malicious insider to infect voter’s computers on a large scale.

Personal devices should not be used to prepare client software sent to voters.

Special purpose laptops or PCs dedicated to this task should be used. Moreover,

the integrity of any software should be checked at intervals to ensure that the
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client software has not been tampered with.

• Verifiability: The I-voting scheme places trust on the voter’s client machine.

Malware can be introduced to the system by taking advantage of procedural lapses

highlighted in section 4.4 above. This kind of attack would go unnoticed by voters

and auditors because the scheme is not end-to-end verifiable (verifiability section

2). Trust was placed on the voter’s client machine, human process and procedures

to prevent this. Our argument is that such trust is misplaced, thus verifiability

is difficult to guarantee.

Further attacks on the I-voting system were carried out on both the client side

and server side affecting ballot secrecy and voter’s privacy [78]. The Prêt-à-Voter

scheme, however, is end-to-end verifiable from vote casting to the final count and

tallying of results. Any vote alteration would be detected both by voters and

third parties because this scheme relies on sound security practices to provide

verifiability rather than relying on human processes and procedures.

• Cyber Attacks: We have shown that Cyber attacks by well-resourced attackers

or state sponsored attackers are a threat to electronic voting which did not exist

in traditional paper based schemes. The DoS attack that could stop voting in

the I-voting scheme by exploiting data logging (see section 4.4) can be prevented

by ensuring proper validation of input data. Furthermore, the use of unclean

laptops to prepare client software sent out to voters creates an avenue for wide

scale malware infection of voters’ computers. This kind of vulnerability could

leave the entire e-voting process vulnerable to a full scale cyber attack. In the

Prêt-à-Voter scheme the voting is done in a more controlled environment since

elections are done in a precinct and all the equipment used are under the control

of the electoral authorities.

• Technical Security vs Human Procedures and Processes: Many technical
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solutions to ID verification rely on PINs or passwords. These may be stolen, or

shared. Alternatively, a physical token could be issued that generates temporary

passwords or PINs. This gives an extra level of security because even if PINs

have been compromised an attacker would still require a physical token to make

use of that information. We argue that the cost of issuing such tokens may be

justified depending on the environment where the e-voting scheme is deployed.

We have shown from both schemes analysed, that the part of the scheme where

technical means are used to provide security and the kind of trust assumptions

made could determine which security requirements would be satisfied. In the

Prêt-à-Voter scheme, from vote casting to the final vote tallying is end-to-end

verifiable but the Estonian Internet Voting scheme is not.

This gap in technical verifiability between authentication and vote casting in

Prêt-à-Voter, and in the I-voting scheme between vote casting and vote tallying,

introduces weakness which could be exploited by an attacker as discussed in

sections 4.3.3 and 4.3.4 respectively

In the Prêt-à-Voter scheme authentication was undertaken by traditional means

since it is a supervised scheme, this is a sharp contrast from the I-voting scheme

which used a smartcard to authenticate voters. The lack of technical authenti-

cation in Prêt-à-Voter creates the opportunity for electoral officials to cheat the

system as discussed in section 4.3.3 without being detected.

On the other hand, the trust placed on voters to destroy the human readable part

of the Prêt-à-Voter ballot form used to verify votes are cast as intended, creates

another vulnerability that could be exploited by voters to break ballot secrecy

and sell votes. In the I-voting scheme, a verification app on a smart phone is used

to check that votes have been cast as intended. However, in this scheme, a coercer

can watch a voter while voting. This could be mitigated by a re-voting option to
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override any coerced vote. In cases where the voter is corrupt, no technology can

prevent the voter from selling votes or allowing someone vote in his stead because

this scheme is not supervised.

In conclusion, both e-voting schemes reviewed have advantages and disadvantages

in terms of meeting the requirements for a secure e-voting scheme. However, nei-

ther scheme is able to meet all requirements. In particular, we have identified

two issues that need to be addressed if e-voting schemes are to be used in un-

trustworthy environments. Firstly, methods to mitigate threats posed by insiders

are required; and secondly robust methods to authenticate the voter needs to be

addressed. These issues need to be considered in any practical implementation

of voting schemes if they are to be widely deployed.

4.5 Summary

Electronic voting systems are beginning to move from the lab to real world election.

Such systems have many potential benefits, however, at this stage there are some

impediments that may leave the systems vulnerable in an untrustworthy environment.

In section 2, a set of threats were identified and a threat model was built. We

used these threats to analyse two e-voting schemes that have recently been used in real

world elections to consider how they would fare in an untrustworthy environment. The

analysis of these schemes highlighted the difficulty in preventing coercion resistance,

vote buying and vote selling in the remote voting scheme, since a voter can be easily

be impersonated or monitored whilst voting. In supervised voting schemes, analysis of

Prêt-à-Voter establishes the fact that poll workers cannot be relied on to authenticate

voters using traditional means in an untrustworthy environment.

We argue that in order for a voting scheme to be deployed in untrustworthy super-

vised voting environments, voter authentication and ballot authentication should not

be external to end-to-end verifiable voting schemes. If eligibility verifiability is external
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to the voting protocol, it creates a gap in technical security that the system cannot

verify if the human procedural trust assumptions do not hold. With this in mind, fewer

trust assumptions should be made about the honesty of voters, electoral officials and

observers.

We appreciate that it is highly unlikely that voting schemes would completely elim-

inate human procedures and processes since security cannot be achieved by technology

alone. However, we argue that where security could be provided by technological means,

then this should be leveraged wherever possible in the electoral process. In chapter 5,

an electronic voting scheme is proposed that addresses the issues raised in this section.
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Chapter 5

Mutual Authentication Voting

Scheme in an Untrustworthy

Environment

Trust assumptions in electronic voting schemes may not hold when deployed

in certain environments. Authentication of the cardholder and ballot can

prevent voter impersonation and ballot stuffing by a particular cardholder.

In this chapter we propose a generic mutual authentications scheme, using

smartcards and biometrics to authenticate the Voter. We also do a security

analysis to show how this scheme satisfies our protocol objectives. We then

go further to incorporate a mix-net into our generic mutual authentication

scheme and show the scheme satisfies security requirements of an electronic

voting schemes

5.1 Introduction

Eligibility of the voter is a pivotal security requirement of any e-voting scheme. If the

scheme cannot correctly identify voters, then it cannot prevent voter impersonation or
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double voting.

In many precinct electronic voting schemes, such as prêt-a-voter [62] traditional

means such as those used in paper based elections are used to authenticate voters.

This places a high level of trust on both voters and polling station officials to act

honestly. While this may be reasonable in a benign environment, in a high coercion,

untrustworthy environment, stronger methods of authentication needs to be introduced,

this issue is discussed in details in chapter 4.

In elections conducted in countries like Nigeria, Ghana, Algeria etc, biometric au-

thentication is used to authenticate voters in a bid to reduce ineligible voting.These

countries have poor documentation of citizens which is part of the reason why they have

opted for biometric voter registration to ensure only eligible voters appear on the voters

register. However, the actual vote casting is done using traditional paper based secret

ballots (Australian ballots). This creates a disconnect between voter authentication

and vote casting, which gives an opportunity for electoral fraud to be perpetuated.

In our generic mutual authentication scheme, we propose the use of a multi appli-

cation smartcard or token with biometric verification capability to authenticate voters.

The smartcard should have match-on-card biometrics capability with liveness checking

(for example fingerprint biometrics [13]) using a template stored on the smartcard to

prove that the voter is present during the transaction. We chose this approach because

it is a technology already being used in many countries to authenticate citizens before

access is granted to government applications and resources.

We also include the optional use of PINs as a secondary means of voter verification.

PINs would be verified by the issuer of the smartcard rather than the card itself. This

online PIN verification and biometric authentication provides a high level of assurance

that the smartcard is presented by the voter it was issued to.

We incorporate our mutual authentication protocol into a re-encryption mix-net

scheme for electronic voting and show how the scheme provides anonymity of the voter

whilst still providing voter and ballot authentication. Finally, a security analysis to
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show the protocol is secure and achieves its protocol objectives is conducted.

5.1.1 Biometric Authentication in Electronic Voting

In many countries across the world, most especially in developing countries, poor doc-

umentation of citizens is prevalent. According to the Centre for Global Development

(CEDG) about 2.4 billion people1 do not have widely recognised means of legal iden-

tification. The inability to properly identify citizens of a nation leads to electoral

registers filled with errors which can then be manipulated to carry out wide-scale elec-

toral fraud.For this reason, there has been a growth in the use of Biometric registration

of voters and biometric voting systems for binding elections. The goal is to eliminate

multiple enrolments on the eligible voter’s list, prevent double voting and ultimately

guarantee a free and transparent election. Furthermore, the use of Biometric authen-

tication reduces the chances of voter impersonation, carousel voting and misuse of

deceased voter’s record because biometric technology is a reliable way to authenticate

voters based on their unique physical characteristics.

In 2008 [173], Bangladesh registered 80 million voters using Biometric Technology

just before the ninth parliamentary election, this election was observed and concluded

to be the best election held in the country [99] . In 2015, 6 Million2 voters were

registered in Guinea using Biometric technology.In Nigeria, as at 2015, over 70 million

voters[173] were registered for elections using Biometric Identification and voters are

authenticated using biometric technology. In 2017, Somali Land conducted an election

using Iris based biometric technology3 to authenticate voters. Currently about 50

countries around the world have adopted biometric technology for voter identification

at the polling stations according to election report4 from the Institute of Democracy

1https://www.cgdev.org/blog/finding-missing-millions-identity-and-sdgs
2https://www.thalesgroup.com/en/markets/digital-identity-and-security/government/identity/enrolment/biometric-

voter-registration
3https://www.africanews.com/2017/11/14/somaliland-is-first-in-the-world-to-use-iris-biometric-

voting-system-hi-tech//
4https://www.idea.int/data-tools/question-view/739
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and Electoral Assistance (IDEA).

In our generic authentication protocol, we intend to build on the existing biometric

technology already in use in these challenging environments.

5.1.2 National Electronic Identification Card Programs

Currently, over 70 countries have implemented National Electronic Identification Card

(eID) programs. According to a report5 by Acuity, there will be 3.6 billion National

eID cards in circulation by the end of 2021 and in 82 percent of the eID programs

implemented by countries, either Chip or Plastic Cards with Biometric was issued.

These eIDs issued to citizens, allows the government authenticate citizens before access

to government applications and electronic resources is granted. Electronic IDs have

been implemented across countries in Europe, Asia and Africa6. In Estonia, citizens

use their eID7 as a legal travel ID for travelling within the EU, as a national health

insurance card, for proof of identification when logging into bank accounts and as a

voter’s card for I-voting amongst other uses.

In Nigeria, as at 2019, 38 million National eIDs were issued to citizens8. As at June

2021, 60 Million citizens were enrolled and eligible for National eIDs according to the

National Identity Management Commission (NIMC)9. The eIDs issued has 13 applets

with 5 already activated for Electronic Identification (eID), EMV Payment, Biometric

Match-on-Card Verification, Electronic Public Key Infrastructure (ePKI) and Travel –

International Civil Aviation Organization (ICAO). The other applets are reserved for

e-Voting application, e-Health, e-Transport amongst others.

Our focus for the proposed generic voting scheme is to build a voting protocol using

the existing eID smartcards issued to citizens leveraging on the cryptographic and

biometric verification capabilities of the card. We discuss more about the capabilities

5https://www.acuitymi.com/digital-identity
6https://www.thalesgroup.com/en/markets/digital-identity-and-security/government/identity/2016-

national-id-card-trends
7https://e-estonia.com/solutions/e-identity/id-card/
8https://www.thecable.ng/nimc-38m-nigerians-have-been-issued-national-id-number
9https://nimc.gov.ng/nimc-reaches-more-than-sixty-million-60-unique-nin-records/
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of the smartcard in sections 5.3.1.

5.2 Untrustworthy Environment 1

As discussed in Section 5.1.1, in many developing countries, voter registration remains

an extremely difficult issue which has been the most contested part of the electoral pro-

cess [173]. In these countries, population census is not trustworthy [90][123], legal means

of identification are unreliable thus voter registration is extremely complicated [173].

Hence, existing voter’s register are of very poor quality creating an avenue for electoral

fraud such as impersonation of voters, carousel voting, ballot stuffing and disenfran-

chisement of legitimate voters.This implies that trust assumptions that pollsite officials

can properly authenticate voters without the use of technical authentication mecha-

nisms may not hold in a high coercion environment

Another issue with some elections, is the Implicit trust placed on voting terminals

used by voters to cast ballots. In certain environments it is reasonable to trust the

voting machines but in challenging environments complete trust cannot be placed on

these voting machines. In some schemes [11] these terminals are not authenticated

by the voter. Which implies that in practical deployment, these trust assumptions

may not hold, thus compromising the integrity of the election. In sections 4.2.1 we

discussed some of the socio-economic issues that can motivate an attacker to participate

in electoral fraud and why some otherwise secure systems may present vulnerabilities

when deployed in these environments. Furthermore, it has been documented in several

reports [135, 136, 115, 95] that pollworkers and voters may deliberately be part of

electoral fraud to cheat the system for financial gain

With all the issues discussed concerning possibilities of electoral fraud, we define

an untrustworthy environment in an e-voting context to be an environment where

complete trust cannot be placed on poll-site officials, voters or voting terminals be-

cause they may have been compromised, either intentionally or unintentionally, due to
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socio-economic issues and lapses in technical and operational security. With this in

mind, extra technical and operational security measures is needed to reduce the risk of

electoral fraud, or at the very least detect anomalies.

5.2.1 Threats in an Untrustworthy Environment

In light of the issues that exist in an untrustworthy environment, we suggest a list of

threats as follows:

1. An attacker can impersonate a legitimate voter and vote on his behalf.

2. Malicious insiders, e.g. poll-site officials, may try to vote on behalf of abstained

voters.

3. Malware may be introduced into voting terminals that could alter votes.

4. An attacker may control the channel between the voting terminal and smartcard

or token.

5. Voters may try to participate in vote selling and ballot stuffing.

6. Voters may try to give or sell smartcards or tokens issued to them to third parties,

to allow impersonation on election day.

5.2.2 Security Requirements

Given the threats highlighted in section 5.2.1 we now consider some security require-

ments for an e-voting scheme in an untrustworthy environment.

Eligibility Verifiability Only eligible voters are allowed to vote and cannot double

vote.

Receipt Freeness The voter does not get any information that can be used to show

how he voted to a coercer.
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Privacy Votes should not be linked to voters, meaning no one should be able to tell

how a voter voted.

Universal Verifiability This means a voter can verify if his vote has been cast-as-

intended and recorded-as-cast. Any observers should be able to verify votes have

been counted-as-recorded.

5.2.3 Authentication in Other Electronic Voting Schemes

Several e-voting schemes have been proposed that meet some of the above requirements.

In the FOO scheme [79], and in an implementation of the SENSUS scheme [59], it

has been shown that election authorities can vote on behalf of abstained voters because

the ballot messages are not authenticated by the voters [26].

The vVote scheme [62] trusts officials to correctly authenticate voters and prevent

ballot stuffing. This creates a vulnerability corrupt officials could exploit to cast votes

for abstained voters. Although vVote is end-to-end verifiable, the scheme cannot detect

this because nothing ties a cast ballot to a particular voter’s identity. In the election

conducted using this scheme in Australia [159], the verification feature of the protocol

was not used. This implies that voters were unable to verify the correctness of the bal-

lots generated, we discuss this in detail in Sections 4.3.3. A dual ballot scheme [30], has

been proposed and used in both a student election and political party elections in Is-

rael but, in an untrustworthy environment, it suffers from similar eligibility verifiability

weaknesses.

In Civitas [49], the voter has a registration key which is used to authenticate to

the registrar but the protocol does not specify how exactly this happens and what

messages are exchanged during this process. Also, the scheme does not specify how

keys are managed by the voter [134]. The scheme was improved using a smartcard to

manage the credentials on behalf of the voter but still does not specify what messages

are exchanged during voter authentication.
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The Secure National Electronic Voting scheme [11] issues smartcards 10 to voters

and uses fingerprint biometrics for voter verification. The voting terminal encrypts the

ballot filled by the voter and sends this to the voter’s smartcard to sign. However, this

scheme places trust on election workers to transfer sensitive information between various

servers not connected a network. Moreover, if the voting terminal is compromised and

alters the completed ballot, the smartcard would sign this modified ballot without the

voter’s knowledge. Also, the voting terminal authenticates the smartcard using the last

ballot 11 cast and static data signed by the card issuer stored on the card. Static data

for authentication creates weaknesses in the protocol that may be exploited to carry out

other attacks, an issue that has been widely covered in EMV transactions [122, 130].

In a remote unsupervised environment, technical security cannot prevent a fraudu-

lent voter from selling votes or a coercer monitoring voters cast ballots. Hence a more

realistic approach is to conduct e-voting in a supervised environment, leveraging on

technical security so that fewer trust assumptions are made. This is part of our moti-

vation for proposing an electronic voting scheme that builds on the security capabilities

of National eID program as discussed in Sections 5.1.1 and 5.1.2 that already exists in

these untrustworthy environment, to provide an extra level of security to the electoral

process.

5.2.4 Contribution

1. We propose a generic mutual entity authentication protocol that guarantees voter

eligibility and liveness using biometric technology to minimize trust placed on

polling station officials and equipment.

2. We show how our protocol can be integrated with a re-encryption mixnet to

achieve voter anonymity, whilst still providing ballot authentication and increased

security in an untrustworthy environment.

10The smartcard contains a private key for digital signature that never leaves the card
11Including the last ballot cast and ballot ID prevents an adversary from replaying ballots
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3. We provide a formal verification of our protocol using Scyther and show that

it satisfies eligibility verifiability which is a security requirements of an e-voting

scheme

5.3 Generic Mutual Authentication Scheme

In this section we describe the various entities of the mutual authentication scheme.

But first we describe the Multi Application Smartcard which will be issued to voters

as a Voter’s card

5.3.1 Multi Application Smartcard

A multi application smartcard as seen in figure 5.2, is a chip based smartcard with a

microprocessor that can host several applets on the card, allowing card holders use a

single card to carry out different transactions. This is part of the reason why many

countries have chosen to issue citizens Multi App Smartcards for Electronic ID (eID).

The different applets on the card run in dedicated and isolated memory areas, that

cannot be accessed by other applets on the card. Special firewalls are used to enforce the

applet separation so there is no interference of operations between different applications.

As stated in Section 5.1.2, the eID used in Nigeria and Estonia can be used for payments,

biometric authentication and electronic voting.

These eIDs meet high advanced security requirements and supports cryptographic

algorithms such as RSA up to 4096 bits, elliptic Curves up to 521 bits, hash functions

and symmetric encryption algorithms as seen in figure 5.1. These cards can also gener-

ate random numbers, encrypt messages, decrypt messages, generate digital signatures

and verify digital signatures. These Multi app cards are Common Criteria EAL 5+ and

EAL 6+ certified. In our proposed scheme, we make use of the existing cryptographic

capabilities offered by the Multi App smartcard issued to citizens of countries in our

defined Untrustworthy Environment 1
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Figure 5.1: Smartcard Specifications

5.3.2 Entities, Data and Assumptions

We begin by describing the different entities involved in our protocol; the relationship

between these entities; and the data stored on each entity. This is illustrated at a high

level in fig 5.3

5.3.3 Key Entities

Voting Authority (VA) VA is a Certification Authority. It certifies the public keys

of IA and V T .

Issuing Authority (IA) Issues the Voter’s Card (VC) and shares a symmetric key

with V C. The issuer also stores the electoral roll and can check which voters

have voted.

Voters Card (VC) This is a tamper-resistant multi app smartcard or token that
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Figure 5.2: Multi Application Smartcard

carries out cryptographic functions on behalf of the voter.

Voting Terminal (VTerm) This is the complete voting terminal. Voting is done

using this machine and it has a Graphical User Interface (GUI). VTerm is also

equipped with a PIN pad, card reader and biometric capturing machine.

Trusted Zone within VTerm (VT) This is a Global Platform Trusted Execution

Environment within the Voting Terminal. V T is tamper resistant and secret

information cannot be extracted from it. The V T can generate random numbers,

session key, encrypt messages, produce digital signatures and all these operations

are carried out within V T .

In the case of V A and IA, these are logical entities, included for scalability. In
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VC

VT

VA
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1. VT_Pub

2. Cert_VT

1. IA_Pub

2. Cert_IA

0. Cert_VA

1. VC_Pub
2. Cert_VC

0. Cert_VA || Cert_IA

0. Cert_VA

Figure 5.3: Key Entities

practice, in smaller elections, it may be possible to combine these roles.

An optional Mixnet and Tallier may be required if the authentication protocol

is incorporated into a voting scheme based on mix-nets, described in section 5.6.

5.3.4 Initial Data Stored on Key Entities

We now identify the initial data we assume to be stored within the key entities. With

reference to Fig 5.3, we assume that the self signed CertV A can be validated by keys

securely delivered out of band. We assume that V A signs CertV T , containing V TPB,

and CertIA containing IAPB. And we assume that IA signs CertV C for each V C
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containing a unique V CPB.

We further assume that a voter registration process takes place during which the

voter’s register is updated with eligible voters. As discussed in Sections 5.1.1 and 5.1.2,

a national eID registration program exists where citizens are issued multi app smart-

cards that contains their biometric details, cryptographic keys and an electronic voting

application.

We thus assume that the following data is stored on each entity:

Stored at Voting Authority

Public key certificate of Voting Authority CertV A

Private key of Voting Authority V APV .

Stored at Issuing Authority

Public key certificate of the Voting Authority CertV A

Public key certificate of the Issuing Authority

Public key certificate of Issuing Authority CertIA

Private key of Issuing Authority IAPV

Symmetric key shared between the Issuing Authority and Voter’s Card KIA,V C .

Voter’s Identity IDV C and corresponding Voter’s registration data.

Stored on Voter’s Card

Public key certificate of Voting Authority CertV A

Issuing Authority’s Public key certificate CertIA

Public key certificate of the Voter’s card CertV C
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Private key of the Voter’s card V CPV

Symmetric key shared between Issuing Authority and Voter’s Card KIA,V C

BiometricTemplate of the Voter

Voter’s Identification IDV C . IDV C may optionally be used by V T to identify V C’s

expiry date and geographical region where V C is valid.

Stored on Voting Terminal

Voting Authority’s certificate CertV A

Identity of Voting Terminal IDV T

Public key certificate of Voting Terminal CertV T

Private key of Voting Terminal V TPV .

IDV T may optionally be used by V C to identify geographical location of V T .

Stored on VTerm

No data used in the protocols (e.g. keys, certificates, IDs) is stored on V Term.

5.3.5 Protocol Objectives

The primary objective of this protocol is to provide Eligibility Verifiability. We wish

to prevent impersonation of abstained voters and prevent double voting by legitimate

voters. To this end, we define the following goals:

G-1 Mutual authentication between V C and V T to prevent use of illegitimate cards

and rogue terminals.

G-2 Verification of Voter by V C to reduce trust placed on poll workers to verify voter’s

identity.
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G-3 Mutual authentication between V C and IA, to ensure that IA is communicating

with a legitimate V C and vice versa.

G-4 Authenticated messages to prevent IA or any other entity from including votes

for abstained voters and to prevent replay attacks.

5.3.6 Attackers Goal

The attackers intention is to change the outcome of the election, we state below some

of the ways the attacker intends to achieve this.

AG-1 Attacker’s intention is to impersonate the voter by using an illegitimate card not

issued by IA.

AG-2 An attacker acting as a rogue terminal can deceive a legitimate V C and steal

sensitive card information. A rogue terminal can also disenfranchise a voter by

making the voter believe she has cast a legitimate vote

AG-3 The goal of the attacker is to allow an impersonator get authenticated by pre-

senting a legitimate V C on behalf of an abstained voter

AG-4 Attacker’s goal is to include ballots for abstained voters without being noticed.

This may include impersonating deceased citizens.

5.3.7 Assumption of Voting Scheme

In this section some assumptions are listed about the mutual authentication voting

scheme

Functionality Assumptions

We make some assumptions on the functionalities of different entities:
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A-1 We assume the existence of a Public Key Infrastructure (PKI), based on National

Electronic ID schemes already in used in some countries. An example is the in

I-voting in Estonia [78].

A-2 We assume there is only one V A.

A-3 VA is able to install a self-signed public key certificate CertV A on each V T

A-4 IA has a public key certificate CertIA, signed by V APV which is installed on V C.

A-5 IAPV does not leave IA.

A-6 IA stores the electoral roll and can check which voters have voted. This will be

used later, but not needed for initialization.

A-7 Each V Term has a Rich Execution Environment contains a trustworthy V T

which is a Trusted Execution Environment as discussed in Chapter 6.4.2. Each

V Term is also equipped with a pin pad, card reader and biometric capturing

device

A-8 We assume V T is bound physically or cryptographically to V Term.

A-9 Each V T is able to carry out cryptographic functions.

A-10 Each V C is able to carry out cryptographic functions on behalf of the Voter. The

V C will be Multi App smartcard already issued to voters for eID.

Trust Assumptions

A-11 We assume V C, V A, IA, V T are trustworthy.

A-12 We do not trust V Term. However, we assume the voting terminal supports

Global Platform Trusted Execution Environment (TEE) as discussed in Chap-

ter 3, thus V Term is the REE and V T the TEE. We assume that based on Global

Platform TEE architecture, using the Trusted User Interface (see Section 3.3.2),
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a secure session can be set up between V T and screen and keypads when ballot

forms are being filled.

Data Transport, Generation and Storage Assumptions

A-13 We assume a secure mechanism exists for installing CertV A on V T

A-14 We assume a secure mechanism exists for installing CertV A and CertIA on V C.

A-15 We assume a secure channel exists between V T and V A, and IA and V A in order

to deliver unsigned (or self-signed) public keys for signing.

A-16 We assume V C can generate a public/private key pair, or that IA installs these

when issuing the card and subsequently destroys V CPV . V CPV never leaves V C

A-17 We assume V T can generate a public/private key pair and V TPV never leaves

V T

A-18 We assume V APV , IAPV and V TPV are only used for signing.

A-19 We assume that cryptographic keys based on best practice [28] and currently

supported by Multi App Smartcards, as discussed in Section5.3.1 are used in our

protocols. For symmetric encryption AES 256, for asymmetric encryption RSA

2048 or 4096 bits or ECC keys 224, 256 or 384.

5.4 Mutual Authentication Protocol Run

In this section we show how the protocol runs. All the entities in the protocol know

what messages to send, receive and how to respond in each stage of the protocol.

5.4.1 Voter Registration

Before we describe the various phases of the protocol run, the voter needs to be regis-

tered to the constituencies they are allowed to vote in. Since we are building this scheme
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using existing infrastructures, we assume that the voter is issued a Multi Application

National Electronic ID card which can be used for voting. This eID is a smartcard

with cryptographic and biometric match-on-card capabilities. For simplicity we refer

to the eID as the Voter’s Card (V C). V C is an instance of the voter and can carry

out cryptographic operations on behalf of the voter.V C also has the voter’s biometric

details stored in it.

We assume that V C is only issued to eligible voters and it knows the councils voters

are eligible to vote.

5.4.2 Protocol Overview

This protocol is divided into the following four phases which broadly reflect our objec-

tives.

Initialization: Exchange of messages to start authentication phase.

Card and Terminal Authentication: Mutual authentication between V C and V T .

Voter Verification: Assurance that V C is being presented by a legitimate voter. In

this phase the Voter (V ) will enter a PIN and BiometricData via V Term.

1. Biometric Authentication- Biometric authentication using a smart card is a

two-factor authentication in which the voter has a smartcard (something you

have) and physiological biometric features of the voter (something you are).

In this protocol, matching of the voter’s biometric features would be done

on the card using a biometric template stored on the card in a process called

match-on-card. The fact that the template is stored on the card means it

cannot be modified or extracted. Biometric authentication gives a high level

of assurance that the voter is who he says he is and he is live during the

transaction.

2. Pin Verification- The voter puts in his pin using a pin pad at the Voting

Terminal. V Term sends this PIN to the Voter’s card, V C encrypts this
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pin using a pin encryption key and send this to the issuer via the terminal.

The Issuer decrypts the pin, verifies this pin, and sends a message back to

the V Term that the pin has been verified. In reality, this encrypted PIN is

sent along with other data sent by the card to the Issuing Authority during

Card and Issuing Authority authentication. Online pin verification have

been proposed for EMV transactions [104].

However in our generic scheme, Pin verification is an optional mode of card-

holder verification and its use would depend on the scheme our authentica-

tion protocol is incorporated into and environment it is deployed

Card and Issuing Authority Authentication In this phase of the protocol, V C

and IA mutually authenticate. Vote casting also takes place during this phase

5.4.3 Notation and Definitions

IDX Entity X’s identifier.

XPV Entity X’s private key.

XPB Entity X’s public key.

CertX Entity X’s public key certificate.

KX,Y Secret key shared between X and Y.

NX Nonce generated by entity X.

(M)K Encryption of message M with key K.

MACK(M) Message Authentication Code on M with key K.

SX(M) Sign message M with X’s signing key.

X||Y Concatenation of X and Y.

5.4.4 Protocol Steps

The protocol run begins when Voter V inserts V C into V Term. V T then sends V TID

together with CertV T and a random nonce NV T to V C in message M-1.
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M-1 VT → VC: CertV T ‖ IDV T ‖ NV T

M-2 VC → VT: SV CPV
(IDV C ‖ NV C ‖ NV T ) ‖ (IDV C ‖ NV C ‖ KV C,V T )V TPB

‖

CertIA ‖ CertV C

M-3 VT → VC: SV TPV
(PIN ‖ BiometricData ‖ NV C) ‖ (PIN ‖ BiometricData)KV C,V T

M-4 VC → IA: MACK1(IDV C ‖ N ′V C ‖ BiometricV er ‖ PinV er) ‖ (IDV C ‖ N ′V C ‖

PIN)K2

M-5 IA → VC: MACK1(IDV C ‖ N ′V C ‖ NIA) ‖ NIA

5.4.5 Protocol Description

The protocol steps and message processing are explained in the following, and illus-

trated in Fig. 5.4.

Card and Terminal Authentication

On receipt of message M-1, V C extracts V APB from the stored CertV A and uses this

to verify CertV T . If CertV T cannot be verified, then the protocol stops.

V C then generates a fresh nonce NV C and a session key to be shared with V T

(KV C,V T ).

V C then signs IDV C , NV C and NV T . V C also encrypts IDV C , NV C and KV C,V T ,

with V TPB retrieved from CertV T and sends all of this along with CertV C and CertIA

to V T in M-2.

V T then validates the certificate chain and, assuming correct validation, retrieves

IAPB and V CPB from the certificates. V T can then validate IDV C and the signature

on NV T sent in message M-1 thus authenticating V C.

If this check fails the protocol is aborted and V C is ejected from V Term.
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:VC :VT :IA

M-1

Verify(CertV T )

OK
M-2

Verify Certificate Chain

OK
Verify Signature

OK
M-3

Verify Signature

OK
Decrypt and Verify Biometric Data

OK
M-4

Recompute MACK1(. . .)

MAC Verified
M-5

Recompute MACK1(. . .)

MAC Verfiied

Figure 5.4: Mutual Authentication Protocol
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At this point V T can sign NV C and return this to V C in message M-3, SV TPV
(. . . NV C).

Thus, upon receipt of message M-3, V C can authenticate V T .

Voter Verification

Our scheme allows the use of multi factor entity authentication. Although possession

of V C and verification of biometric data may be sufficient, an optional a third factor

(PIN) may also be used.

Prior to sending M-3, V Term prompts the voter to input biometric data and an

optional PIN. V T then signs the PIN, biometric data, and the nonce, NV C , received

in M-2 and used for mutual authentication above.

V T also encrypts the biometric data, PIN and NV C , using the session key KV C,V T

and send this to V C.

On receipt of M-3, V C validates the signature and decrypts the encrypted message.

V C then validates the biometric data received against the BiometricTemplate stored

on V C.

V C knows M-3 is fresh because it contains NV C sent in M-2, also the message

was encrypted using the session key shared between V C and V T . If this check fails

the process is aborted, if not the protocol progresses to the next phase.

V C verifies the biometric data and, if present, the PIN. V C may optionally encrypt

the PIN using KV C,IA and send this to IA for further verification. Other on-line PIN

verification methods such as those proposed in [105] could be adopted here.

Card and Issuing Authority Authentication

After verification of biometric data, V C has assurance that the card was presented by

a legitimate voter. V C then computes a MAC using a key, K1, derived from KV C,IA.

The MAC is computed over a new nonce, N ′V C , a ‘Biometric Verified’ tag, an optional

‘PIN Verified’ tag, and IDV C . V C then sends this to IA in M-4.
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On receipt of M-4, IA computes a MAC over same set of data to verify it, thus

authenticating the data received from V C since possession of KV C,IA has been demon-

strated. This data allows IA to carry out further checks on voter eligibility if required.

IA then generates a generates nonce NIA, and computes a MAC over IDV C , N ′V C

and NIA using K1. IA then sends this MAC along with NIA to V C in M-5. When

V C receives this message, V C computes a MAC over IDV C , NIA, and N ′V C . If the

MAC is verified correctly IA has been authenticated by V C.

After authentication has been completed, the voter can then proceed to cast his

vote. How exactly this happens would depend on the scheme this authentication pro-

tocol is incorporated into.

5.5 Analysis of Mutual Authentication Protocol

In section 5.2.2, we identified a number of security requirements for an e-voting scheme

in an untrustworthy environment. We also defined, in section 5.3.5, a number of goals

that needs to be met to provide Eligibility Verifiability in this environment. We now

present an argument to show how these goals are met by our protocol, and more general

security requirements satisfied by integrating this protocol into a mixnet based e-voting

scheme.

5.5.1 Mutual Authentication Protocol

We now present a descriptive argument for each goal identified in section 5.3.5, showing

how it is met by our protocol.
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G-1 Mutual authentication between V C and V T to prevent use of illegiti-

mate cards and rogue terminals.

Both V C and V T generate nonces which they include in the signed messages exchanged

during the authentication phase. V C can verify the message M-1 came from V T by

using V T ’s public key to verify V T ’s signature. This key is retrieved by V C from

CertV T signed by V A, a trusted entity. Likewise, the V T retrieves V C’s public key

from CertV C signed by the IA and can verify this key is correct by verifying the IA’s

public key certificate signed by V A. CertV A is stored on the terminal from which V T

can retrieve V A’s public key.

For a rogue terminal or MitM to fool V C, the MitM would have to be in possession

of a legitimate V T ’s private key which we assume is infeasible to retrieve since this

key is securely stored in a tamper resistant module i.e. HSM; and messages are signed

using this key, including the terminal generated nonce, to prevent replay of recorded

messages from an old session.

Similarly, an adversary cannot act as a legitimate (attack goal AG-1) V C without

knowledge of V C’s private key, which we assume never leaves the tamper resistant

device. Moreover, messages are signed using V C’s private key and a nonce is included

to prevent replay of old messages.

G-2 Voter verification by the Voter’s Card (V C) to reduce trust placed on

poll workers.

Our protocol offers multi factor authentication: possession of V C, knowledge of PIN

and biometric data. An adversary cannot vote on behalf of an abstained voter even

with possession of V C (attack goal AG-1) because he still has to present biometric

data for on-card matching verification with a biometric template. The template is

stored on V C and never leaves the card and the biometric capture device is assumed

to have liveness checking capability. V T signs the voter’s biometric feature it captures,
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PIN, and card generated nonce and sends them back to the card for verification. So an

adversary or MitM cannot replay old biometric details because the card would notice

that the nonce is not the same as that it generated and abort the process. This prevents

anyone from voting on-behalf of an abstained voter even if the voter connives and gives

his card to an impersonator.

G-3 Mutual entity authentication between the V C and IA, to ensure that

issuer is communicating with a legitimate Voter’s card and vice versa

V C and IA share a symmetric key which is used to compute a MAC over the data sent

to IA in M-4. The shared key KV C,IA used to compute the MAC key, never leave V C.

An adversary impersonating IA cannot generate a MAC and send it to V C because

the adversary doesn’t know KV C,IA. If an adversary decided to replay old messages

both the IA and V C would notice because these would contain a nonce different from

that which was generated during this current protocol run and abort the process. The

fact that an attacker cannot compute a legitimate MAC without knowledge of the

shared symmetric key implies that a rogue Issuing Authority cannot fool a voter into

authenticating to a wrong entity and vice versa.

G-4 Authenticated messages to prevent IA or any other entity from includ-

ing messages (votes) for abstained voters and to prevent replay attacks.

Messages exchanged between V T and V C are digitally signed and verified by both

parties giving the messages data origin authentication. Encrypted ballots are signed

by V C and IA to give data origin authentication and posted on the web bulletin board

for everyone to verify. For IA to impersonate V C, it needs to have access to V C’s

private key which is stored securely on V C and never leaves V C. Note that even if an

entity is authenticated that doesn’t necessary guarantee the origin of the message but

including digital signature gives us data origin authentication, nonces gives the message

freshness and these prevent corrupt authorities from casting votes, replaying old ballots
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on behalf of abstained voters without having knowledge of the securely stored voter’s

private key.

5.5.2 Formal Analysis

Our protocol was subjected to mechanical formal verification using the Scyther formal

verification tool [61] and was modelled using the formal modeling of security protocols

and their properties defined in [60]. The scyther script is presented in Appendix A.

The adversarial model used is the network threat model by Dolev Yao [66]. In

the Dolev-Yao model [66], the attacker has complete control over the communication

network. The attacker is active and can intercept messages and insert any message, as

long as he is able to construct its contents from his knowledge.

In Scyther, each entity in our protocol is defined using a role, and an event describes

send and recv (receive) messages between roles (entities). A claim event specifies the

goals of the protocol that requires verification. Using Scyther we show that secret keys,

biometric data and PINs remain secret in the face of an active attacker. We also show

that V C and IA are alive during the protocol run and are mutually authenticated

using a MAC over an agreed set of data, and this message cannot be formed by a

MitM because symmetric key shared between V C and IA remain a secret and cannot

be obtained by monitoring or even analysing the communication between these entities.

5.6 Protocol Integrated with Mixnet Schemes

Our generic mutual authentication scheme could be an add-on to existing e-voting

schemes such as blind signature schemes and efficient mixnet schemes. This would

provide voter eligibility, ballot authentication to prevent voting for abstained voters

and to prevent ballot stuffing.

In this section we focus on integrating our protocol into a mixnet and vote tallier.

A mix-net is a group of mix-servers that take a list of encrypted values as input from a
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sender, randomises this and produces an output that cannot be linked to the sender but

still corresponds to the input list even though the individual link between the input list

and output is hidden. Different types of mix-nets have been proposed in the literature

but in our scheme we use the re-encryption mixnet with efficient proof.

In an e-voting scheme, the re-encryption mixnet takes as an input a set of encrypted

ballots, re-encrypts these ballots and produces encrypted ballots as output. After this

the ballots can be decrypted separately. For an efficient proof, each mixnet server

produces a proof of correct operation showing no values have been altered or added

during the shuffle it did. These proofs can be verified publicly to confirm correct shuffle

and a single alteration would make the proof fail.

In the following we show how we can integrate a re-encryption mixnet into our

mutual authentication protocol. We add a Tallying Authority (TA) to the existing

authorities in our generic model of Fig 5.3, and an ‘append only’ web bulletin board

(WBB) where information such as encrypted ballots are posted for verification pur-

poses. We assume that the tallier generates a threshold public/private key pair with

the public key signed by V A and contained in a certificate CertTA, stored on V T

while the private key shares between talliers are kept secret and would require at least

t-out-of-n talliers to decrypt a ballot.

5.6.1 Modified Protocol Steps

Integrating a re-encryption mixnet into our scheme, the protocol messages M-1 and M-

2 remain the same. We include some extra data in M-3, M-4 and M-5 which represent

voter verification and mutual authentication between V C and IA which we show below.

M-3′ VT → VC: SV TPV
(PIN ‖ BiometricData ‖ FilledBallot ‖ NV C) ‖ (PIN ‖

BiometricData ‖ FilledBallot)KV C,V T
‖ CertTA
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M-4′ VC → IA: MACK1(IDV C ‖ N ′V C ‖ BiometricV er ‖ PinV er) ‖ (IDV C ‖ N ′V C ‖

PIN)K2 ‖ SV C(Balloti ‖ (K3)TAPB
)

M-5′ IA → VC: MACK1(IDV C ‖ N ′V C ‖ NIA) ‖ NIA ‖ SIAPV
(Balloti ‖ (K3)TAPB

)

5.6.2 Modified Protocol Description

After mutual authentication between V C and V T , V Term prompts the voter to input

PIN, biometric data and fill in a blank ballot. V T signs all this data, including the

FilledBallot encrypts it and sends it to V C in M-3′.

On receipt of M-3′, V C verifies V T ’s signature on the message and verifies freshness

by checking NV C . V C then verifies the biometric data as in the unmodified protocol.

V C then generates a unique temporary key, K3 for encryption of the ballot, encrypts

the ballot with this key to produce (FilledBallot)K3 which we rename as Balloti to be

sent to the tallier.

V C then encrypts K3 using public threshold encryption key of the tallier, TAPB.

V C retrieves this key from CertTA sent in message M-3′. V C knows this key is correct

because it is signed by same key V A used in signing CertIA stored on V C.

V C then sends this to IA in message M-4′. IA recomputes and verifies the MAC

received in M-4′ then checks the electoral roll to see if the voter has already voted. If

the check fails then the process is aborted to prevent double voting. This stage is the

same as the Card and Issuer authentication phase in section 5.4, the only difference is

the inclusion of the encrypted ballot and temporary key.

IA after authenticating V C, computes a MAC over same data as M-4. IA then

signs (Balloti ‖ (K3)TAPB
) and sends all of this to V C in M-5′.

On receiving message M-5′, V C verifies the MAC and can confirm this message

comes from IA since the K1 is derived from KV C,IA and the message is not replayed
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since it contains fresh nonces generated by V C and IA. V C also verifies IA’s signature

over the encrypted ballot, Balloti, and V C’s temporary encryption key.

IA then posts the following on the bulletin board BB so that it can be publicly

verified:

• SIA(Balloti ‖ (K3)TAPB
)

• SV C(Balloti ‖ (K3)TAPB
) ‖ Balloti ‖ (K3)TAPB

After the mutual authentication between V C and IA, V C sends the following to

the mixnet server. This data is also posted on the bulletin board:

• IDV C

• SIA(Balloti ‖ (K3)TAPB
) ‖ Balloti ‖ (K3)TAPB

The voter may now choose to cast this ballot or to audit the ballot to see if it is

being cast as intended.

If the voter casts the ballot, the voter gets a receipt with all the above information.

If he decides to audit the ballot instead, V T sends a vote audit request to the V C.

V C then decrypts the ballot and presents this information to the voter. The screen

displays the plaintext ballot, K3 and other data used in generating the ballot. With

this the voter has assurance that V T is acting correctly. This ballot is then discarded

and the process started afresh.

To prevent a man-in-the-middle (MitM) from sending a fake audit request to V C,

V T would sign the nonce generated by V C, alongside a freshly generated nonce gener-

ated by V T . With these nonces V C can verify the audit request is legitimate and fresh

because a MitM does not have access to V T ’s private key and hence cannot generate

a valid signature.
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After voting has ended, the voter uses the receipt (set of encrypted values) to

confirm that his ballot appears on the public bulletin board and hence ballots are

recorded-as-cast.

5.6.3 Re-encryption Mixnet and Tallying

After the votes are cast, Balloti and (K3)TAPB
are sent to the mix-server; we could

adopt any of the mixnets used in [103, 132, 62]. The mixnet re-encrypts these values

and outputs an encrypted value that cannot be linked to encrypted ballots used as the

input. Each mix server produces a proof of correct shuffling that can be audited to

confirm. These encrypted values are then decrypted separately upon receipt by TA.

Since we use threshold cryptography, a quorum of talliers with their unique private

key shares come together to decrypt the encrypted output values. After decryption we

are left with Balloti encrypted with temporary key K3. The tallier then decrypts the

individual votes, tallies and publishes the final result. This process of tallying would

be done in a public ceremony witnessed by the various stake holders.

5.7 Analysis

In section 5.2.2 we identified a number of security requirements for an e-voting scheme

in an untrustworthy environment. We also defined, in section 5.3.5, a number of goals

that need to be met in order to provide Eligibility Verifiability in such an environment.

We now present an argument to show how these goals may be met by our protocol, and

the more general security requirements met by integrating this protocol into a mixnet

based e-voting scheme.

5.7.1 Protocol Integrated with Mixnet

In this section we provide an analysis of the protocol integrated with the mixnet e-

voting scheme. We argue that the combined scheme satisfies the security requirements
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described in section 5.2.2.

Eligibility Verifiability

The voter is authenticated using biometric technology to ensure the voter is present

during the transaction. The nonce generated by V C is also included in the signed

message containing voter biometric data sent to V C by V T in message M-3′. This

nonce gives V C the assurance the biometric and PIN information is not being replayed

by a MitM from a previous session.

Furthermore, the final ballot signed by both V C and IA is published on the bulletin

board for any observer to verify. This means an issuing authority cannot vote on behalf

of abstained voters without being caught. IA using the voter’s ID and electoral roll

can check which voter has voted and prevent double voting.

Receipt Freeness

The receipt voters get at the end of the election only contains encrypted information,

so a coercer cannot get any information from it. It only contains data the voter can

look up on a bulletin board at the end of the election to verify that his vote has been

recorded-as-cast, thus preventing vote selling and buying. We also assume that since

this is a precinct voting scheme, voters would be given some privacy when casting their

votes as done in traditional paper based schemes so no one looks over their shoulders.

Privacy

The voter encrypts his ballot before sending it to the IA to sign it. So IA cannot tell

the content of the ballot.

V C sends IDV C , SIAPV
(Balloti ‖ (K3)TAPB

) to the mix server. The mix-server re-

encrypts the encrypted input list, shuffles it and outputs encrypted values that cannot
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be linked to the input, hence maintaining the privacy of voter and ballot secrecy thereby

satisfying one of our protocol goals.

The Tallier knows this ballot is legitimate because it was signed by IA but cannot

link the key K3 to the voter’s Identity since it’s a temporary key generated by V C just

for encrypting the ballot. Hence this scheme satisfies the privacy requirement of an

e-voting scheme.

Universal Verifiability

In this scheme, ballots can be audited to provide assurance that V T is acting prop-

erly and hence votes are cast-as-intended. A similar approach has been used in other

schemes [15, 62]. The voter receives all the relevant information needed to verify his

ballot has been recorded-as-cast before deciding on either casting or auditing the ballot.

V T has no idea if the voter’s decision would be to cast or audit the ballot, so a cheating

V T has a high possibility of being caught. The voter using the receipt looks up the

bulletin board to verify his votes are recorded-as-cast. The voter has a high assurance

the information on the board is correct after previously auditing the ballot to confirm

that the voting terminal has acted correctly.

The mix-server provides a proof of correct shuffle, the tallier requires a quorum

of talliers for decryption to retrieve the voter’s temporary key. The ballots are then

decrypted and counted in a public ceremony witnessed by party representatives and

observers. This gives assurance that the vote has been counted-as-recorded. The voter’s

encryption key reaches the end of its key life at the end of every election since it is a

temporary key, so it cannot be reused. Standard key management principles used for

managing keys at the end of their lifecycle should be deployed in dealing with these

keys.
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5.8 Discussion

Our aim, with this work, was to reduce the trust placed on voters, electoral officials,

and voting terminals used in precinct e-voting schemes. The protocol presented in

section 5.4 migrates this trust to a number of trusted entities as illustrated in Fig 5.3.

Thus we rely more on trusted technology. We believe this is feasible since the use of

trusted computing technology and tamper resistant smart cards and tokens is becoming

commonplace.

We do however make a number of assumptions about our voting scheme and while

most of the assumptions are reasonable because they are based on existing capabili-

ties of the existing infrastructures such as smartcards.Assumption A-12 on a voting

terminal, may be more difficult to realize, hence we rely on the capabilities of a TEE

architecture available in mobile devices such as smartphones and tabs and on personal

computers. Trusted Execution Environment on personal computers12 usually referred

to as Trusted Platform Modules (TPMs), can be installed on business PCs.We do not

choose a specific ballot type in our protocol because it would depend on the country the

scheme is deployed. Nevertheless, code voting ballots used in other schemes, can help

to reduce the reliance on assumption A-12. With code voting the ballot is generated

prior to the elections and distributed to voters using an out of bands channel. A code

is generated that represents an encrypted value for the candidate, if this code appears

on the Public Web Bulletin Board, then its unlikely the ballot has been altered.

We use biometric technology to give a high assurance that the card is being pre-

sented by the voter it was issued to. In both retina and iris biometric technology the

accuracy level is rated ”very high”, which is higher than finger print technology rated

as ”high”. The acceptance level and long term stability of the physiological feature of

both iris and retina biometric technology is the same as fingerprint technology and are

rated ”high”. However, the ease of use of iris scan is graded as ”medium”, ”low” for

12Business PC TEEs, also called Trusted Platform Modules (TPMs), can be installed on business
PCs.
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retina scan and ”high” for fingerprint technology [1]. The level of security the scheme

requires would determine which of these biometric technology would be considered. As

discussed in Sections 5.1.1, finger print biometric is already being used to authenticate

voters in over 50 countries for elections, the main motivation of our scheme is to build

on existing infrastrcuture.

A lot of users are comfortable with Chip and Pin technology used for payments.

Furthermore, as discussed in Sections 5.1.2, smartcards with biometric verification and

cryptographic capabilities are already being issued to citizens as Electronic Identifica-

tion Cards to access government resource and make payments. Adopting an e-voting

scheme is as much about ease of use and acceptance as it is about technical security.

This usability and acceptance reason is part of the motivation to propose a scheme

which has a similar authentication concept as Chip and Pin payment technology which

is understood to a reasonable level and accepted for use in many countries across the

world.

Nevertheless, in e-commerce, anonymity of the card holder is not a required security

goal, where as electronic voting requires this. Even though in our scheme, messages are

authenticated to give data origin authentication (ballot authentication) it still satisfies

anonymity of the voter which underpins privacy of the voter. We have shown in our

security analysis section 5.7.1 how we satisfy this property.

The cost of running an election can play a big factor in what sort of technology

is adopted. In Estonia, obtaining a National ID cost citizens anywhere from 5 to 50

euros13 depending on your age, disability and some other factors. In Nigeria, citizens

are not charged to obtain national ID card but re-issuance of the card cost 10 dollars 14.

According to a report [81] from the Center for Global Development, Washington DC,

the investment needed for enrolment and card issuance for each citizen is about 4-

11 dollars. According to a report [80] on the use of biometrics in poor countries for

13https://www.politsei.ee/en/instructions/state-fee-amounts
14https://nimc.gov.ng/fees/
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elections, the cost for election per voters is about 5-20 dollars. Figure 5.5 gives more

details on the cost in a few countries.

Since our scheme is based on the existing infrastructure in countries located in

Untrustworthy Environment 1 albeit with some modifications, we do not focus

too much on the cost of running these elections.

Figure 5.5: Estimated Election Cost in Dollars
[80]

5.9 Summary

In this section we have proposed a mutual entity authentication protocol based on the

existing National Electronic Identification Card already being used in many countries.

We have shown that using biometric technology provided by these eIDs we can verify

voters eligibility. We have discussed the notion of an untrustworthy environment and

how trust assumptions made by many e-voting systems may not hold in real world

deployment. We have shown that the use of smartcards, biometrics and authenticated

messages can prevent various attacks such as impersonation of voters, polling station

officials voting on behalf of abstained voters, vote buying and selling and ballot stuffing
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by legitimate voters. We also show how a re-encryption mixnet can be integrated into

our generic authentication scheme to achieve the security requirements of an e-voting

scheme.

Although we assume eID can be used for electronic voting, we believe it is a rea-

sonable assumption as it already being used in Estonia and provision have been made

for it in eIDs issued in Nigeria.

.
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Part III

Untrustworthy Environment

II-Remote Voting
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Chapter 6

TEE Mobile Voting Scheme

This chapter presents another contribution to the thesis.The internet was

not designed with security in mind, this makes it inherently insecure. Any

connected device invariably inherits the insecurity associated with the in-

ternet. With that in mind a mobile device is considered an untrustworthy

environment. The mobile phone is vulnerable to a plethora of attacks which

has been widely documented. Nevertheless a mobile device would be partic-

ularly useful for an election. Remote voting makes elections more mobile

and flexible which is believed would increase voter participation most espe-

cially for younger voters who have a low participation rate in elections. The

main consideration for mobile voting in this environment is that election vi-

olence and voter intimidation discourages legitimate voters that would have

otherwise exercised their franchise on Election Day

6.1 Introduction

Electoral violence during the election cycle in certain parts of the world has been widely

reported. It discourages legitimate voters from coming out to vote on Election Day

because of fear for their safety. Remote electronic voting using mobile devices would
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help improve voter’s participation in this hostile environment because some voters that

would have otherwise abstained can now cast their ballots from the comfort of their

homes. However, voting through a mobile device creates a new threat environment

that needs to be taken into consideration if it’s to be used for a binding election.

A mobile device is considered to be an untrustworthy environment due to all the

potential vulnerabilities that could be exploited to carry out various forms of attack,

these vulnerabilities have been widely reported. Moreover, mobile devices are connected

to the inherently insecure internet, so inherits some of the security issues that exists

on the internet.

In this chapter, we propose an electronic voting scheme in a hostile voting envi-

ronment on an untrustworthy mobile device using group signatures to anonymously

authenticate the voter, biometrics to verify the identity of the voter and a Trusted Ex-

ecution Environment to provide secure execution in an untrustworthy mobile device.

First we start off by investigating what constitutes an untrustworthy environment in

the next section

6.1.1 Contribution

The main contribution is proposing an electronic voting scheme on an untrustworthy

mobile device in a hostile voting environment. We consider the hostile physical environ-

ment this device would be deployed and the threats that exists based on reported cases

of electoral issues from different elections. We then consider the security vulnerabilities

that exists on mobile devices, which makes it difficult to guarantee the integrity of

mobile voting scheme, this issue was termed the ”Secure Platfrom Problem” by Ronald

Rivest [82]. With that in mind we proposed our TEE Mobile Voting Scheme, using

anonymous group signatures to provide eligibility verifiability of the voter whilst still

protecting the anonymity of the voter’s identity. The TEE capability is used to provide

security within the untrustworthy mobile device.

129



6.2 Untrustworthy Environment II

Chapter 4 and section 5.2, talked about an untrustworthy environment and highlighted

reasons why poll-site officials should not be trusted to prevent ineligible voting and

ballot stuffing in that environment. In this section, another untrustworthy environment

made up of a Hostile Voting Environment and an unsecure Mobile Voting Device for

remote voting is presented.

The next section starts by describing a Hostile Voting Environment based on various

reports on issues recorded from elections conducted in the real world. The case for

the need to vote in this hostile environment using a mobile device is then discussed.

However, the mobile device is also considered an untrustworthy environment due to its

vulnerabilities and if used for elections could jeopardize the credibility of the outcome.

Some of these vulnerabilities are explored in section 6.2.2

6.2.1 Hostile Voting Environment

Electoral violence has been widely reported in elections in some parts of the world [32,

72, 40, 54]. It was reported that several members of the opposition party to the in-

cumbent president in the 2008 Zimbabwean elections were either killed or sustained

injuries [165]. In Malawi there were reports [127] of small violence, delay in deliver-

ing electoral materials to polling units and these issues affected the credibility of the

election.

In the 2013 Kenyan elections, instances of violence and intimidation of female candi-

dates were reported although it was less violent than elections conducted in 2007 [167].

In Sri Lanka, election related violence and deaths were reported in the build up to the

2015 elections although not as violent and large-scale as was expected [165] but still

impacts on voter’s participation and choice of candidates.

Electoral violence have been widely covered and reported in both federal and state

elections in Nigeria over the years [32, 71, 143, 54]. In the recently concluded 2019
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Nigerian presidential elections, it was reported by various news media that parts of the

country witnessed electoral violence, ballot stuffing, snatching of ballot boxes and in

a few cases death1 of voters and electoral officials. In some instances elections were

cancelled or rescheduled because of this violence2.

Understanding how electoral violence works and its effect can help in designing

appropriate electronic voting schemes. Electoral violence and electoral fraud has led to

the wider conversation of replacing or including a remote voting procedure. Currently

Nigeria has a combination of an electronic and a manual system for voting. Voters are

issued with a Permanent Voters Card (PVC) that contains voter’s biometric detail. On

Election Day the voter’s eligibility is verified using finger print biometrics and the PVC,

after which the process is the same as traditional paper based schemes [25]. Biometric

authentication have also been used in many other countries in the world [80, 100, 144,

98] with the aim to reduce illegitimate voting and ballot stuffing

Electoral violence discourages voters that would have otherwise participated in

elections from voting come Election Day, impacting on overall voter participation and

election credibility [32, 97]. In the 2019 state government elections and local assembly

elections, electoral violence resulted in voter apathy and resulted in low turnout3. With

this in mind we define Election Violence as violence that happens prior to Election

Day and on Election Day with the aim to reshape the outcome of the election by

discouraging voters from exercising their franchise, destruction of ballots to suppress

votes and forceful coercion of voters to vote for candidates of their chosen.

1https://www.independent.co.uk/news/world/africa/nigeria-presidential-election-death-toll-
violence-latest-lagos-buhari-abubakar-a8794591.html

2https://www.reuters.com/article/us-nigeria-election/dozens-killed-in-nigeria-poll-violence-
observers-idUSKCN1QD0CV

3https://www.aljazeera.com/news/africa/2019/03/voter-apathy-apparent-nigeria-local-elections-
190309141520691.html
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6.2.2 Mobile Devices as an Untrustworthy Environment

Mobile devices have evolved over the years from basic mobile phones for making phone

calls and sending text messages to smartphones, PDAs and Tablet with powerful com-

puting ability that could run applications such as video games, banking application,

eCommerce application, music streaming applications, identity management applica-

tion, eGovernment applications etc.

In the mobile device ecosystem, different actors such as operating systems devel-

opers, application developers, Mobile network operators, original equipment manufac-

turers and the users need to co-exist. This gives rise to a complex echo system, were

trustworthiness of the mobile device cannot be explicitly guaranteed.

Furthermore, greater connectivity of mobile devices to insecure internet and per-

sonal computers exposes them to malware and viruses, even those that affect Tradi-

tional PCs. In addition to this connectivity between mobile devices with home tele-

vision and car radio sets to stream music while driving further creates new security

vulnerabilities mobile devices are exposed to.

Mobile devices store security details such as passwords, pins, biometric details and

personal information 4, this makes them an attractive target for attackers.

With the volume of applications, of which some are Potential Harmful Applications

acting as legitimate applications being developed and deployed to mobile devices, it

creates an opportunity for malicious entities to attack mobile devices. Designing an

electronic voting scheme for an untrustworthy mobile devices requires mechanisms to

prevent or detect ballot alteration. Ronald Rivest [82] coined the term ”Secure Platform

Problem” to indicate the difficulty in guaranteeing that ballot have not been altered

by malware that may be running on the mobile device hosting the voting application,

which then makes the devices an untrustworthy environment.

4Mobile devices store personal information such as identity details, email details, banking details
etc
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These threats and attacks that exist in mobile devices have been widely covered [69,

113, 131]. We now discuss some of the threats below, by breaking the threats into the

attacker’s goals and possible attacker vectors in an electronic voting context.

Attacker Goals in an Electronic Voting Context

AG-1 Steal Information: The goal of the attacker in an electronic voting context is to

steal personal information voter registration details and ballots. An attacker also

wants to steal security critical details such passwords, pins, biometric details,

authentication keys and encryption keys.

AG-2 Monitor: using malwares such as spyware, the attacker attempts to monitor and

record how voters have voted. This is useful to an attacker because it enables

them to coerce a voter to cast a ballot that reflects one of their chosen.

AG-3 Denial-of-service attacks: The goal of the attacker is to disenfranchise a voter,

the attacker attempts to achieve this by installing battery draining malware or

malwares that could repeatedly switch off devices.

AG-4 Rooting: the attacker aims to root the device so it has full control of the devices

to execute restricted commands and install malware. The ultimate goal of the

attacker is to install a vote altering malware or cast ballot on behalf of the voter.

Attack Vectors

AV-1 Stolen Mobile Device: The attacker could steal the device off the voter, access

the voting application and cast ballot on behalf of the voter. The attacker could

also do a physical side channel attack to steal secret keys

AV-2 Insecure Public Wi-Fi: with millions of open and insecure public Wi-Fi, it creates

an opportunity for an attacker monitoring such networks to steal any information

voters send over this network. Attackers could also create a spoof Wi-Fi network

133



for voters to connect to, which creates an avenue to steal sensitive voting infor-

mation

AV-3 Downloading Malicious Software: as mentioned earlier, an attacker can use var-

ious means such as social engineering or other stealthy methods to get users to

unknowingly download potentially harmful applications onto their devices that

could monitor, steal and alter votes

6.3 Technical Background

Anonymous group signature schemes forms a pivotal part our proposed voting scheme

presented in this chapter. Anonymous group signature technique underpins eligibility

verifiability whilst still anonymizing the identity of the voter.

6.3.1 Anonymous Group Signature Scheme

Anonymous group signature schemes allows a group member sign a signature anony-

mously on behalf of a group. The signature verifier can verify that the signature was

signed by a valid member of the group without knowing the identity of the signer.

This makes anonymous group signature attractive for electronic voting schemes. The

BS ISO/IEC 20008-1 standard [3] describes two different anonymous group signature

schemes. An anonymous group signature scheme with multiple public keys referred

to as a ring signature scheme and an anonymous group signature scheme with one

group public key [3, 4]which we would refer to as a group signature scheme. The group

signature scheme is based on another scheme proposed in [36].

In the group signature scheme with one group public key, every group member

has a unique private key that has a relationship with the group pubic key. The ISO

standard’s [3, 4] anonymous group signature key with one group public key and a

unique private key for each group member, is adopted for the voting scheme proposed

in section 6.4.
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Unique individual private keys can be generated by the group manager for each

group member and distributed to them securely. This would mean that the group

manager can generate valid signatures on behalf of the group. Alternatively, each

group member can generate their own unique signature taking away the need to trust

the group manager not signing messages on behalf of the group. Our voting scheme

proposed in section 6.4, adopts the scenario where group members generate their own

anonymous signing keys as described in sections 6.5.2.

The group signature process is broken down into different steps but before that is

described, some common terminologies from the standard [3, 4] is defined below:

1. Group membership credential: this is a data element specific to the group member

generated by the group manager and rendered unforgeable by the group member

issuing key.

2. Group membership issuing key: This is a private data element specific to a group

manager, this key is also referred to as the issuing key and it is usable only by

the group manager in the group issuing process.

3. Group public parameter: these are data elements specific to the group and ac-

cessible to all members of the group. The group public parameters are used in

generating signature keys

4. Group signature linking base: This is a public data element, specific to a group

signature linker, which is involved in linking two signatures in the group signature

process

5. Group signature linking key: This is a private data element specific to a group

signature linker and usable only by the linker in the group signature linking

process. The group manager carries out the function of the group signature

linker and the group issuer in the proposed scheme in this chapter.
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6. Group public key: This a public data element mathematically related to the

group membership issuing key, which is involved in the group membership issu-

ing process. Every group has one group public key and individual private keys

generated by each group member.

7. Data Element: this is a bit string, an integer, a set of bit string or a set of integers

6.3.2 The Group Signature Process

This sections breaks down the various steps in the group signature process as adopted

from the standard [3, 4]

1. Key Generation: the key generation process is an interactive session were data el-

ements are exchanged between the group manager (Issuing Authority) and group

member (Issuer SD/TVA on behalf of the voter) to generate the keys. The Group

manager generates the public parameters, the group public key, the group mem-

bership issuing key which is a private data element needed in generating group

member’s credentials, the linking key and corresponding linking base.

The group manager sends the group public key, the group member credentials, the

public parameters and linking base to the group member. The group member

then generates a member private key which the group manager does not have

access to. With the member’s private key and group membership credentials the

group member generates a group member signature key which is stored securely.

2. Signature Creation: The signature creation process involves the signer creating

a signature over a message using the group member signature key. As seen in

figure 6.1, the signature creation process takes as input the message, the group
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Figure 6.1: Anonymous Group Signature Signing and Verification [3]
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member signature key, group public key, group public parameter and the linking

base. The linking base enables the signature linker, in this instance the group

manager, check if two signatures were signed by the same group member. The

output is a group signed message which the group member sends to the group

manager/signature verifier.

3. Signature Verification: signature verifier, in this instance the group manager,

associates the Group Public Key with group signed message. The group manager

inputs the group public parameter, group public key, the group signed message

into the group signature verification algorithm. The decision is valid if the group

signature is valid or invalid if it was not signed with the valid group member

signature key. The group manager also checks if the signer has signed multiple

messages using the linking base. In an electronic voting context ability to link

multiple signed messages to a particular signer helps to prevent ballot stuffing, a

feature which is pivotal to our TEE Mobile Voting Scheme section 6.4

6.4 Proposed TEE Mobile Voting Scheme

In 2019, Global Platform announced5 it shipped 1 billion GlobalPlatform-compliant

Trusted Execution Environment (TEE)-enabled processor for the smartphones the pre-

vious year. According to a market and consumer data company Statista, smartphone

vendors have sold over 1 billion smart phones to end users anually since 2014 [35], see

figure 6.2 for more details.

Smartphones are equipped with biometrics authentication capabilities. The iPhone

Xs uses facial recognition for authentication, the iPhone 7 uses finger print biomet-

rics [21] and android phones are equipped with various biometric verification capa-

bilities. Some applications on mobile devices require users to be authenticated using

biometric technology to access to it or certain security critical aspects. As an example,

5https://globalplatform.org/latest-news/1-billion-globalplatform-compliant-tees-shipped-in-2018/
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some mobile banking applications require user verification either using biometrics or

passcodes before access is granted.

Within the mobile device, there is a Trusted Execution Environment (see chapter

4) where security critical operations is done, secret information stored and keys are

generated. We leverage on the security capabilities of the TEE in the TEE Mobile

Voting Scheme. Biometric technology is used for voter verification and anonymous

group signature for eligibility verifiability.

Figure 6.2: No of smartphones sold to end users worldwide from 2007-2021
[35]

6.4.1 Key Entities in TEE Mobile Voting Scheme

We describe the various entities involved in this protocol

1. Voter: the individual that owns the mobile device and intends to vote with this
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device.

2. The Mobile Device (MD): The mobile device houses the voting application the

voter requires to cast his ballot. The Voting Application is installed in the Rich

Execution Environment, the Trusted Voting Application and other Trusted Com-

ponents run in the Trusted Execution Environment as described in TEE architec-

ture in chapter 4. The Rich Execution Environment is Isolated from the Trusted

Execution Environment [see section 3.2 allowing security sensitive operation of

the Voting Application to be executed in this environment.

3. Election Authority (EA): This entity is in charge of overseeing the elections. We

assume this is a trusted authority responsible for certifying keys of the various

entities and issuing public key certificates. We assume the Election Authority is

the service provider of the TEE and has a Root Security Domain installed on

the mobile device for administrative purposes such as creating Security Domains

for other entities and Trusted Applications. There is only one central Election

Authority and many trusted Issuing Authorities that could be distributed across

regions or districts depending on the size of the election

4. Issuing Authority (IA): The Issuing Authority has a Security Domain installed

in the TEE on the mobile device. The Issuing Authority has control over this

Security Domain. The Issuing Authority registers the voters and has access to

the electoral role. The Issuing Authority is also the Group Manager of the group

signature scheme, generates the group public key and can verify group signatures

signed by the Trusted Voting Application on behalf of the voter.

In this scheme, the Election Authority is separated from the Issuing Authority,

mainly to indicate that they carry out different functions even though the Issuing

Authority would normally be an authority under the main Election Authority.
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We assume there are many Issuing Authorities responsible for managing anony-

mous signature groups of different sizes, making our voting scheme more scalable.

Putting this into context, as applicable in TPBVS, voters are registered into dif-

ferent districts they are eligible to vote in, managed by the Registration Authority

in charge of that district. The same rationale applies with Issuing Authorities

in our voting scheme, were IA creates an anonymous signature group and issues

membership credentials to eligible voters to join the group.

An Issuing Authority can manage multiple groups and the Election Authority

has a central database of all the issuing authorities and groups they manage

5. Tallying Authority (TA): the Tallying Authority is in charge of vote collation.

The Tallying Authority has an election private and public key pair. The election

encryption public key is stored securely using the TEE Secure Storage on the

device. The Tallying authority does not have a Security Domain on the mobile

device. The election key is stored securely on the device by the Election Authority

and available to the Voting Application for ballot encryption.

6. Voting Application (VA): The Voting Application is installed in the rich execution

environment of the device. This application is not considered as secure. The

Voting Application is the first point of contact for the voter. The voter fills in

his ballot using the Graphical User Interface of the Voting Application displayed

on the screen. Just like Mobile Banking Applications, the Voting Application

on a device should only be used by the voter is has been registered to. The

Voting Application executes any security sensitive operation by connecting with

an instance of the Trusted Application running in the TEE.

7. Security Domain (SD): this is an on-device representative of the remote authority.

The Security Domain creates Trusted Applications, can generate keys, random

numbers and can personalize Trusted Applications with keys. Our scheme has
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two Security Domains, Election SD (see section 6.4.5) and Issuer SD (see section

6.5.1).

8. Trusted Voting Application (TVA): this application is the trusted part of the

Voting Application where security sensitive operations of the Voting Application

such as vote encryption, digital signature and key generation is executed. The

Voting Application communicates with an instance of the Trusted Voting Appli-

cations using TEE Client API (see chapter 4). The Trusted Voting Application

is created by the Issuer Security Domain.

The Trusted Voting Application uses services provided by other Trusted Applica-

tions created by both the Election SD and Issuer SD. As an example, in our TEE

mobile Voting scheme, the E-TA is personalized with the election encryption key,

if the TVA needs to encrypt a ballot, it uses the ballot encryption service provided

by E-TA, E-TA just needs to confirm that TVA has the right authorisation and

its within the same Trusted Execution Environment. For simplicity, we assume

Issuer SD and TVA are same authority as discussed in our protocol assumptions

6.4.4 and seen in figure 6.5.2
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6.4.2 Notation and Definitions

IDX Entity X’s identifier

UUID Universal Unique ID of Security Domain

XPV Entity X’s private key

XPk Entity X’s public key

XGrpPV Entity X’s Group Member Signature Key

NA Nonce generated by IA

NB Nonce generated by Issuer SD

ENC.SKX,Y Secret session key shared between X and Y

MAC.SKX,Y Secret MAC key shared between X and Y

(M)ENC.SKX,Y
Encryption of message M

MACSKX,Y
(M) MAC on message M

SIGXPV
(M) Sign message M with X’s signing key

X||Y Concatenation of X and Y

6.4.3 Protocol Goals TEE Mobile Voting Scheme

We break down our protocol goals into explicit and implicit protocol goals.

Explicit Protocol goals:

G-1 Eligibility Verifiability: In this protocol we intend to verify the identity of the

voter, which reduces the chances of voter impersonation or voting by illegitimate

voters

G-2 Ballot authentication: We intend to tie voter’s identity to ballots in an anonymous

manner to prevent ballot stuffing by legitimate voters whilst preserving voter’s

anonymity.
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Implicit Protocol Goals:

G-3 Verifiability: The voter should verify that his ballot has been cast-as-intended

and recorded-as-cast

G-4 Privacy : Votes should not be linked to voter’s identity, meaning no one should

be able to tell how a voter voted

6.4.4 Assumptions of TEE Mobile Voting Scheme

We now list a set of assumptions about the technology, cryptographic techniques and

devices used in our TEE Mobile Voting Scheme.

A-1 Since a Security Domain can personalise a Trusted Application with keys [5],we

assume that a Security Domain that creates a Trusted Application is same as

the Trusted Application. Hence Issuer SD is same as Trusted Voting Application

since Issuer SD personalizes TVA with the group member signature key. We

make this assumption to simplify explanation of the protocol.

A-2 In this scheme we assume that the Trusted Voting Application has the authority

to request for services from any other TA in the scheme. In the GPD Standard [5,

83], the TA providing the service, trusts the other TA requesting for its service

by using a trustworthy indicator that guarantees it that both TAs are within

the same TEE and any request has not been exposed to the Rich Execution

Environment [83]. For example the TVA is responsible for anonymous group

signature over the ballot, whilst E-TA is responsible for ballot encryption and

another TA responsible for biometric authentication.

For simplicity we assume that the Trusted Voting Application can anonymously

sign ballots, encrypt ballots on behalf of a voter and securely carry our biometric

authentication of the voter using the appropriate trusted peripherals.
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A-3 We assume the Election Authority stores the Election Encryption key in the

Secure Storage of the TEE and TVA can request the services of the Election

Trusted Application to encrypt a ballot.

A-4 We assume that Trusted Applications and Security Domains communicate se-

curely with each other within the TEE using secure communications as specified

in the GPD Standard [83]

A-5 We assume that the TEE enforces strict access control and only grants approved

Security Domains/Trusted Applications access to keys

A-6 We assume no secret keys such as private keys, encryption keys, signature keys

ever leave the Trusted Execution Environment

A-7 We assume a Security Domain that creates another Security Domain or Trusted

Application have limited control over it, hence cannot extract or access secret

information generated by them.

A-8 We assume that a Remote Authority cannot extract or access private keys gen-

erated by its Security Domain/Trusted Application.

Functionality Assumptions of Mobile Device

A-9 We assume voters own mobile device equipped with TEE capability

A-10 We assume mobile device has biometric authentication capability

A-11 We assume every voter has an individual mobile device, with a single voter bio-

metric detail stored in it. This is a reasonable assumption because most mobile

devices are owned by single users with one passcode or biometric belonging used

in unlocking the device.
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A-12 We assume private key and unique identifier of equipment manufacturer is hard-

ware secured on the mobile device and Election Authority can verify authenticity

of device using a hardware Root of Trust and Chain of Trust

we assume the biometric sensor has a liveness mechanism to ensure biometric

details of voter being captured is not being replayed.

Cryptography Assumptions

A-13 We do not specify a particular encryption algorithm in our generic scheme, but we

assume that a peer of authorities share a private decryption key and a threshold

of 75 percent of the peer of authorities need to be available before a ballot can

be decrypted. But the exact encryption algorithm or key size will be based on

the scheme our protocol is incorporated into

A-14 For the anonymous group signature keys, we assume keys are chosen based on

the ISO/IEC 20008-2:2013 standard [4], which specifies Elliptic Curve Cryptog-

raphy(ECC) should be used for the cryptographic keys. The standard specifies

different ECC key sizes that ranges from 112 bits to 256.

Business Assumptions

A-15 We assume the Election Authority and Equipment Manufacturer/TEE Provider

have a business relationship and can use Trusted Execution Environment capa-

bility of the mobile device

6.4.5 Installing TEE Mobile Voting Scheme Application

The Voter downloads the Election Application (Election APP) from the APP Store on

the mobile device or can go to a registration office to have it downloaded and installed on

their device. The Trusted Application Manager/Service Provider in this instance, the

Election Authority, creates a Root Security Domain on the device when the Election

146



APP is installed. The Election Security Domain is an on device representative of

the Election Authority (EA). Keys and other election relevant data are stored in the

Election SD using the TEE Secure Storage.

Before the Election App is installed, Election Authority authenticates the device

using a hardware based Root of Trust, to ensure the Election Application is being

installed on a legitimate mobile device and not an emulator or cloned device. Election

Authority also verifies the authenticity of the Election Application downloaded from

the App Store.

After the Election Application and Device authenticity is verified, EA authorises the

installation of an Election Trusted Application (E-TA) by the Security Domain using

the InstallSD command. Upon proper verification of the Authorisation Command from

Election Authority, E-TA is installed in the Trusted Execution Environment. After the

installation process of the E-TA, Election Authority personalizes it with the Election

Encryption Key needed to encrypt ballot

In this scheme, we assume Election Authority, is in control of the Root Security

Domain through which it manages the TEE. We have separated the functions of the

Election Authority from the Issuing Authority, the voting scheme has just one Election

Authority but many Issuing Authority. (see section 6.4.1)
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Figure 6.3: TEE architecture with Voting Application Installed
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6.5 Key Management in Proposed TEE Mobile Voting

Scheme

In this section we describe how to create security domains, generate keys, provision

keys and create secure communication channels. At the end of the protocol a group

member signature key will be generated which will be used to anonymously sign ballots

on behalf of the voter as discussed in section 6.6.3.

6.5.1 Creating Issuer Security Domain

The Issuer Security Domain creates the Trusted Voting Application, but first the Issuer

SD needs to be created. The main goal of the Issuer SD in this protocol is to generate

the group member signature key and personalize the Trusted Voting Application with

this key. The Group Member Signature is a unique private key used to anonymously

sign ballots on behalf of the voter.

We have adopted the process of creating a new Security Domain described in the

GPD Stanadard [5]. We now describe how the Issuer Security Domain is created,

referring to the protocol description in Figure 6.4.

1. In Step 1 of the protocol, the Issuing Authority wants to create an Issuer Security

Domain in the TEE on the mobile device. It issues an InstallSD command,

generates a Universal Unique Identifier (UUID) for the Issuer SD and sends this

along with its Public Signature Verification Key IAPK contained in the InstallSD

command to Election Authority.

2. In Step 2, IA generates an Authorization Token, signs this token using its Private

Signing Key and sends all this information in step 3 in a secure communication

session, (see section 3.4.3 for more on Authorization Tokens).

3. On receipt of message 3, Election Authority SD verifies the administrative com-

mand to install a new SD from Election Authority and Authorisation Token in
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step 4

4. Election Authority SD creates a new SD called IA Security Domain using the

InstallSD command issued by the Issuing Authority. The InstallSD command

provisions an initial Issuer’s Public Key IAPK in IA Security Domain (generated

in step 1 fig 6.4 ) during installation in step 5.Once the IA security domain is

created, it stores IAPK . Prior to step 5, IA Security domain does not exist, IA

Security Domain is only created during step 5. IA Security Domain can then

use this key to verify any signature from Issuing Authority

5. In step 6, the Issuer SD generates an RSA Key pair IssuerSDPK and IssuerSDPV

that can later be used for key exchange and stores these keys securely.

6. In step 7, Issuer SD sends IssuerSDPK to Election Authority SD

7. In step 8, Election Authority SD signs IssuerSDPK and sends this to Election

Authority in step 9

8. Election Authority verifies EA SD’s signature with EA SD’s public signature

verification key in step 10

9. In step 11, EA Security Domain returns IssuerSDPK to Issuing Authority.

Issuing Authority saves IssuerSDPK .
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Figure 6.4: Creating Issuer Security Domain
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6.5.2 Secure Channel Setup and Group Signature Key Generation

We adopt the process of setting up a secure communication channel described in the

GPD Standard [7]. We modify the protocol by incorporating an anonymous group

signature scheme discussed earlier in section 6.3.1 and section 6.3.2 into it and including

extra steps to generate an anonymous group signature by IssuerSD/TVA for the Voter.

IssuerSD/TVA6 generates the anonymous group member signature key and Issuing

Authority doesn’t have access to this key, hence cannot sign on behalf of the voter.The

anonymous group signature key generated here is used to sign completed ballots as

described in the ballot completion phase in section 6.6.3

To set up a secure channel, the Issuing Authority and its Issuer SD mutually authen-

ticate. During the process the issuing authority generates key parameters which both

parties use in generating Ephemeral Key Pairs. From the key pairs, they both generate

a shared secret, which they use in generating symmetric session keys for Encryption

and MACs.

After a secure communication channel is setup between IA and IssuerSD, IA gen-

erates and sends group public key, group member credentials, public parameters and

linking base to Issuer SD,which IssuerSD uses to generate a group member signature

Key.

IA cannot generate group member signature key because it does not know the group

member private key generated by Issuer SD corresponding to the Group Public Key.

This implies that IA cannot sign on behalf of a voter. Issuer SD then personalizes the

Trusted Voting Application with this key, the Trusted Voting Application saves the

Group Member Signature Key securely using TEE secure storage and the key never

leaves the TEE of the device. We assume that Issuer SD and TVA are the same entity

(see section 6.4.4)

6as discussed in our protocol assumption IssuerSD and TVA are assumed to be the same entity
because after IssuerSD generates the group signature key, it personalizes TVA with that key
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Figure 6.5: Secure Communication Channel Setup
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Protocol Description Group Signature Key Generation

M-1 IA → IssuerSD: (IDIA ‖ NA ‖ KeyGenParam ‖ KeyID)

M-2 IssuerSD → IA: (UUID ‖ NA ‖ NB ‖ IssuerSDEphemeralPK)SIGIssuerSDPV

M-3 IA → IssuerSD: (UUID ‖ NA ‖ NB ‖ IssuerSDEphemeralPK)SIGIssuerSDPV

M-4 IssuerSD → IA: H(ENC.SKIA,IssuerSD ‖ MAC.SKIA,IssuerSD)

M-5 IA → IssuerSD: (GroupPublicKey ‖ PublicParameters ‖ MembershipCredentials ‖

LinkingBase)ENC.SKIA,IssuerSD
‖ (DATA)MACSKIA,IssuerSD

Issuer SD has the Public Key of the Issuing Authority (IAPK) installed in it and

stored securely during its creation as seen in step 5 figure 6.4. IA also has the public

key of Issuer SD received during Issuer SD creation in step 11 figure 6.4

The Protocol describes 3 states, the AUTH−NONE, AUTH−SETUP and AUTH−SC

state as adopted from the GPD Standard [7].

IA produces the BeginAuthenticate command in the AUTH−NONE state and

transitions into the AUTH−SETUP state as seen in figure 6.5.

IA generates a Nonce (NA), Key Generation Parameters and a Key ID and sends

this as Message 1 to IssuerSD, to begin the authentication process. This is reflected

in step 1, fig 6.5

When Issuer SD receives M-1, with the Key Generation parameters, IssuerSD

generates Ephemeral Key pairs, generates fresh nonce (NB) and stores its Private

Ephemeral Key (IssuerSDEphemeralPV ). IssuerSD signs its Identity UUID, Public

Ephemeral Key (IssuerSDEphemeralPK), NA, NB and sends it to IA in Message 2

(step 2 fig 6.5).

IA receives M-2, using the UUID to identify IssuerSD′s Public Key, it verifies

IssuerSD′s signature then retrieves IssuerSDEphemeralPK .
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IA then generates its own pair of ephemeral keys, saves its Private Ephemeral

Key.IA then signs its Public Ephemeral key, NA, NB and UUID of IssuerSD and

sends this to IssuerSD in M-3 (see step 3 figure 6.5)

On receipt of M-3, Using Key ID received from IA in M-1, IssuerSD searches

its TEE Secure Storage for IAPK required to verify IA′s signature. After IssuerSD

successfully verifies IA signature, it retrieves IA ephemeral public key and transitions

to the AUTH−SC state.

The AUTH−SC state means both parties have been mutual authenticated, secure

channel has been set up and keys have been negotiated. With the Ephemeral Public

keys exchanged by both parties, using the Diffie-Hellman key exchange protocol IA and

IssuerSD generates a Shared Secret from which they can calculate symmetric session

keys for Encryption, Message Authentication Codes (MAC), and Hash Encryption

Keys.

After session keys have been generated, IssuerSD then responds with a Hash over

ENC.SKIA,IssuerSD and MAC.SKIA,IssuerSD in M-4 (see step 4 figure 6.5). When

IA receives this hash from IssuerSD, it verifies the hash, after which both parties can

then begin to exchange secure messages using a Cryptographic Security Layer7.

After the secure communication channel is set up, IA generates the group public

key, the group membership credentials, public parameters and linking base. IA encrypts

all this information and computes a MAC over it using shared symmetric session keys

in a symmetric security layer and sends this to IssuerSD in M-5 (step 5 6.6) and

computes a MAC over this data using the MAC key it now shares with IssuerSD.

IA sends all this information to IssuerSD. IA encrypts all this information using

symmetric encryption key it now shares with IssuerSD

On receipt of M-5 , IA decrypts the message and verifies the MAC over all the

data to check its validity. After confirmation of validity, IssuerSD retrieves the group

7The standard [7] describes different security layers, AES in combination with HMAC; AES-
GCM [70] and AES-CCM [170] but it allows for other Security Layer Designs
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public key, the group membership credentials, public parameters and linking base.

IssuerSD, then generates a group member private key, and with the group member-

ship credential, IssuerSD generates group member signature key. Issuer SD personal-

izes the Trusted Voting Application with the group signature key and other information

received from Issuing Authority securely. Figure 6.3 shows a TEE architecture on a mo-

bile device with the security domains and corresponding Client/Trusted Applications

installed for an election
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6.6 The TEE Mobile Voting Protocol

Using the anonymous group signature algorithm discussed in section 6.3.1, the Trusted

Execution Environment Architecture and its security capabilities discussed in Chapter

4, we now break the voting protocol into various stages:

• Step 1: Voter Registration by Issuing Authority. See section 6.6.1

• Step 2: Installation of TEE Mobile Voting Application on Voter’s mobile device,

described in section 6.4.5

• Step 3: Issuing Authority via Election Authority creates Issuer Security Domain,

described in section 6.5.1

• Step 4: Secure communication channel is set up and Issuer SD/TVA generates

anonymous group member signature key on behalf of the voter. See section 6.5.2

• Step 5: On election day, voter is authenticated using mobile device biometric

technology, before voter can access and complete ballots as described in section

6.6.2

• step 6: Voter completes ballot securely. See section 6.6.3

• Step 7: At the end of the election, ballots are collated and tallied, described in

section 6.6.4

6.6.1 Voter Registration

Prior to the elections the voter goes to a registration office to get registered. The voter’s

identity is verified using international passports, national identification card, driver’s

license or any other accepted forms of identification. The Voting app is then installed

on the mobile device of the voter.

Alternatively, the voter can register remotely using any appropriate channel decided

by the election authority. The voter downloads the voting app from the app store and
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installs the Voting Application as described in section 6.4.5. The voter registers relevant

details as specified by the voting scheme and inputs Voter ID received from the Issuing

Authority through an alternative channel. The app then prompts the voter to register

biometric details, this details are captured and matched with the biometric details

stored on the device. This completes the registration phase.

When this data is being captured with Trusted Biometric Peripherals, the Trusted

Application sets up a secure Trusted User interface (TUI) session, which implies that

the process is isolated and no other application installed in the Rich Execution Envi-

ronment on the device or malware can interfere with this process.

6.6.2 Voter Verification on Election Day

Voter opens his mobile device and then clicks on the Voting Application. The voter logs

into the Voting Application located in the REE using his login details. The Trusted

Application requests for voter’s biometric details in a secure fashion. To achieve this,

TA requests for an exclusive TUI, opens up a session in which the Biometric Details

of the Voter is captured using the appropriate Trusted Biometric Peripheral without

interference from other applications in the REE, unauthorised Trusted Applications in

the TEE or Remote Authority.

TA accesses the Biometric Peripherals using the Biometric API. The Biometric

Peripherals are under the control of the TEE and located in the Biometric Subsystem

[figure 6.7]. With the use of the Biometric API [83] [section 3.3.2] the captured voter

biometric detail is matched against voter’s biometric template stored securely in the

TEE, if this matches successful the Voter’s identity is verified and that session is ended.

Figure 6.7 shows an example of a generic finger print authentication architecture from

the GPD Standard [83]
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Figure 6.7: Finger Print Biometric Example [83]

6.6.3 Ballot Completion

After the voter’s identity is verified, the Voter is presented with a blank ballot to fill,

the voter fills the ballot using the keypad. All the information displayed and filled by

the voter is done taking advantage of the secure display and secure input provided by

the TEE TUI. In addition to this TEE TUI prevents multiple sessions being opened

while the voter fills in his ballot preventing any interferes with the current session.

After voter fills the ballot and selects the ballot completed option, the filled ballot

is encrypted using the election encryption key and signed using the group member

signature key. The encrypted and signed ballot is then sent securely to the issuing

authority. The authority checks to see if the voter has voted multiple times, with the

linking base, the authority can tell if two signatures have been signed by same voter.

Depending on the policy, the authority discards the new ballot received, cancels both

or uses the more recent ballot if the scheme supports re-voting.

The security indicator feature gives the voter assurance and eventually the Issuing
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Authority that the encrypted and signed completed ballot it receives from the Security

Domain/Trusted Application on behalf of the voter is exactly what the voter saw and

filled. In sections 6.5.2 we have shown how this key can be created in a security domain.

The Issuing Authority then posts the encrypted and signed ballot on the web bul-

letin board. The voter also has this information saved securely in the secure storage in

the TEE and can log into the app to have this securely displayed on the screen anytime,

to verify the ballot was recorded as cast. The signatures are then stripped from the

ballot and sent to the tallier in a secure manner.

In this scheme, we do not decide which encryption algorithm should be used, that

decision will depend on the type of election the scheme is used in. For referendum type

elections we suggest using homomorphic encryption algorithm [68, 29] and for write-

ins, rank based elections or ballot systems such as Prêt-à-Voter we suggest the use of

el-gamal encryption which will be suitable for ballot anonymisation using reencryption

mixnet in the tallying phase as seen in [159]

6.6.4 Vote Tallying

On receipt of the ballot, assuming the ballots are encrypted using a homomorphic

encryption algorithm, the tallier multiplies the encrypted ballots to get the sum of

the corresponding plaintexts as the election result. This is done without having to

individually decrypt every ballot.

If a mix-net option is opted for, the encrypted ballot is passed through a set of

re-encryption mix-net, the output cipher text from the final mix-net server would have

no relationship with the input encrypted ballot. The output cipher text, which is the

encrypted ballot is then decrypted. The re-encryption mix-net provides a verifiable

proof of correct shuffling of the encrypted ballot.
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6.7 Security Analysis of Group Signature Voting Scheme

A security analysis is presented in this section to show how our TEE Mobile Voting

Scheme satisfies the security properties of an electronic voting scheme:

1. Eligibility Verifiability: In the TEE Mobile Voting scheme we use the biometric

capabilities of the Mobile Device TEE to capture voter’s biometric details and

verify this with the template stored on the device. The Biometric technology is

part of the Trusted User Interface, which sets up a session and prevents interfer-

ence from other applications in the REE and unauthorised TAs in the TEE.

The TEE TUI also guarantees secure displays and secure input which ensure

that any request that appears on the screen is exactly what was requested and

the relying TA receives the exact voter biometric details captured respectively.

Through the Biometric API, the Trusted Application can interact with the Bio-

metric Peripherals to verify the biometric details of the voter is legitimate.

Prior to the election every eligible voter is registered and eligibility of the voter

verified before access to the Application is granted. Every voter belongs to an

anonymous signature group, we have described how group signature keys can

be established in section 6.3.2. Alternatively the group signature key can be

pre-installed. Ballots completed by the Voter is encrypted using the Election

Encryption Key and signed using SD/TA’s group signature key on behalf of the

voter.

The Issuing Authority passes the signed ballot through the group signature ver-

ification algorithm, if the signature is valid then it must have been signed by a

legitimate member of the group satisfying protocol goal G-1. For an ineligible

voter to generate a legitimate signature over an encrypted ballot, it would need

to have access to a legitimate group member signature key which is generated

within the TEE and never leaves the TEE. In addition to this, to fill out ballot an

ineligible voter would need to present his biometric details for verification which
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is not achievable if he hasn’t been previously registered, still satisfying protocol

goal G-1.

Voter verification also limits the damage of a stolen mobile device (attack vector

AV-1) belonging to a legitimate Voter because it is unlikely that an attacker

can cast a ballot on behalf of a legitimate voter. This is due to the fact that an

attacker would need to pass the biometric check to access the Voting Application.

We believe with the liveness checking biometric capability of mobile devices and

the TEE TUI that prevents interference from other application on the device it

would be very difficult for an attacker to fool the device into believing he is the

legitimate vote still satisfying security goal 1. With Apple devices the chances of

someone presenting biometric details that matches that stored on the device is 1

in 10,000 for fingerprint biometrics and 1 in 50,000 for Face ID [21]

2. Ballot Stuffing: This scheme prevents voters from voting multiple times satisfy-

ing protocol goal G-2. This is achieved by anonymously linking ballots to voter’s

identity without revealing the identity of the voter. The SD/TA signs the en-

crypted ballot using the group member signature key on behalf of the voter, and

sends this to the Issuing Authority. The Issuing Authority verifies the validity of

the signature using the group public key. With the linking key, Issuer can tell if

any group member has voted multiple times without knowing the identity of the

voter. Depending on the election policy, IA can either discard duplicates, accept

the last signed ballot if the scheme allows for re-voting as means to prevent voter

coercion or revoke the signature key of the voter if the scheme allows for signature

revocation

3. Privacy: This scheme satisfies privacy requirements of an electronic voting scheme.

The SD/TA encrypts ballot using the election encryption key and this is done in

the Trusted Execution Environment of the mobile device.

The encrypted ballot is then signed using the group member signature key and
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sent to the Issuing Authority. IA cannot tell the content of the ballot because

IA does not have access to election decryption key satisfying protocol goal 3. IA

only verifies the validity of the signature over the encrypted ballot and checks if

voter has voted multiple times.

When the ballot is forwarded to the Tallier, the Tallier does not decrypt indi-

vidual ballots to reveal the content rather it uses the properties of homomorphic

encryption that allows the decryption process to multiply the encrypted ballots

together to reveal a plaintext that is the sum of the total value of the ballot.

Besides the Tallier is not responsible for group signature verification, does not

have the group signature linking key, group membership credentials so cannot

link a signed ballot to a user.

We note that in very large elections it is not scalable to add up all encrypted

ballots together, so we suggest that decryption should be done in batches with

Homomorphic encryption, the privacy of the ballot is maintained as the content of

each encrypted ballot is not revealed and hence not linked to the voter’s identity

satisfying security goal G-4.

If a reencryption mix-net option is opted for, privacy (security goal G-4) is still

achieved because the encrypted ballot received by IA from the voter, is sent to a

tallier through the re-encryption mix-net. After proper shuffle of the encrypted

ballot which involves encrypting a ballot by a mix-net server and re-encryption

of the output cipher by the next mix-net server, the final output encrypted ballot

has no relationship with the input encrypted ballot.

Furthermore, ballots are filled using the secure input provided by the Trusted

User Interface when a session is setup with an instance of the Trusted Voted

Application. This implies that malwares, other client applications on the REE

and unauthorised SDs/TAs cannot interfere with the session and hence cannot

learn what ballot choices the voter has inputted maintaining the Voter’s privacy
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(security goal G-4).

4. Receipt freeness: The Voter doesn’t get any physical receipt at the end of the

ballot that reveals how he voted. The final encrypted and signed ballot is stored

securely in the TEE secure storage. At the end of the election the voter can

log into the app, get verified again using biometrics after which he can request

for completed ballot. Using the Secure Display capability of the TEE TUI, the

encrypted and signed ballot is displayed on the screen, this information is not in

plaintext, so the voter hasn’t gotten any information he could possibly show to

a third party. The Voter can the used this information to verify issuer posted it

on a web bulletin board.

5. Verifiability: This scheme does not explicitly achieve individually verifiability, this

is implicitly achieved through the secure display and secure input capability of

the TEE TUI. The voter sees the security indicator which assures the Voter that

ballots displayed on the screen was presented by Trusted Voting Application,

hence any ballots filled there in, is secure and cannot be altered by any other

application on the device.

At the end of the election, voters can login into the app to have their encrypted

and signed ballot displayed on the screen of the mobile device. The voter can

then compare this value with that displayed on the Public Web Bulletin Board.

If the value on the screen is same as that on the Web Bulletin Board, then the

votes have been recorded-as-cast satisfying verifiability (security goal G-3). We

say universal verifiability is implicitly achieved because individual verifiability is

implicitly achieved by trusting the security capabilities of the TEE technology.

6.7.1 Further Security Discussion

In section 6.2.2 we talked about attacker’s goal in an electronic voting context. In this

section we discuss how these goals are prevented or mitigated

165



AG-1 and AG-2

The TEE provides hardware separation in the CPU of a modern mobile device between

a trusted operating system and an untrusted operating system which makes it isolated

from potential threats from malware running on the untrusted OS in the Rich Execu-

tion Environment. This means that if a user downloads a malware onto to a mobile

device, its threats are isolated from the Trusted Voting Application that runs in the

TEE. All security sensitive operations such as voter authentication, ballot encryption,

key generation, group signatures over encrypted ballot is done within the TEE which

is isolated from the REE, hence a malware running in the TEE cannot affect these

operations.

Furthermore, the TEE Trusted User Interface sets up a secure session between the

Client Voting Application and Trusted Voting Application, to offer secure display of

ballots and secure input of candidate choice by the voter on the voter’s mobile device

screen. This secure session prevents interference from any spyware running in the REE

that intends to monitor any information the voter inputs on the screen.

If a voter connects to an insecure Public Wi-Fi monitored by an attacker or in

control of the attacker, the attacker does not learn any information that could break

the privacy of the ballot because all communication between the SD/Trusted Voting

Application and Issuing Authority, is after they both set up a secure communication

AG-3 Denial-of-service

Every voter has a unique set of credentials stored in the Trusted Execution Environment

of a TEE. The Issuer SD/Trusted Voting Application sets up a secure communication

with the remote Issuing Authority to derive credentials and send completed ballots.

An attacker could steal a mobile device preventing the voter from casting a vote

with that device. An Attacker can also set up a fake public Wi-Fi for voters to connect

SDs/Trusted Voting Application with remote authority, then drop all communications.

The attacker could also, possibly install resource draining malware on device that could
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possibly drain battery lives or shutdown mobile devices.

However, we argue that an attacker can only cause voter disenfranchisement on

a voter to voter or device to device basis rather than on a large scale. If a voter

connects to the Issuing Authority via a Public Wi-Fi in control of the attacker and

the attacker decides to drop the ballot, the voter would notice his vote has not been

recorded because he wouldn’t get any confirmation from IA that his ballot has been

received, also he wouldn’t have his encrypted ballot stored securely within the TEE

on his device. In addition to this, his signed and encrypted ballot wouldn’t appear

on the public web bulletin which would raise suspicions that would lead the voter to

connecting to another network to cast his ballot.

AG-4 Rooting the device

An at attack aims to administrative level permissions by Rooting an android device or

jail breaking an Apple IOS device. This allows the attacker install Malwares on the

mobile device or even install a new operating system on the mobile. Considering our

attack vectors in section 6.2.2, an attacker who steals a mobile device can carry out

this attack and gain privileged control over the device.

The TEE does a hardware isolation between the Trusted OS and the Untrusted OS

running in the REE. This means that the Trusted Voting Applications and all secret

credentials are isolated and protected from the untrusted Rich Execution Environment.

All cryptographic operations are therefore protected within the TEE, so in a rooted

device, a malware cannot access any secret credentials or interfere with any operations

within the TEE.

6.8 Discussion

In our assumptions in section 6.4.4. we assumed that every mobile device has one

owner and one biometric detail registered to that device which is usually the case for
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most people who own mobile devices. However, android and apple Devices allow for

registration of multiple biometric details, this means that the device may not be able

tell which biometric details it is accessing, provided the biometric details presented is

a legitimately registered biometric detail on the device, then access to applications is

granted.

To address this issue, we suggest that a Unique Universal Identifier called a Voter

ID is assigned to every voter during registration at a registration office. The voter

ID should be attached to a specific biometric detail when the Voter registers to the

Voting Application.To access the Voting Application, the voter first needs to present

the Unique Voter ID attached to a specific biometric detail. With this in mind, if a

third party registered on the same device, presents a Voter ID that’s not tied to his

specific Biometric Details then authentication of the third party fails.

Nevertheless, the capability of mobile device registering multiple user biometric

details, could allow multiple users the ability to vote with the same mobile device.

The GlobalPlatform TEE Framework allows multiple TEEs [83] operate side by side

on a device but isolated from each other that makes it possible to have multiple voters

registered to a device. With a unique Voter ID attached to each Voter biometric detail,

the voting application can tell which particular Voter is being authenticated. We do

not cover this possibility in this thesis, but this can be investigated further in future

works.

In our protocol assumption, we assumed the biometric sensor has liveness checking

mechanism, we believe this a reasonable assumption because with the ITouch [21] on

apple devices, before the fingerprint sensor becomes active and the advanced imaging

array that scans the finger is triggered, the capacitive ring that surrounds the home

button first has to detect the touch of a finger.

As we have discussed earlier a TEE is an embedded platform on a mobile device

that offers isolated execution of Trusted Applications away from Client Applications

168



that run on the REE. The TEE thus offers more security than the REE and security

sensitive operations is ran in this environment. However, a TEE is not as secure as

the Secure Element, if stronger security is required then secret keys can be stored on

the Secure Element and sensitive operations can be carried out in this tamper resistant

environment. The TEE standard defines API that allows the TEE communicate with

the Secure Element called the Secure Element API [9]. Who has control over an how

access is granted

As attractive as an embedded Secure Element Sounds, it is a resource restrained

environment as compared to the TEE and hence has limitations for more complex re-

source required operations. In addition to this, TEE gives the opportunity for multiple

remote authorities to have Security Domains and Trusted Applications running on a

device responsible for different operations on like a Secure Element that is managed by

one authority. The current state of the architecture, OEMs control Secure Element on

mobile devices which then becomes a more complex business consideration for Service

Providers to have access to the Secure Element.

SmartSD’s could be a solution to the Secure Element control and access challenge.

The SmartSD would be an external Secure Element that can be personalised for each

voter with keys, biometric information specific to each voter after registration. Using

the Secure Element API, the Trusted Voting Application can request for cryptographic

services from the SmartSD executed within the SmartSD. Although SmartSD’s are

not considered in this thesis because some mobile devices such as IPhone do not have

provisions for external SmartSD but it should be investigated in future works.

6.9 Summary

In this section we presented a novel TEE Mobile Voting Scheme that prevents ballot

stuffing, voter impersonation and ineligible voting. But first an Untrustworthy Envi-

ronment was defined that encompasses a Hostile Voting Environment and an Untrust-
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worthy Mobile Device. The attacker’s goals and possible attack vectors were presented.

We then described an anonymous group signature scheme which is required in our pro-

posed voting scheme to provide eligibility verifiability and prevent ballot stuffing.

Our proposed voting scheme runs on a mobile device with security sensitive opera-

tions such as ballot encryption and anonymous ballot signing, executed in the Trusted

Execution Environment of the mobile device. The TEE provides isolated execution of

security sensitive operations; secure storage of keys; secure display of ballot to voters

and secure input of voter’s choices by voters using the Trusted User Interface. With

the trusted biometric peripherals and Biometric API of the TEE, we verify the voters

identity preventing voter impersonation.

Finally we did a security analysis of our TEE Mobile Voting Scheme and show

that it prevents voter impersonation, ineligible voting and ballot stuffing in our defined

Untrustworthy Environment II.
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Part IV

Untrustworthy Environment-Use

Case
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Chapter 7

Adding Eligibility Verifiability to

an Existing Prêt-à-Voter Scheme

Eligibility verifiability helps to prevent voter impersonation and ballot stuff-

ing. End-to-End verifiable schemes allows voters check that their votes have

been cast-as-intended, recorded-as-cast and observers can confirm votes have

been counted-as-record. However, if voter authentication is done external

to the end-to-end voting scheme in an untrustworthy environment, it cre-

ates an opportunity for voter impersonation. In this chapter we propose the

addition of voter and ballot authentication using smartcards, anonymous

group signature and a Trusted Execution Environment

7.1 Introduction

Prêt-à-Voter is an end-to-end verifiable voting schemes that aims to be independent of

the underlying technology to guarantee ballot secrecy and accurate vote count. Prêt-à-

Voter schemes were designed for use in a supervised voting environment, with the poll

worker authenticating the voter using traditional means before blank ballots are issued

to the voter. In a standard Prêt-à-Voter ballot is split into two halves (see table 7.1),
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the names of candidates is listed on the left half of the ballot in a random order. On the

bottom half on the right half, is an encrypted value of the random ordering of the listed

candidate on the left half of the ballot, called an onion. A voter ticks the box on the

right hand side, against the name of the candidate he intends to vote for (see table 7.2),

splits the ballot paper into two halves. The left half is discarded and the right half is

kept by the voter as a preference receipt (see table 7.3).The election official now scans

and signs the receipt as the voter’s vote, using the appropriate device. The voter keeps

the signed preference receipt to confirm later that his ballot as been recorded-as-cast.

Since Chaum proposed a voter verifiable scheme using visual cryptography to en-

cyrpt receipts [41], that eventually led to Prêt-à-Voter scheme proposed in [158], there

has been a lot of work done on Prêt-à-Voter schemes over the years [47, 62, 64, 152]

In this chapter we consider one of such Prêt-à-Voter schemes, ”vVote: A Verifiable

Voting System” [159, 62], used in the Victoria Elections in Australia. This is an

End-to-end verifiable voting scheme that aims to guarantee voters that their ballots

have been cast-as-intended, recorded-as-cast and counted-as-recorded. The Prêt-à-

Voter ballots are printed on demand after voter authentication on election day on like

in [174] where ballots are printed prior to elections, stored in envelopes and opened

after voter authentication.

Nevertheless, as discussed in section 4, even if the scheme is end-to-end verifiable,

because voter authentication is done external to the voting scheme it gives an opportu-

nity for ineligible voting and ballot stuffing. We acknowledge the fact that the scheme

accounts for this vulnerability and suggests that traditional means for authenticating

voter should suffice considering the environment the scheme would be deployed. We

argue that, if this scheme is deployed in an environment where this trust assumptions

do not hold, then the scheme becomes vulnerable to electoral fraud.

In chapter 5 we proposed an electronic voting scheme based on smartcards and in

chapter 6 we proposed an anonymous group signature voting scheme in the Trusted

Execution Environment of a mobile device. Both schemes use biometric technology for

173



voter verification, to reduce the chance of voter impersonation.

In this chapter we incorporate some of the cryptographic techniques and technology

used in the other schemes into the vVote scheme. We introduce a Smartcard as a repre-

sentative of the voter that can authenticate the card holder and carry out cryptographic

processes on behalf of the voter. We maintain the back end entities, cryptographic pro-

tocols and technology used in the vVote scheme, we only include Voter verification and

Ballot authentication to the front end.

Table 7.1: Blank Prêt-à-Voter Ballot

Candidate Mark

John

Mariam

Adedare

Tony

Pascal

a24j7AA

Table 7.2: Completed Prêt-à-Voter Ballot

Candidate Mark

John

Mariam

Adedare X

Tony

Pascal

a24j7AA

Table 7.3: Preference Receipt Prêt-à-Voter Ballot

Mark

X

a24j7AA
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7.1.1 Description of the vVote scheme

We now present a simplified version of the vVote scheme, our main concentration is

on the front end part of the scheme mainly around voter authentication and ballot

authentication. More detailed description of the scheme can be found here [159]

1. On elections day the voter goes to a polling station

2. The Voter, gets authenticated using insecure traditional means as discussed in

section 4.3.3 and seen in figure 7.1

3. The voter is printed a ballot from the Print-On-Demand Printer

4. The candidate order is encrypted using a threshold private key, the serial number

and district for each ballot is signed prior to the election by the issuing authority.

5. The printed ballot contains the printer’s encryption over the candidate order and

6. The Voter audits the ballot following same audit procedure in [62] to get assurance

that the random ordering of candidate was properly encrypted

7. The audited ballot is discarded and the voter is printed off a new ballot

8. The voter takes the new ballot to an electronic ballot marker (EBM) attached

with a scanner

9. The scanner scans the printed ballot and the ballot is populated on the screen of

the EBM

10. The voter fills the ballot using the screen of the EBM.

11. The filled ballot is sent to the Private Web Bulletin Board by the EBM

12. The Private WBB, accepts the ballot, confirms it hasn’t been altered then signs

it.
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13. EBM prints the signed receipt, called the preference receipt. The preference

receipt contains the Private WBB’s over voter’s preference, the district code and

serial number of the ballot.

14. The Voter then compares the ordering of preference receipt with the candidate

list and then discards the candidate list if both matches.

15. The voter leaves the polling unit with the preference receipt and can compare

this the information printed on a Public Web Bulletin board.
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Figure 7.1: Prêt-à-Voter voting scheme
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7.1.2 Problem Statement

In the current Prêt-à-Voter scheme as we discussed in sections 4.3.1 and seen in fig-

ure 7.1, the pollworker is meant to authenticate voters and prevent ineligible citizens

from voting. The pollworker is also responsible for preventing voters from casting

multiple votes. If the trust placed on poll workers is broken, then the voting system

cannot tell if an ineligible citizen has voted, an abstained voter has been impersonated

or ballots have been stuffed. We discussed these issues in details in section 4.3.3.

To address these issues, we need to have technical means of authenticating the voter

and the ballots. Using a smartcard for authentication moves the trust placed on the

poll workers to the smartcard. This is a reasonable thing to do because a smartcard is

tamper resistant and can securely carry out cryptographic operations such as signature

over a ballot on behalf of the voter. A smartcard can also has voter’s biometric details

stored on it, which it can use to authenticate the voter to ensure it’s being presented

by the voter it was issued to. As discussed in Sections 5.3.1, electronic ID cards issued

to citizens of some countries have these capabilities, so this scheme is building on the

existing infrastructure already in use.

Privacy is an important requirement of electronic voting schemes, authenticating

the ballot links the voter’s identity to the ballot, which could allow a third party tell

how a voter voted. To address this issue an anonymous technique of signing ballots by

voters needs to be adopted

7.1.3 Contribution

Considering the issues identified in the problem statement we adopt some of the tech-

niques used in the protocols proposed in chapters 5 and 6 and incorporate it into a

existing Prêt-à-Voter scheme.

1. We add eligibility verifiability to an existing Prêt-à-Voter scheme by introducing

a smartcard as an instance of the voter to manage credentials on behalf of the
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voter.

2. We use bioemtric technology to verify the card holder identity, to prevent ineligble

voting by citizens or voting on behalf of an abstained voter. see section 5.4.5

and 6.6.2

3. We introduce the use of anonymous group signature described in sections 6.3.1

and 6.3.2, to tie the ballot to the voter’s identity whilst still providing voter

anonymity.

4. Finally we suggest the use of a Trusted Execution Environment within the pur-

pose built Electronic Ballot Marker

7.2 Smartcard Prêt-à-Voter Scheme

In this section we introduce our proposed voting scheme. We use some of the technolo-

gies and cryptographic techniques discussed in chapters 5 and 6. We start by listing

some of the assumptions we make about the scheme. After which we discuss key en-

tities involved in the scheme. finally we discuss the proposed protocol and messages

exchanged between entities.

7.2.1 Assumption of Our Voting Scheme

We now discuss some of the assumptions we make, these assumptions are reasonable

because it is based on existing smartcards capabilities and GlobalPlatform TEE capa-

bility discussed in chapter 3

A-1 We assume the smartcard is preloaded with the group public key, the group mem-

ber credentials, the linking base and the smartcard generates the group member

private key/member signature key. Alternatively the Issuer can generate the
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group member private key/member signature key, preload it on the card and

delete every copy of it so it no longer has the member signature key.

A-2 We assume only the smartcard knows this group member signature key and it

never leaves the card

A-3 We assume the card Issuer is a Trusted Authority that communicates information

to and from the Private WBB. For simplicity we assume the Private WBB as seen

in the vVote Scheme [159] is managed by the Issuing Authority, hence we refer

to them as the same.

A-4 We assume the TA application in the TEE of the EBM using the Trusted User

Interface (see section 3.3.2) securely displays the ballot to the voter and input by

voter is also secure

A-5 We assume the Electronic Ballot Marker is equipped with a smartcard reader or

has an external smartcard reader attached to it and it has the necessary API to

access the Reader

7.2.2 Attacker Goals

AG-1 Vote Multiple Times: The attacker could be a legitimate voter, a poll worker or

an ineligible voter. The attacker’s goal is to cast multiple ballots without being

detected.

AG-2 Voter Impersonation: The goal of the attacker is to cast ballots on behalf of

abstained voters.

AG-3 Ineligible Voting: The goal of the attacker is to cast ballots in elections he is not

registered to vote in.

180



7.2.3 Protocol Goals

G-1 Eligibility Verifiability: the goal of the protocol is to prevent impersonation of

eligible voters and ineligible citizens from casting a ballot.

G-2 Prevent Ballot Stuffing: The protocol intends to prevent eligible voters from

casting multiple votes and corrupt poll workers from ballot stuffing

7.2.4 Key Entities

We now introduce some of the key entities of our Voting scheme

1. Printer: This device prints the Prêt-à-Voter ballot on demand using same tech-

niques as described in [159, 62] and offering the same level of security.

2. Voters Card (VC): This is a smartcard and a representative of the voter, it stores

secret keys, can generate random numbers and carry out cryptographic opera-

tions on behalf of the voter. Every Voter’s card has a Unique group member

private/signature key. The smartcard also securely stores Voter’s biometric de-

tails and other personal voter information such as the district voter is eligible to

vote in.

3. Issuing Authority (IA): This authority issues the voter with a Voter’s Card. The

Issuing Authority generates keys and stores on the card. The Issuing authority

is also the Group Manager of an anonymous group signature scheme and issues

a group member signature key to the Voter’s smartcard (see section 6.3.1) or

in an exchange of some parameters the smartcard generates the signature key.

The Private WBB part of the issuer, is a secure database that receives messages,

performs basic validity checks, and returns a signature. Validly signed messages

later appear on the Public WBB.
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4. Electronic Ballot Marker (EBM): We assume this device is equipped with sensors

to capture biometric details and card reader that can read the voter’s smartcard.

This device is also TEE compliant as described in section 6.6.2, and as such does

remote attestation to give integrity guarantees about the operating system and

voting application running on the device. The TEE also offers a Trusted User

Interface [83] that provides secure displays and secure inputs to the voter.

7.2.5 On Election Day

We now breakdown our voting protocol into the various steps.

Voter Registration

Prior to the day of the election, the voter goes to a registration centre for registration.

The voter’s eligibility is confirmed, the district the voter is eligible to vote is confirmed,

then the Voter is issued a Voter’s Card. After which, the voter can then go to a polling

unit come election day to cast a ballot.

Election Day

The voter proceeds to any polling unit of his choice to exercise his franchise following

the voting procedure highlighted in figure 7.2 and 7.3, which we explain below:

1. Following similar procedures in [159] the voter is printed a ballot on demand, the

voter can decide to audit this ballot to ensure the random candidate ordering of

the candidate list has been encrypted correctly.

2. If the voter audits the ballot, that ballot is discarded and a fresh ballot is printed

off for the voter

3. The Voter then obtains a fresh ballot, the ballot is captured with the electronic

ballot marker using the scanner attached to it to scan the barcode on the ballot

in step 1 and step 2 of the protocol diagram.
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Figure 7.2: Smartcard Prêt-à-Voter Voting Protocol
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Figure 7.3: Smartcard Prêt-à-Voter Voting Protocol (continued)
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4. We assume this ballot has card reader and the ability to capture a voter biometric

data. The EBM requests for the voter’s biometric data in step 3.

5. The voter inserts his Voter’s card in step 4 and then presents his biometric

details i.e. places fingers on biometric scanner.

6. In step 5, the EBM captures the voter biometric details and securely sends this

details to the Voter’s card for confirmation in step 6 using trusted peripherals

as specified in the GPD Standard [83] and discussed in chapter 4

7. The voter biometric details is verified by the card, by matching it on-card as

described in section 5.4.2 and 5.4.5, if this is incorrect, the processes is aborted,

if not a biometric verified confirmation is sent back to the EBM in step 7.

8. EBM then populates the scanned ballot and securely displays it to the voter on

the screen in step 8 using the Trusted User Interface of the TEE.

In our assumptions, We assumed this device has a Trusted Execution Environ-

ment running in parallel to the untrustworthy Rich Execution Environment on

the EBM.

9. The voter fills out the ballot in step 9, the TEE TUI’s Secure Input capability

(see section 3.3.2 for TUI). The EBM sends this ballot to VC in step 10

10. On receipt of the filled ballot, VC can confirm the district number on the ballot

is same as the voter is registered to and stored on the card. If it isn’t, VC sends a

rejection message to EBM, EBM discards the ballot and the process is aborted.

If the district matches, VC signs an anonymous group signature over the serial

number, Voter’s district and Voter’s preference we call the group signed ballot

asper figure 7.2. VC then sends the group signed ballot to EBM in step 11.
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11. The group signed ballot is forwarded to the Issuing Authority by EBM in step

12

12. The Issuer then verifies the validity of the anonymous group signature over the

ballot to confirm the voter is an eligible voter registered to a group without know-

ing the voter’s identity. If the signature verification fails, the ballot is discarded

and the process is aborted.

With the linking base, IA verifies if the voter has voted multiple times and discards

duplicate ballots if the voter has voted multiple times to prevent ballot stuffing.

13. The Issuing Authority then signs over the ballot and sends this back to the EBM

in step 13. IA posts this information on web bulletin board. IA specifically signs

over the Voter’s preference, District, Ballot serial number, Group signed ballot

by the Voter

14. The EBM prints out the preference receipt with the Issuing Authority’s signature

over the receipt and the voter retrieves the preference receipt in step 14

15. The voter compares the preference receipt and candidate list, if both matches,

voter is assured ballot has been cast successfully

16. The ballot on the Private WBB then goes through a re-encryption mix-net for

shuffling and eventual decryption following similar procedure as [158, 159]

7.3 Security Analysis

We now do a security analysis to show how the security goals have been met

1. G-1 Eligibility Verifiability: After the EBM scans the ballot, the EBM requests

for voter’s biometric details in step 3 of the protocol. The EBM captures the
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voter’s biometric details and sends to VC. This whole process is done using the

Trusted User Interface and Biometric API of the EBM provided by the GPD

Standard [83] and discussed in section 3.3.2. VC matches the captured biometric

detail with the template stored on the card, verifying the Voter’s Identity. The

voter biometric template stored on the card, never leaves the tamper resistant

card.

We assume the biometric sensor of the EBM has a liveness checking mechanism,

for example the EBM sensor has to feel a finger in the case of finger print biomet-

rics before Voter’s Biometric detail is captured. For an attacker to cast votes on

behalf of an abstained voter ( AG-2), even if the attacker is in possession of the

Voter’s, Card the attacker and presents his biometric details, when VC tries to

match this with the details stored on the card it fails and the ballot is rejected,

still satisfying our security goal goal1.

Furthermore, even if the poll worker is potentially corrupt, authenticates an un-

registered citizen and hands him a ballot paper ( AG-3), the unregistered citizen

still cannot successfully cast a ballot without having a legitimate Voter’s card

and the accompanying bioemtric details.

2. G-2 Prevent Ballot Stuffing: In step 2, the EBM scans and captures the ballot in

step 2, after the voter has been authenticated in step 7, EBM populates the ballot

on the screen for the voter to complete. In step 10, EBM sends the completed

ballot to VC, VC anonymously signs the ballot using his group signature key

and sends it to the Issuing Authority via the EBM. Issuing Authority passes the

ballot via the group signature verification algorithm using the group public key

to verify it’s validity. If the signature verification fails the ballot is discarded

and process aborted. If VC’s signature is valid, using the linking base attached

to the signature VC can verify if a voter has voted twice without knowing the

voter’s identity. If the voter has voted twice, the duplicate ballot is discarded
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hence prevent ballot stuffing which satisfies our protocol goal G-2.

As stated earlier, the district the voter is registered to is stored on the card and

appears on the ballot. If a legitimate voter attempts to vote in a wrong election,

when VC receives the completed ballot, if the district on the ballot doesn’t match

that stored on VC, VC rejects the ballot and the process is aborted. This helps

to prevent voter’s that have been properly authenticated from casting ballot in

districts they haven’t been registered to, further preventing ballot stuffing.

7.4 Discussion

In the vVote scheme, election officials are expected to enforce the destruction of the

candidate list after voter’s have confirmed that the preference receipt matches the

candidate list. If voters are allowed to leave the polling unit with the candidate list

then they can prove to a third party how they voted. In this scheme we do not offer a

technical solution to address this issue, we maintain same assumption for preventing this

as the original vVote scheme. We mainly focus on moving the trust from poll workers

authenticating voters to a smartcard (Voter’s Card). With the stored biometric details

of the voter on the Voter’s card, VC can can authenticate the voter

Furthermore, the poll workers are trusted to prevent ballot stuffing, by ensuring

voters are only given one ballot. We have moved that trust from the poll worker to the

voter’s Card and Issuing Authority. The Voter’s Card anonymously signs a completed

ballot on behalf of the voter and sends this to the Issuer via the EBM. Issuing Authority

verifies the anonymous signature and checks for multiple ballots without knowing the

identity of the signer. Issuing Authority can then delete duplicate ballots thereby

preventing ballot stuffing.

For the rest of the scheme we do not alter any of the procedures in the vVote

scheme [159, 62] used for ballot generation, print-on-demand procedures, shuffling bal-

lots, displaying information on the Public Web Bulletin Board, ballot audit and ballot
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cancellation procedures etc. We also do not change procedures for generating elec-

tion keys and random numbers. Threshold assumptions and all other cryptographic

assumptions made in the vVote scheme still holds. We simply just include technical

means of authenticating voters, authenticating ballot and linking that to the existing

procedure of the vVote scheme.

The ballots used in the current vVote scheme is a complicated complicated Prêt-à-

Voter ballot that contains many candidates and EBM was meant to make filling out

the ballots easier. Our scheme introduced is quite generic hence we do not consider the

exact content of the ballot, but we assume the scheme can accommodate Prêt-à-Voter

ballots and the complexity of the ballot would be election specific.

We acknowledge the fact that vVote scheme was designed for a different environment

and some of the threats we have identified may not necessarily be an issue in that

environment. As an example, every voter is mandated by law to vote in elections in

Australia where the vVote scheme was designed for. That would imply that there would

be no abstained voters, hence no one would impersonate an abstained voter. However

if this same end-to-end verifiable scheme is deployed in an environment where trust

for human procedural voter authentication does not hold, then the scheme becomes

vulnerable to electoral. Our scheme aims to address this issue.

vVote scheme was also designed for use by visually impaired voters, in our proposed

scheme we do not consider how visually impaired voters can interact with it. This could

be looked into in future works.

7.5 Summary

Election is at the heart of a countries democracy, if the citizens do not trust the electoral

process it could lead to voter apathy. End-to-End electronic voting scheme gives voters

assurance that their votes have been cast-as-intended, recorded-as-cast and counted-

as-recorded. However, if voter authentication is external to the end-to-end verifiable
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voting scheme then it introduces avenues for voter impersonation and ballot stuffing.

In this chapter we have proposed a voting scheme that adds internal authentication

to an existing end-to-end verifiable scheme. In our scheme, voters are issued with a

Voter’s Card that can authenticate the cardholder using biometric technology. The card

can also sign ballots whilst preserving the identity of the voter by using an anonymous

group signature scheme defined in section 6.3.1.

Finally we did a security analysis to show that our scheme prevents voter imper-

sonation and ballot stuffing, satisfying the protocol goals defined in section 7.2.3.
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Chapter 8

Conclusion and Future Work

This thesis sets out to propose electronic voting schemes for use in untrustworthy

voting environments with an aim to mitigate electoral fraud such as ballot stuffing,

ineligible voting and voter impersonation that have plagued real world elections in

these environments.

The thesis starts of my presenting a literature of electronic voting schemes that have

been proposed over the years and the cryptographic mechanisms needed to protect the

integrity of the elections. In chapter 2, we also introduced anonymous group signature

schemes, a cryptographic mechanism that allows members of a group anonymously

sign messages that can be verified by a group manager whilst their identity remains

anonymous. Anonymous group signature is a pivotal part of the protocols proposed in

chapters 6 and 7.

The secure platform problem makes it difficult to propose electronic voting schemes

on a mobile device because the outcome cannot be guaranteed due to malwares that

may be in control of the mobile device. This is why we define mobile devices as an

untrustworthy environment in chapter 6. Ronald Rivest created the phrase ”Secure

Platform Problem” [82] to highlight the difficulty in protecting an insecure mobile

device from malwares and corresponding attacks they may perpetuate. In chapter 3 a

technical background on Global Platform Trusted Execution Environment is presented
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to address the Secure Platform Problem. The Trusted Execution Environment is a

hardware isolated area within a mobile device where security sensitive operations of

a Client Application is executed. The scheme proposed in chapter 6 is based on the

capability of the TEE to provide security in an untrustworthy mobile device even when

infected with malwares.

In this thesis we considered reports of electoral fraud in some real world elections

to define two untrusworthy environments. Untrustworthy Environment I is an

untrusworthy supervised voting environment defined in chapters 4 and 5, in this en-

vironment reliance on the trustworthiness of poll workers is not suitable considering

reported electoral fraud. With this in mind, a threat model was built in chapter 4

and two electronic voting schemes was analysed. After analysis, it was highlighted

that both voters and poll workers could be incentivised with financial gain to cheat the

system due to socio-economic issues that exists in these real world environments. It

was then concluded that technical security should be leveraged on to provide voter and

ballot authentication to prevent ballot stuffing, voter impersonation, ineligible voting

and vote selling in this environment.

In chapter 5, Untrustworthy Environment I was formally defined, threats in

this environment highlighted and capabilities of the attacker defined. Based on the

threat model a generic mutual authentication electronic voting scheme was proposed.

The proposed scheme uses smartcards as an instance of the voter to carry out crypto-

graphic operations on behalf of the voter. A biometric template is stored on the card for

voter verification. Using digital signatures and nonces, the smartcard mutual authen-

ticates the Voting Terminals and card Issuing Authority. The scheme is incorporated

into a reencryption mixnet scheme and a security analysis shows the scheme provides

eligibility verifiability and satisfies other security requirements of an electronic vot-

ing scheme in Untrustworthy Environment I. A mechanical formal analysis using

Scyther shows that authentication which underpins eligibility verifiability is not broken

in our generic mutual authentication scheme, hence ballot stuffing and voter imperson-

192



ation is prevented which is the main goal of the protocol. Satisfying the protocol goals

and addresses research question RQ-2

As earlier discussed, the secure platform problem makes it difficult to guarantee the

outcome elections in mobile devices. This makes the mobile device an untrustworthy

environment. We defined a Hostile Voting Environment based on various reports about

electoral violence from real world elections that has marred the integrity of elections

and in some cases led to loss of lives. A Combination of the Insecure Mobile Device

and Hostile Voting Environment leads us to define an Untrustworthy Environment

II. We made a case for voting using a mobile device in this hostile environment since

billions of smart mobile devices are used worldwide. However, we still have to deal

with the secure platform problem, to address this some voting schemes proposed in the

literature have suggested code voting [50, 107]. In chapter 6, we propose a TEE mobile

voting scheme that attempts to address the Secure Platform Problem and research

question RQ-3.

Our TEE Mobile Voting Scheme in chapter 6, leverages on the security capabilities

of the TEE architecture to provide security within an insecure mobile device. In par-

ticular, the Trusted User Interface provides secure display of ballots and secure input

through which voter’s input their choices. Security sensitive operations such as ballot

encryption and signing ballots is executed in TEE, isolated from insecure Rich Exe-

cution Environment. The trusted biometric peripherals and biometric API are used

used to securely verify the voter’s identity preventing voter impersonation. The in-

tegrity of the Trusted OS and Trusted Voting Application within the TEE is measured

and verified through a Chain of Trust starting from a hardware enabled Root of Trust.

Anonymous group signing keys are generated and stored securely within the TEE using

the TEE Secure Storage. The Trusted Voting Application uses this group signature

key to anonymously sign ballots on behalf of the voter. With the linking capability of

the group signature scheme, the issuing authority can prevent ballot stuffing; confirm

voter’s eligibility whilst the voter’s identity remains anonymous. A security analysis of
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this scheme is carried out to show that it prevents ballot stuffing, voter impersonation

and ineligible voting, hence satisfying our research question RQ-3 and RQ-4.

End-to-end verifiable schemes as earlier defined allows voters verify their ballots

have been cast-as-intended, recorded-as-count and any interested party can confirm

ballots have been counted-as-recorded. In chapter 4, we did an analysis on a Prêt-

à-Voter scheme used in elections in Australia called vVote, in our already defined

Untrustworthy Environment. We showed from our analysis that to deploy this scheme

in an untrustworthy environment trust needs to be moved from poll workers to a more

secure device. We also concluded that authentication should be internal to the protocol

and not external. In chapter 7, we proposed a scheme that adds eligibility verifiability to

the current vVote infrastructure addressing research question RQ-2. This is achieved

by issuing smartcards to voters, that can anonymously sign ballots and verify voter’s

identity using biometric template stored on the smartcard. A security analysis is done

to show that our proposed smartcard Prêt-à-Voter scheme, prevents ballot stuffing,voter

impersonation and ineligible voting whilst the voter’s identity remains anonymous in

an Untrustworthy Environment satisfying research question RQ-2

8.1 Future Works

In this thesis we proposed three electronic voting schemes for different voting envi-

ronment. We present below areas in these schemes that could benefit from further

works.

1. Formal Verification of proposed schemes: In our mutual authentication voting

scheme proposed in chapter 5, a mechanical formal protocol analysis using Scy-

hter was done to show the protocol was formed correctly and mutual authenti-

cation between the various entities was not broken, hence eligibility verifiability

was satisfied. In future works, a formal verification should be done on the pro-

tocol when it is incorporated into a re-encryption mixnet to prove that security
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properties like receipt freeness, privacy and verifiability is achieved.

In chapter 7, we introduced a smartcard as an instance of the voter that can

anonymously sign ballots and verify voter’s identity using the biometric template

stored on the card into an existing Prêt-à-Voter. The existing scheme trusts

poll workers to authenticate voter, in our proposed scheme that trust was moved

to a tamper resistant smartcard, making authentication internal to the Prêt-à-

Voter scheme [159]. However, our Smartcard Prêt-à-Voter has not been formally

proven, this is an area for future work.

2. Implementation of Proposed Schemes: In chapter 6, the TEE Mobile Voting

Scheme was proposed and security analysis done to show it satisfies eligibility

verifiability and other electronic Voting security requirements. However, imple-

mentation of the scheme was not done to show the functionality of the TEE. In

future works, the TEE Mobile Voting scheme should be implemented to show the

interactions between the Voting Application in the REE and Trusted Applica-

tions in the TEE. The implementation should also show the functionality of the

Trusted User Interface in providing secure display and secure input. An analysis

of the implemented scheme should be done to check it’s usability, performance,

functionality and security.

In chapter 7, a smartcard was introduced to an existing Prêt-à-Voter scheme

(vVote),to add eligibility verifiability to the existing infrastructure. This new

addition should be implemented in future works to investigate the functionality,

performance, security and usability of Smartcard Prêt-à-Voter scheme.

3. Consumer Centric TEE: The TEE Mobile Voting Scheme proposed in chapter 6,

security sensitive operations are executed in the TEE to offer more security than

the Rich Execution Environment. A SmartSD is a Secure Element that offers

the same level of security as a tamper-resistant smartcard. A SmartSD can be
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personalized for each voter, to contain secret information unique to the voter. The

possibility of using a SmartSDs in current mobile devices to run the TEE Mobile

Voting Scheme and its implementation should be explored further in future works.

4. With the growth of cloud computing and it’s resource capability, voting schemes

should leverage on this to reduce cost of purchasing and maintaining voting in-

frastructures. However, this comes with a different set of security risks consid-

ering the sensitivity of binding elections. How voting schemes can be integrated

into cloud technology, to take advantage of the resource capability provided by

the cloud whilst still achieving the security requirements of an electronic voting

scheme, should be explored in future works.
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Appendix A

Scyther Scripts

This appendix lists the scyther script and verification result for our mutual

authentication voting protocol

A.1 Introduction

We present the scyther script for the generic mutual authentication voting protocol in

chapter 5 to show authentication of the voter is not compromised and hence voter’s

eligibility is verified

Listing A.1: Scyther Code

hash funct ion h ;

user type SessionKey ;

user type tag ;

const B iomet r i cVer i f i ed , P inVer i f i ed : tag ;

user type Auth ;

user type Data ;

s e c r e t Cert : Function ;

macro IDvc = VC;

//macro IDvcSigned = { IDvc} sk ( IA ) ;
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pro to co l protPK (VC,VT, IA) {

r o l e VT {

f r e s h nvt : Nonce ;

f r e s h AuthData : Auth ;

var IDvc : Data ;

var nvc : Nonce ;

var cnt : Data ;

var K: SessionKey ;

send 1 (VT,VC, nvt , Cert (VT) ) ;

r e cv 2 (VC,VT, {h( IDvc , nvt , nvc )} sk (VC) ,

{IDvc , nvc ,K}pk (VT) , Cert (VC) ) ;

send 3 (VT,VC, {h( AuthData , nvc )} sk (VT) ,

{AuthData , nvc}K) ;

c la im a1 (VT, SKR, K) ;

c la im a2 (VT, Secret , AuthData ) ;

c la im a3 (VT, Niagree ) ;

c la im a4 (VT, Nisynch ) ;

}

r o l e VC {

f r e s h nvc , nvc1 : Nonce ;

f r e s h IDvc : Data ;

f r e s h K: SessionKey ;

var nvt : Nonce ;
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var n i s s : Nonce ;

var AuthData : Auth ;

const cnt : Data ;

r e cv 1 (VT,VC, nvt , Cert (VT) ) ;

send 2 (VC,VT, {h( IDvc , nvt , nvc )} sk (VC) ,

{IDvc , nvc ,K}pk (VT) , Cert (VC) ) ;

r e cv 3 (VT,VC, {h( AuthData , nvc )} sk (VT) ,

{AuthData , nvc}K) ;

c la im (VC, Running , IA , IDvc ,

nvc1 , B iomet r i cVer i f i ed , P inVer i f i ed ,

k (VC, IA ) ) ;

send 4 (VC, IA ,

h( IDvc , nvc1 , B iomet r i cVer i f i ed ,

P inVer i f i ed ,

k (VC, IA ) ) ) ;

r e cv 5 ( IA ,VC, h( n i s s , nvc1 , k (VC, IA ) ) ) ;

c la im (VC, Commit , IA , n i s s , nvc1 , k (VC, IA ) ) ;

c la im b1 (VC, Al ive ) ;

c la im b2 (VC, SKR, K) ;

c la im b3 (VC, Secret , AuthData ) ;

c la im b4 (VC, Niagree ) ;

c la im b5 (VC, Nisynch ) ;

}

r o l e IA {

f r e s h n i s s : Nonce ;
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var nvc1 : Nonce ;

var IDvc : Data ;

r e cv 4 (VC, IA , h( IDvc , nvc1 ,

B iomet r i cVer i f i ed ,

P inVer i f i ed , k (VC, IA ) ) ) ;

c la im ( IA , Running ,VC, n i s s , nvc1 , k (VC, IA ) ) ;

send 5 ( IA ,VC, h( n i s s , nvc1 , k (VC, IA ) ) ) ;

c la im ( IA , Commit ,VC, IDvc , nvc1 ,

B iomet r i cVer i f i ed ,

P inVer i f i ed , k (VC, IA ) ) ;

}

}
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Figure A.1: Mutual Authentication Voting Scheme-Scyther Verification
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