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Abstract 

Near-α titanium alloys for applications at elevated temperatures like TIMETAL®834 can exhibit 

susceptibility to cold dwell fatigue (CDF), a type of failure due to cyclic loading with superimposed 

dwell or load-hold periods. The reduction in the number of cycles to failure observed is associated 

with room temperature creep, or cold creep, during the dwell cycles. In this study, the effect of the 

microstructure on the deformation mechanisms during initial loading to stresses below macroscopic 

yield and holds of up to 10 minutes were investigated. The selected loading conditions are similar 

to the dwell cycle of CDF tests and therefore results of these experiments are relevant to the 

mechanisms of cold-creep and CDF deformation. The material studied was TIMETAL®834 with a 

bi-modal microstructure, and the microstructures investigated enabled comparisons between 

materials with large and small prior β grain sizes, and with coarse and fine transformation products.  

The first part of the study was an in-depth microstructural characterisation of the material. 

Correlative microscopy, using Electron Probe Micro-Analysis (EPMA), Atom Probe Tomography 

(APT) and Transmission Electron Microscopy (TEM) characterisation, revealed that primary α-

grains grew during cooling after the solution heat treatment, with element partitioning leading to the 

formation of a core-shell structure. Microchemical analysis has shown that the shell is depleted in α 

stabilising and enriched in β stabilising elements compared to the core and, as a result of this 

partitioning effect, α2 precipitates are absent in the shell region. 

In the second part of the study, local slip mechanisms were investigated at the sub-grain length 

scale after loading to three different stress levels below the macroscopic proof stress. In-situ High-

Resolution Digital Image Correlation (HRDIC), based on SEM imaging and coupled with Electron 

Back Scatter Diffraction data, was used to determine the strain distributions and local, quantifiable 

strain values. Slip Trace Analysis (STA) was used to determine the activated slip systems at each 

load step. To help explain the experimental observations and improve the mechanistic 

understanding for slip activation under the applied loading conditions, crystal plasticity modelling 

was used to determine the local stresses in the microstructures.               

The analysis of these experiments showed that, for all material conditions, slip is observed at 

stress levels as low as 70% of the 0.2% yield stress., Material with larger prior β-grains exhibited 

higher strain values and higher deformation heterogeneity than material with finer prior β-grains at 

stresses close to the 0.2% proof stress, but no difference could be measured at lower stress levels. 

Regarding the secondary alpha phase, produced by transformation on cooling, it was found that a 

coarser grain structure leads to higher strain values and local strain concentrations at all loading 

steps, which suggests that a coarser grain structure leads to a stronger susceptibility to cold creep 

deformation. Initial plastic deformation was localised in the primary α grains, suggesting that they 

have lower yield strength than the secondary alpha colonies. Activation of slip in secondary α 

colonies was more difficult for a finer transformation product, which explains its superior resistance 

against plastic deformation during initial loading, and during the 10-minute load hold periods. At the 

onset of plastic deformation, basal slip was the dominant slip mode for all microstructures. While 

the elastic anisotropy of titanium increases the RSS values for basal slip compared to prismatic 

slip, based on this observation the difference in elastic properties could not explain the early 

activation of basal slip, leading to the conclusion that CRSS values must be lower for basal slip. 
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The findings are discussed in view of the proposed mechanisms for CDF, the correlation of 

microstructural features and CDF behaviour, and the implications for modelling techniques used to 

predict CDF performance. 
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1 Introduction 

1.1 Application of titanium alloys 

Titanium is a metallic element with a density of 4.5 g/cm³, which lies in between the densities of 

aluminium (2.7 g/cm³) and steel (~8.0 g/cm³). Several parameters make titanium and titanium 

alloys the material of choice for a wide range of structural applications, namely its superb corrosion 

resistance, the high specific strength (ratio of strength to density) and the high strength, which is 

maintained even at elevated temperatures of up to 600°C [1]–[4]. Due to the good corrosion 

resistance in various kinds of aggressive environments, e.g. sea-water and aqueous acid 

environments, commercially pure (CP) titanium is widely used in the chemical, food, and oil and 

gas industry [5]. Based on its superior properties the possible applications of titanium alloys as a 

structural material appear unlimited, but due to its high cost, industrial applications are narrowed 

down to high price applications, including high-performance sports equipment, racing sports, and 

mainly medical and aerospace applications. High cost for Ti-alloys arises from the costly 

pyrometallurgical process to extract metallic Ti (Kroll process), the complex melting and thermo-

mechanical processing routes, the high waste rate, and the costs for expensive alloying elements 

(e.g. Nb, Mo, V). Therefore, there is a strong research interest in developing new processing routes 

to lower the cost of titanium and enabling a wider range of applications for titanium alloys [6]–[14]. 

 

Fig. 1-1: Plot of the specific strength as a function of the applicable service temperature for 

structural materials used in aero engines. Image: [15] 

Initially, titanium alloys were developed for military-aerospace applications, but soon after titanium 

alloys started being used in the civil aerospace industry. One of the main applications for titanium 

alloys is in aero engines, due to the superior mechanical properties at elevated temperatures in 

combination with lightweight [16], [17]. In recent years the fraction of titanium alloys in air-frames of 

civil aircraft has also increased (e.g. 14% in Airbus A350) [18]. This is due to large amounts of 

carbon fibre reinforced polymers (CFRP) being used in new generations of long-haul aeroplanes. 

While aluminium, historically the main material for civil airframes, forms a high electrochemical 

potential with carbon material leading to enhance corrosion rates [19], titanium alloys exhibit 

electrochemical compatibility to carbon material [20]. 

Within aero-engines titanium alloys are competing with a series of other structural materials (see 

Fig. 1-1), namely CPRP, aluminium and nickel-based superalloys. CFRPs have a higher specific 
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strength than titanium alloys, but only for operating temperatures of up to 300°C and therefore are 

only used in cold parts of the engines, e.g. for replacing titanium as the material of choice for fan-

blades [15], [21]. Aluminium alloys have lower specific strength than titanium alloys and CFRP, and 

have limited maximum operating temperature compared to titanium. Therefore aluminium is not 

used for engine cores and its main application is for engines casings, e.g. the fan casing [22]. 

Nickel-based superalloys can be used at higher temperatures than titanium alloys, but have a lower 

specific strength, making parts heavier than if they were made from titanium alloys [1], [15]. One of 

the main applications of titanium and nickel alloys is for rotative parts (in this case discs and 

blades) in aero-engine compressors and nickel also in turbine stages. In the compressor, 

temperature and pressure increase constantly in the direction of the airflow, up to the inlet to the 

combustion chamber. Titanium alloys are used on the colder side of the compressor, up to the 

point where its temperature limit is reached (up to approximately 600°C), from which point onwards 

nickel-based-super-alloys are used [23]. To reduce the overall weight of engines, one aim is to 

develop titanium alloys suitable for operation at even higher temperatures, to be able to replace 

nickel alloys in the compressor. Better high-temperature capacities are also required, as 

improvements in fuel efficiency in jet engines in the last years have been achieved by increasing 

the temperature and pressure ratios in the engine core [24]. 

These requirements led to the development of the near-α titanium alloy TIMETAL®834, with the 

nominal composition Ti-5.8Al-4Sn-3.5Zr-0.7Nb-0.5Mo-0.35Si-0.06C (wt.%), providing a good 

compromise between high specific strength, good fatigue properties and superior creep resistance 

at elevated temperatures. This alloy has been designed for operating temperatures of up to 600°C 

and therefore is a potential substitute for nickel-base superalloys used for compressor discs and 

blades in advanced gas turbine jet engines [1]–[4], [25]–[27]. TIMETAL®834 used for disc 

applications has a low volume fraction of primary α grains of approximately 14 % [28] to 15 % [29], 

[30], as this results in the ideal combination of high strength, and fatigue and high temperature 

creep properties. The β-transus temperature of Ti-834 is 1045°C [25], [31], [32] and a volume 

fraction of 15% primary α-phase can be achieved by heat-treating the alloy at 1015°C [29]. The 

alloy addition of small amounts of carbon leads to a shallow β-approach curve compared to other 

α+β titanium-alloys, reducing the sensitivity to temperature variations during heat treatments [25], 

[26], [33]. The beta-approach curve describes the change of beta-phase volume fraction as a 

function of the temperature [34]. For a shallow beta-approach curve a given change in temperature 

results in a smaller change in the beta-phase volume fraction compared to a steeper beta-

approach curve. Alloys having a shallow beta-approach curve are advantageous, especially for 

industrial processes, as it is easier to control the primary α-volume fraction and makes the 

processing more reliable. 
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Fig. 1-2: Schematic load curve for rotating parts, e.g. discs and blades, during a single flight cycle 

for a civil gas turbine engine. Timescales in minutes (m) and hours (h). Image: [35] 

It has been demonstrated that TIMETAL®834 can maintain its superior mechanical properties even 

in access of 600°C and up to 650°C [4]. However, at these temperatures, TIMETAL®834, and in 

general, all other titanium alloys, display fast oxidation rates and also an increased risk of titanium 

fires in aero engines. These seem to be the main reason why no titanium alloys with temperature 

capabilities beyond 600°C have been developed since the introduction of TIMETAL®834. A subject 

of current research is the development of intermetallic Ti-Al compounds, which stand out for their 

high specific strength and high operating temperature limits. Current limitations are difficult 

manufacturing routes, and low ductility and fracture toughness [36], [37]. 

Similar to most other near-α titanium alloys, it has been observed that TIMETAL®834 is 

susceptible to cold-dwell-fatigue (CDF) loading conditions. CDF fatigue was observed first for the 

near-α titanium alloy IMI685, where a superimposed load hold, or dwell period during low cycle 

fatigue loading conditions, resulted in a significant reduction in cycles to failure (dwell debit) and 

eventually to failure of a compressor disc during operation [38]. On 30. September 2017, it came to 

an uncontained disk failure caused by CDF during the cruise phase of an Airbus A380. According 

to the Bureau of Enquiry and Analysis for Civil Aviation Safety (BEA), one factor contributing to the 

incident was a lack of understanding for CDF in the titanium alloy Ti-64  [39], showing the necessity 

for further research in this field to improve understanding for underlaying mechanisms of this failure 

mechanism. Understanding this specific failure mechanism is of importance for titanium alloys used 

for rotating parts in jet engines, due to the in-service loading conditions, where one flight cycle 

represents on CDF load cycle (see Fig. 1-2). During take-off, peak stresses are reached for several 

minutes, after which lower stresses are held for several hours during cruise [35]. During service, 

parts are exposed to varying loading cycles and temperature profiles, which are different for every 

aircraft operator; hence covering all different loading conditions by mechanical testing is not 

possible. Also, results from lab-scale samples cannot be directly transferred to full-scale 

components. The larger scale and differences in the geometry of real components can result in 

stress states that are different from uniaxial loading. Furthermore, there are varying stress states 

and temperatures throughout the parts. This can result in different types of deformation and failure 

mechanisms. For example, the bore of a disc is typically limited by strength and fatigue, while for 

the rim of the disc creep is the limiting factor [40]. 



18 
 

The mechanical performance of Ti-alloys, especially sensitivity to dwell fatigue, is strongly 

influenced by microstructure and therefore is strongly related to the thermomechanical processing 

route. Compressor discs are safety-critical parts of jet engines and failure can result in a risk to 

airframe integrity [41], [42]; therefore predicting accurately the lifetime of components is crucial. 

Reducing the uncertainty in lifetime predictions requires a good understanding of all deformation 

and failure mechanisms. Neither microstructural features nor deformation mechanisms can be 

considered separately. It is important to understand the correlation between microstructures and 

failure mechanisms, as this allows the optimisation of alloys, processing routes and lifetime 

predictions for these applications [43], [44].   

1.2 Aims and Objectives 

1.2.1 Aims 

The aim was to investigate and understand the macroscopic and local plastic deformation 

behaviour of the near-α titanium alloy TIMETAL®834 with a bimodal microstructure when subjected 

to load-hold at different stress levels below the macroscopic proof stress at room temperature. The 

specific load regime was selected due to the similarity to the dwell-cycle/load-hold during cold dwell 

fatigue (CDF) loading, which is known to significantly influence the life expectance of aero-engine 

components. Therefore, improving mechanistic understanding for cold creep deformation can give 

valuable insights to also better understand CDF. Better mechanistic understanding will also 

potentially improve computational models and enable better lifetime predictions.  

In the present work, different microstructures, focussing on the prior-β grain morphology and the 

transformed β-phase were investigated in respect of their susceptibility to plastic deformation 

during load-hold experiments at stresses below the macroscopic yield point and the associated 

deformation mechanisms. As changes to the thermomechanical processing route do not only affect 

a single but all microstructural features, a full multiscale characterisation of the microstructures was 

necessary, ranging from the nm-scale (short-range ordering (SRO) and precipitation) up to the mm 

and cm-scale (prior-β grain size and texture/microtexture). Special focus was placed on element 

partitioning in primary α grains, which has been observed and reported in the literature before but 

hasn’t been characterised and investigated in depth 
2
.   

1.2.2 Objectives 

In this chapter the objectives of this study are highlighted, explaining the details of how the 

research questions are going to be approached. Chapter 2 (literature review) provides a 

comprehensive literature review, including an introduction to the microstructure, processing routes, 

mechanical properties of titanium alloys and the current advance of research regarding initial 

plastic deformation and cold creep and cold dwell fatigue are also discussed. Chapter 3 

(experimental methods) introduces the initial material received from the manufacturer and the heat 

treatments applied to it to achieve the desired microstructures, and all experimental techniques 

used in this study.  

Objective 1: The first objective was to create samples with well-defined differences in 

microstructure, to enable a comparison to be made between different material conditions and to 

allow investigation of the effect of specific microstructural features on the plastic response of the 
                                                      
2
 A study investigating element partitioning in primary α grains was published by Gao et al. in 2017 

[218], which has been overlooked when ‘Manuscript 1’ was published. 
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material. In this study samples of TIMETAL®834 with two different prior-β phase morphologies and 

two different transformation products were analysed. Having samples differing only in one 

microstructural aspect enabled a pairwise comparison of samples to evaluate the effect of only the 

specific feature. 

Objective 2: The second objective was to fully characterise the microstructure of all four material 

conditions. The initial baseline characterisation of grain size (primary α grains and colonies) and 

the room-temperature α/β morphology (lamellae spacing) was based on optical and scanning 

electron microscopy techniques. The determination of the prior-β grain structure, or high-

temperature β-phase, was achieved using a reconstruction algorithm based on the crystallographic 

orientation maps of the α-phase. Crystallographic orientation maps, which were recorded by EBSD 

mapping, were also used to analyse texture, micro-texture, local misorientations and Schmid-factor 

distributions. In each publication (1-3) the baseline characterisation of the analysed areas and 

samples was included at the beginning of the manuscript. Additional crystallographic orientation 

maps, which covered larger areas or were recorded in respect to a different sample orientation, are 

included in the appendix. Low voltage SEM-EDS/EDX was used for an initial analysis of silicides at 

α/β interfaces (appendix). The first publication contains an in-depth analysis of element segregation 

in primary α grains and the local effect on precipitation of the α2-phase. EPMA-WDS was used to 

characterise and quantify the element segregation and a correlative approach, combining APT and 

TEM analysis enabled characterisation of α2-precipitates.   

Objective 3: The third objective was to determine the macroscopic mechanical properties of all 

material conditions. For the mechanical baseline characterisation, stress-strain curves were 

recorded by tensile testing at a constant strain rate to then determine the 0.2% proof stress of each 

material condition. The 0.2% proof stress was used as a reference value for defining load steps as 

relative values of the proof stress for all further mechanical tests that were carried out at stress-

levels below the macroscopic yield point. 

Objective 4: The fourth objective was to analyse local plastic deformation for applied stresses 

below the macroscopic yield point. For applying the stresses, an in-situ setup was used, that 

allowed imaging the sample during the mechanical test. Two different experimental techniques 

were used for analysing local slip events: firstly a slip trace observation technique based on optical 

microscopy was used, which enables the resolution of single slip bands, while imaging large areas, 

but which doesn’t provide any quantification of strain. Secondly, High-Resolution Digital Image 

Correlation (HRDIC) was used for strain mapping with a sub-micron spatial resolution, while also 

providing quantifiable strain values. The samples of all material conditions were subjected to a 10-

minute load hold at 3 stress levels below macroscopic yield and analysed by HRDIC. Results of 

these experiments are presented and discussed in paper 2 & 3. In Paper 2 a pairwise comparison, 

coarse/fine transformation product and the two different β-grain morphologies, was carried out 

using three samples, focussing on the differences in strain histograms between the material 

conditions and the localisation of slip bands in the constituents. A more detailed analysis of the 

local plasticity in the two constituents was done in Paper 3, analysing only two samples and 

focussing on the differences between a coarse and fine transformation product. 

Objective 5: The fifth objective was to identify the active slip systems operating during initial plastic 

deformation and investigate the change of active slip systems with increasing stress levels. Slip 
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systems were identified using Slip Trace Analysis (STA) technique in combination with relative 

displacement (RDR) analysis, which was both based on the HRDIC data and the correlated 

crystallographic orientation maps. The results of the slip system analysis are presented in Paper 3, 

comparing differences in slip activity for material conditions with coarse and fine transformation 

product.   

Objective 6: The sixth objective was to improve the mechanistic understanding of the deformation 

mechanisms, which have been observed experimentally, by correlating experimental and modelling 

results. The crystal plasticity framework DAMASK was used to determine the local elastic stress 

states for the microstructures and loading conditions of the HRDIC experiments. The main focus 

was on how elastic anisotropy of the α-phase (HCP) in titanium affects local stress states just 

before the onset of local plasticity. Additionally, residual stresses, caused during cooling due to the 

anisotropy of the thermal expansion coefficient, were simulated. The effect of the thermal residual 

stresses on the early local plasticity was investigated by combining the simulation of thermal 

residual stresses with the applied stresses. 
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2 Literature Review 

2.1 Titanium and titanium alloys 

2.1.1 Crystallography of Titanium 

Titanium is an allotropic material, which means that it can exist in two different crystal structures, 

namely the hexagonal-closed-packed HCP α-phase and the body-centred cubic BCC β-phase. For 

pure titanium, the α-phase is stable for temperatures below 882°C and the β-phase is stable above 

this temperature [5], [45], [46].  

 

Fig. 2-1: Phase diagrams showing the effect of different groups of alloying elements. The alloying 

elements are divided into ‘neutral’, ‘α-stabilizing’ and ‘β-stabilizing’ elements [47]. 

The addition of alloying elements leads to the formation of two-phase regions in the phase diagram 

(Fig. 2-1) for all but the neutral alloying elements. Consequently, for titanium alloys the α- and β-

phase can be stable at the same time. Therefore, two transition temperatures can be defined, 

namely the α-transus (α↔α+β) and the β-transus (α+β↔β) temperature [46]. For Ti-alloys that 

contain α- and β-phase at room temperature (RT), only the β-transus temperature is important for 

determining processing routes, as the α-transus would only be reached for temperatures below RT, 

where diffusion rates and transformations are slow. In two-phase regions, the equilibrium fraction of 

each phase can be calculated based on the phase diagram using the lever rule. 

The phase fractions and transitions temperatures are strongly influenced by the addition of alloying 

elements. Elements that increase the β-transus temperature, and therefore increase the stability of 

the α-phase at elevated temperatures, are called ‘α-stabilising’ elements; on the other side, 

elements that reduce the β-transus temperature are called ‘β-stabilising’ elements. The ‘neutral’ 

alloying elements do not affect the transition temperatures. Titanium alloys that are highly β-

stabilized can consist completely of β-phase at room temperature [5], [47]. 

The effects of alloy additions have often been investigated for binary systems consisting of Ti and 

one further alloying element. However, it has been observed that alloying elements may be 

interacting with each other in more complex Ti alloys. For example, in binary alloys, Sn is 

considered to be a neutral alloying element, as it does not affect the transus temperatures, while on 

the other hand, in Ti-Al-Sn alloys, Sn acts as an α-stabiliser, as it can replace Al in the ordered 

Ti3Al phase [5]. Therefore it is important to keep in mind that the interactions between all elements 

need to be considered to understand more complex, industrial, alloys [5].   
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Fig. 2-2: Crystal structure and slip systems of a) HCP structures and b) BCC structures. c) The 

critical-resolved-shear-stress CRSS of 3 different slip systems as a function of temperature in 

single crystals of Ti-6.6Al. d) The elastic modulus of α-phase changes as a function of the 

declination angle from the c-axis in CP-titanium [5]. 

The α-phase has anisotropic elastic and plastic properties (see paragraph 2.3.2). The elastic 

modulus is the lowest (~100 GPa) for loading perpendicular and highest (~145 GPa) parallel to the 

c-axis [5], [48]. This means that the modulus is about 45 % higher for the stiff orientation, but these 

commonly stated values for the modulus only apply for commercially-pure (CP) titanium. The 

additions of Al and in particular the formation of ordered Ti3Al (α2) precipitates lead to an increase 

in stiffness [49]. The directional stiffness values reported for Ti-6Al-4Al by Kasemer et al. range 

from 110 GPa (perpendicular) to approximately 168 GPa (perpendicular to the c-axis) and 

therefore are over 20 GPa higher for loading along the c-axis, but only 10 GPa perpendicular to it 

[50]. So it appears that the ratio of stiffness values for loading parallel to perpendicular to the c-axis 

increases for Ti-6Al-4Al compared to CP-titanium.  

2.1.2 Different types of microstructures 

Industrial titanium alloys often contain both α- and β-stabilizing alloying elements (paragraph 2.1.1), 

which allows adjusting the volume fraction of α- and β-phase. Alloys containing only one phase are 

designated as α- or β-alloys, while α+β alloys can have a wide range of different α/β-volume 

fractions. TIMETAL®834 is a near-α Ti-ally, which is a sub-category of α+β alloys, which means 

that it only contains a small fraction of β-phase (in the order of a few %). The expression ‘near-α Ti 

alloys’ is commonly used, but it is difficult to find a clear definition that allows distinguishing these 

alloys from other α+β alloys. In some cases, the definition is used that near-α titanium alloys 

contain less than 2wt.% β-stabilising elements [25], [51]. 
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In contrast to the BCC-phase, the HCP-phase has a closest packed crystal structure. Therefore 

diffusion processes are slower in the α-phase, resulting in better high-temperature creep properties 

compared to the β-phase [40]. For this reason, for applications at elevated temperatures that 

require good creep resistance, alloys with a high volume fraction of α-phase are used [3], [25]. 

α+β-alloys can exhibit different types of microstructures. These are fully lamellar, fully equiaxed 

and bimodal microstructures (see Fig. 2-8). Equiaxed microstructures consist of larger α-grains, 

with the β-phase being located at their boundaries, especially at the triple-points between α-grains. 

Fully lamellar microstructures consist completely of lamellar α+β-phase, or ‘transformed β-phase’. 

By contrast, bimodal microstructures exhibit two different features: these are equiaxed primary α 

grains and the ‘transformed β-phase’. The α-phase in the transformed β-phase is referred to as 

secondary-α. 

For both, fully lamellar and bimodal microstructures, variations in the microstructure of the 

transformed β-phase can be observed. The microstructure can be divided into three different 

groups: Widmannstätten (colony type), basketweave or martensitic microstructures. In 

Widmannstätten microstructures, small sub-regions (colonies) are formed. The colonies consist of 

parallel α+β-lamellae. Within one colony all the α-phase has the same crystallographic orientation. 

In the basketweave microstructure, different crystallographic orientations of the α-phase can be 

observed within one region. Also, single α-laths or plates that are not parallel to any other laths can 

be formed [52]. Examples for these types of microstructures are shown in Fig. 2-3. Changes in the 

thermomechanical processing route can result in variations of the colony size and lamella-width 

(see paragraph 2.2). 

 

Fig. 2-3: Examples for a) basketweave, b) Widmannstätten and c) martensitic microstructures [40]. 

For fully lamellar microstructures, parameters for describing the microstructure are the size of the 

colonies and the width of the lamellae. Parameters for describing a bimodal microstructure are the 

same as for the fully lamellar microstructure and additionally the volume fraction, average size and 

size distribution of primary α grains. The crystallographic orientation of the α-phase, with respect to 

the orientation of the β-phase, is described by the Burgers-relationship (see paragraph 2.1.4). 

2.1.3 Texture and micro texture 

As described in paragraph 2.1.1, α-phase has strongly anisotropic elastic and plastic properties. 

The mechanical properties mainly depend on the orientation of the c-axis of the hexagonal crystals 

to the loading direction. For a titanium alloy with fine, randomly orientated grains, it can be 

assumed that the macroscopic properties are isotropic. However, forged and rolled titanium 

products often exhibit a texture of both the HCP and BCC phase. Texture, often presented using 

pole figures, statistically describes the crystallographic orientations in respect to the orientation of 
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the macroscopic sample. The bulk texture in pole figures only takes the frequencies of orientations 

into account but does not consider the spatial distribution of grains with specific crystallographic 

orientation. So an alloy possibly does not exhibit an overall preferred texture, but locally, clusters of 

grains may have the same or similar crystallographic orientations. This means that the pole figure 

of these sub-regions would indicate a textured microstructure. These local features can be 

designated as ‘micro-texture’ or ‘local-texture’ [53], [54]. In common speech, the term ‘macro-zone’ 

is often used [44], [55]–[57]. This term, which is not clearly defined, normally refers to clusters of 

grains with similar orientations [44]. Depending on the processing route, the size of these micro-

textured regions can range from centimetres down to multiples of the grain size.   

 

Fig. 2-4: EBSD-map of a forged Ti-834 billet, showing local zones with strong texture, elongated in 

elongation direction ED. Y is the radial direction of the billet and is perpendicular to the sample 

surface [54].  

The main application of TIMETAL®-834 is for compressor discs and blades in jet engines. The 

microstructure of TIMETAL®-834 in billet form and how it is affected by different forging parameters 

has been analysed extensively [31], [54], [55], [57]–[60]. It has been observed that often sharp, 

band-like, textured regions can be formed during the forging process. These band-shaped regions 

are orientated in the elongation direction of the billet. The most common orientation in these 

macrozones is the c-axis of the α-phase being close to parallel to the radial direction of the billet. 

While this is the most common orientation, the orientations can vary significantly between the 

macrozones. An orientation map (based on EBSD scan), showing an example of this kind of 

macrozones, is displayed in Fig. 2-4 [54]. 

In a final forging step, the billet is deformed into a shape, close to the shape of the final compressor 

disk. This final forging step is done at a lower temperature, compared to the forging of the billet. In 

this step, the strain is highly inhomogeneous. In areas close to the centre, deformation is low, but 

the strain increases significantly in the outer areas of the disc. In areas, with lower strain levels the 

macrozones are not broken up successfully. In areas with higher strain, the macrozones inherited 

from the billet are still present, but there are more orientation-variations and the shape of the 

textured regions is no longer as sharp as in the billet and less pronounced. In the areas with the 

highest strain, even a complete breakup of the macrozones can be observed [53]. 
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2.1.4 Burgers relationship 

At elevated temperatures, above the β-transus temperature, titanium exhibits a microstructure 

which consists of β-phase only. α-phase is formed when the alloy is cooled below the β-transus 

temperature. The α-phase nucleates in the β-phase and there is a relationship between the 

crystallographic orientations of these two phases, which is called the ‘Burgers relationship’. Two 

correlations link the crystallographic orientations of α and β-phase. Firstly the basal plane of the α-

phase is parallel to the {110} plane of the β-phase. Secondly, one <100> direction of the β-phase is 

parallel to a <2-1-10> direction of the α-phase within this plane (Fig. 2-5). This results in 12 

possible orientations for the α-phase that nucleated within one β-grain, which are called variants 

[47], [58], [61], [62].    

  <100>β  ||      <2-1-10>α                           (2-1) 

  {110} β  ||      {0002}α                       (2-2) 

  

Fig. 2-5: Crystallographic orientation relation between the BCC and HCP phase according to the 

Burger’s relation [58]. 

As near-α titanium alloys have a high volume fraction of α-phase and vice versa a low fraction of β-

phase, determining the orientation and microstructure of the β-phase experimentally can be 

difficult. Therefore, a method was developed to determine the orientation and grain structure of the 

high-temperature β-phase, based on the crystallographic orientation of the α-phase in secondary-α 

colonies [63]. It is assumed that the Burgers relationship is valid within colonies. Considering only 

the orientation of the α-phase in a single colony, several crystallographic orientations are possible 

for the β-phase. When the orientation of several adjacent α-colonies is known, a common, 

unambiguous orientation of the β-phase in this region can be determined. An algorithm that 
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enables the reconstruction of the microstructure of the β-phase, based on crystallographic 

orientation maps of the α-phase, was developed by Davies et al. [31].    

2.1.5 Second Phase Particles (SPPs) in Titanium 834 

The near-α titanium alloy Ti-834 was developed for applications in jet engine compressors, 

especially disks and blades, operating at a temperature of up to 600°C [1], [2], [27], [58], [59], [64]–

[66]. Ti-834 has superior high-temperature creep properties and oxidation behaviour in combination 

with high strength and fracture toughness. The improved creep resistance is achieved by adding 

small amounts of silicon as an alloying element. The improved creep strength is related to the solid 

solution strengthening of silicon and the formation of fine, silicon-rich second phase particles SPP 

on α/β boundaries [4], [30], [31], [67]. The chemical composition and crystal structure of the silicon-

rich particles, and the crystallographic orientation relation between the SPPs and the secondary α 

has been analysed in detail by Singh et al. [67]. The chemical composition of these particles is (Ti, 

Zr)6Si3; but variations in stoichiometry are possible, depending on the exact alloy composition, 

distribution of alloying elements and applied heat treatments. The precipitation of silicide particles 

increases the strength, but increasing the size and volume fraction of them only enhances these 

effects to a certain extend. When the silicide particles are growing too large, it comes to a depletion 

of Si in the Ti-matrix and as Si contributes to solid solution strengthening, the overall strength is 

reduced [27]. 

The second type of precipitates, α2-precipitates, can be found in Ti-834. These are coherent 

precipitates with a chemical composition of Ti3(Al, Sn, Si). The stoichiometric composition of 

aluminium, tin and silicon in the particles is variable. The morphology of the α2-precipitates 

depends on the temperature at which they are formed and the local Al-concentration [30]. The 

solvus temperature of these particles in Ti-834 is at about 750°C, which is significantly higher than 

for Ti-6Al-4Al (550°C) [5]. The precipitation process can already be observed at temperatures of 

500°C to 550°C, therefore α2 precipitation may continue during service of a component in a jet 

engine. Depending on the temperature, the time until precipitates can be observed varies between 

2 hours and several weeks [30].   

Precipitation of α2 can be observed when the solubility limit of Al in the α-phase has been 

exceeded. Generally, an Al concentration of at least 5 wt.% is required for the precipitation of α2 

[68], [69], but local Al concentration may be varying depending on the microstructure. For example 

in alloys with bimodal microstructure, partitioning effects during heat treatments in the α+β 

temperature range lead to a higher concentration of Al in primary α grains [23], [70], [71]. 

Generally, precipitation is possible both in the primary and secondary α phase, but due to the 

higher Al concentration, it is expected to be more pronounced in primary α grains than in colonies.  

The precipitation of α2 increases the elastic and plastic anisotropy and increases the modulus due 

to the higher stiffness of α2/Ti3Al [72]–[74]. It also strengthens the material, but this comes at the 

cost of reduced ductility [27], [69], [75], [76]. The initial shearing of the coherent α2-precipitates is 

difficult, but as soon as the first dislocations have passed through them, further shear events are 

getting easier, which leads to localised and planar slip behaviour. As sharp slip bands are possible 

sites for crack initiation, this leads to earlier failure and lower ductility [2], [27], [28], [30], [68], [69], 

[76], [77]. Lunt et al. have reported that the presence of α2 leads to more heterogeneous strain 

distributions and higher strain values within slip bands [78]. The more localised strain after initial 
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shearing also leads to reduced life under low-cycle-fatigue loading conditions [2], [76]. Similar to 

the silicide precipitates, strengthening effect is limited, as when the particles are growing larger, the 

titanium matrix is depleted of Al and Zr, which have a solid-solution-strengthening effect. The effect 

of α2-precipitation on cold creep behaviour is discussed in paragraph 2.3.8. 

2.2 Material processing 

2.2.1 Thermomechanical processing route 

Titanium alloys undergo a complex thermo-mechanical processing route to achieve ideal material 

properties. The steps of a possible thermomechanical processing route for titanium with a bimodal 

microstructure are displayed in Fig. 2-6. Depending on the manufacturer and the alloy, there may 

be a variation in the steps that are carried out. For example, sometimes a forging step above the β-

transus temperature is conducted [79]. In other cases, this forging step is skipped because it is 

assumed that forging in the two-phase α+β-region provides a more effective way of breaking up the 

β-grain structure [80].  

After the casting of an initial ingot, the microstructure is coarse with a grain size of up to several 

centimetres and also segregation effects occur [79]. For Ti-alloys used in safety-critical 

components in the aero-engine industry, triple vacuum arc melting is applied to remove impurities 

and macro segregations [81]. Heating above the β-transus temperature (see Fig. 2-6) leads to a 

homogeneous distribution of the alloying elements. In a first forging step above the beta-transus 

temperature, the coarse beta-grain structure is broken up and recrystallization leads to a finer grain 

structure [79]. Subsequent cooling under β-transus temperature leads to the formation of coarse α-

lamellae. The crystallographic orientations of the α- and β-phase are linked by the Burger’s 

relationship, limiting the number of possible crystallographic orientations of α-phase within one β-

grain to 12 variants. Also, the dimensions of the α-lamellae are limited by the size of the β-grains. 

Therefore a fine β-grain structure with a randomised texture also results in a more homogeneous 

structure of the α-phase and the formation of more different crystallographic orientations [56], [61]. 

The α-phase formed in this step will later become the primary α-phase in a bimodal microstructure. 

A higher cooling rate after the homogenisation treatment results in the formation of thinner lamellae 

and therefore smaller primary-α grains during TMP.  

As only a limited number of α-variants can be formed in a single β-grain, it could be assumed that 

size and morphology of macrozones are directly correlated to the grain structure of the high-

temperature β-phase. However, Bocher et al. demonstrated that macrozones can be larger than 

the grains in the high-temperature β-phase [60]. According to the Burgers-relationship, the {110}bcc 

and the {0001}hcp planes are parallel. Even when two β-grains are significantly misaligned to each 

other, as long as they have a pair of parallel {110}-planes, α-phase nucleated within these grains 

will have a common (0001)-orientation. This has been observed for hot-rolled Ti-6Al-4Al by Obasi 

et al. [82]. In-situ neutron diffraction experiments confirmed that β-grains with parallel {110}-planes 

can promote the selection of specific α-variants [83].  
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Fig. 2-6: Stages of thermomechanical processing for titanium alloys with bimodal microstructure 

[80].   

The aim of forging steps and heat treatments in the α+β-temperature range (Fig. 2-6, step II and 

III) is to create small, evenly distributed α-grains with independent crystallographic orientations. 

Forging in the α+β region breaks up the lamellar structure and leads to a rotation of the α-phase, 

which is referred to as globularization. These forging steps lead either to dynamic recrystallization 

during deformation or recrystallization during the subsequent heat treatment [25], [57], [80], [84], 

[85]. The fraction of recrystallized grains depends on temperature during deformation, strain rate 

and the total amount of plastic strain [84]. Generally, higher plastic strains in this step result in finer 

α-grains and a higher fraction of recrystallized grains [85]. According to Muszka et al., a strain of 

30% to 60% is required (for Ti-6Al-4V) to start the recrystallization of the α-phase [86]. As a higher 

degree deformation results in stronger rotation of the α-grains, it could be expected that a high 

enough deformation would result in a fine microstructure with a randomized texture. If sufficient 

independent rotation of the primary α-grains was achieved, the Burger’s relation between the 

primary α and β-phase would not be valid anymore, yet it has been observed, that the α-grains 

often rotate around a common axis and that even for strains of about 80% macro- and micro-

texture can still be observed [85]. Germain et al. observed that globularization leads to the 

formation of finer primary α-grains, but it only leads to the formation of a few new orientations 

because of the rotation being mainly around the c-axis. This process can even lead to an alignment 

of c-axis in a common direction, resulting in the formation of sharp, textured regions. It was 

observed, that the orientation relations ship between primary α- and β-phase is not broken up [61]. 

Prakash et al. observed that for Ti-6Al-4Al, which was rolled at different temperatures, the Burgers 

relation was still valid [56].  

Subsequent heat treatment in two-phases α+β region serves two purposes: Firstly it leads to the 

recrystallization of both the α- and β-phase. Secondly, the temperature of the heat treatment step 

defines the volume fraction of primary α. 

2.2.2 Solution heat treatment and subsequent cooling 

Commonly two heat-treatment steps are applied to Ti-alloys with a bimodal microstructure after the 

final forging step, influencing the final microstructure. These are a solution-heat-treatment followed 

by cooling to RT at a controlled rate, which determines the final α-β morphology and ageing 

treatment, which for alloys with high enough Al concentration leads to the precipitation of α2 [79], 
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[87]. Firstly, in the solution heat treatment, the material is heated to a temperature below the β-

transus temperature. In this step, according to the phase diagram, the temperature determines the 

volume fraction of the primary α phase. For TIMETAL®834 a solution heat treatment temperature 

of 1015°C is commonly used, which is 30°C below the β-transus temperature, resulting in a volume 

fraction of primary α phase of 15%. Depending on the cooling rate different types of microstructures 

can be formed. For slow cooling rates, approximately 1 K/min [78], the primary-α phase can grow 

and an ‘equiaxed’ microstructure is formed. This microstructure consists of equiaxed α-grains with 

retained β-phase at its boundaries (e.g. Fig. 2-8, (b)). For faster cooling rates, there is less time for 

diffusional processes to take place and the β-phase is transformed into a Widmänstetten or basket-

weave type microstructure (e.g. see Fig. 2-3, (c)). For high enough cooling rates, e.g. above 

410K/min for Ti-6Al-4V, martensitic phase transformation is also possible [87]. In case that a 

lamellar microstructure is formed, the spacing between the lamellae, respectively the width of the 

lamellae, and the size of the colonies are directly related to the cooling rate. Faster cooling-rates 

result in a finer spacing of the lamellae, while a slower cooling results in a wider spacing (Fig. 2-7, 

(a)) [87]. 

 

Fig. 2-7: a) Average lamella spacing and b) weight percentages of aluminium in lamellae as a 

function of cooling rate for Ti-6Al-4V [87]. 

For high enough cooling rates it can be assumed that primary-α grain growth is inhibited, while 

intermediate cooling rates result in both a slight growth of the primary-α phase and the formation of 

a Widmanstätten-type microstructure.  

When equilibrium conditions are reached during the solution heat-treatment, concentrations of α-

stabilising elements are higher in the α-phase than in the β-phase and vice versa. As secondary α 

lamellae are nucleated in the β-phase, they always have a lower concentration of α-stabilising 

elements than primary α grains. A higher volume fraction of α-phase during the solution treatment 

reduces the concentration of α stabilisers in the β-phase and therefore also in the secondary α 

lamellae [87]. Slow cooling rates after the solution treatment lead to an increase in the volume 

fraction of the primary α grains, and therefore to a lower concentration of α stabilising elements in 

the β-phase and finally in the secondary α lamellae (see Fig. 2-7, b)) [87].    
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Fig. 2-8: BSE-SEM images of Ti-6Al-4V, exemplary with (a) fully lamellar, (b) fully equiaxed and (c) 

bimodal microstructure [88]. 

Ideally, the orientations of secondary α colonies in one prior β grain would exhibit all 12 variants 

with a random distribution. During β→α+β transformation, the secondary α-phase nucleates on β-

grain boundaries or at primary α-grains (epitaxial growth), which can lead to a strong variant 

selection. When secondary α colonies are formed by epitaxial growth nucleated at a primary α 

grain, both the primary α grain as well as the colony have the same crystallographic orientation, 

therefore effectively forming a large grain. It has been observed experimentally that the favourable 

orientation of the α phase in colonies is the c-axis being parallel to the one of a primary α grain 

[56], [58]. Also, the orientation of neighbouring β-grains, lattice strain caused by the transformation 

and cooling rates influence the variant selection [62], [83], [89]. Variant selection is generally less 

distinctive for higher cooling rates and higher undercooling [62]. 

2.2.3 Comparison of fully lamellar and bimodal microstructure 

For both fully lamellar and bimodal microstructures, a smaller colony size and lamella spacing 

result in higher yield and tensile strength [90], [91]. As described before, the colony size and 

lamella spacing are strongly influenced by the thermomechanical processing route, especially the 

cooling rate after the solution heat treatment. Another factor influencing the colony size, are 

nucleation sites for the secondary-α phase. These can either be β-grain boundaries or primary-α 

grains. The maximum size of colonies is restricted by the spacing between primary-α grains or the 

size of β-grains. The smallest colony size is received when the primary α-volume fraction is high 

and when the primary α-grains are small and evenly distributed, resulting in a smaller mean 

distance between the grains. As only bimodal microstructures contain primary α grains, the same 

cooling rate results in smaller colony size in alloys with a bimodal microstructure, compared to 

alloys with a fully lamellar microstructure [79], [80]. However, the primary α volume fraction can 

only be increased to a certain extent, as an increase in primary α volume fraction reduces the 

concentration of α-stabilising elements in the transformed β-phase and therefore reduces the 

strength of secondary α colonies. 

Fully lamellar microstructures can have a higher resistance against crack propagation and 

therefore exhibit a better high cycle fatigue performance. Also, fully lamellar microstructures exhibit 

slower creep rates than bimodal microstructures. On the other hand, bimodal microstructures have 

higher ductility, higher strength for the same applied cooling rate and better low cycle fatigue 

properties, due to the higher resistance against crack initiation. For bimodal microstructures the 

creep rate increases for higher primary α-volume fractions [5], [80]. 
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2.3 Mechanical properties of titanium alloys 

2.3.1 Resolved shear stress (RSS) 

The resolved shear stress (RSS) is the stress acting on dislocations in slip direction. It depends on 

the local magnitude of the applied stress, the slip direction and the plane normal of the slip plane. 

The calculation of RSS values when the full stress tensor is known is described in paragraph 

3.10.3, equation (3-9). Schmid’s law can be used to calculate RSS values when the stress in 

loading direction is known. This could either be that the local stress is known, e.g. from simulations, 

or that the assumption is made, that the stress is homogeneous throughout the sample and 

therefore the stress at each point and in each grain is equal to the stress applied to the complete 

sample. The RSS is calculated by multiplying the stress in loading direction with the Schmid Factor 

(eq. (2-3)).  

 

Fig. 2-9: Schematic showing the angles between the slip plane normal, the slip direction and the 

load axis.  

���� = �������� cos(�) cos(�) =  �������� ��                             (2-3) 

cos(�) cos(�):  Schmid factor (SF) 

�: Angle between slip plane normal and load axis 

�: Angle between slip direction and load axis 

The Schmid factor is defined as the product of the cosines of the angle between the slip plane and 

the stress axis and the angle between the slip direction and the stress axis. Each of the cosines-

terms would be highest when the angles are equal to 0°. However, as the slip plane normal and the 

slip direction are perpendicular to each other, if one of the angles is 0°, the other one has to be 90° 

and therefore one of the cosines terms and consequently the Schmid factor are equal to zero. The 

maximum value of the Schmid factor is 0.5, which is reached when both angles are 45°. 

Consequently, the maximum RSS value is half of the applied axial stress. According to Schmid’s 
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law, for slip systems requiring the same stress for slip activation, the slip system with highest 

Schmid factor will be activated first during plastic deformation [92]. 

Based on the Schmid factor, the crystallographic orientation at which the RSS on a slip system is 

highest, and therefore the activation of the slip system is most likely, can be determined. In HCP 

crystals, the RSS on the basal slip system is highest when the angle between the loading direction 

and the c-axis of the crystal (declination angle) is 45°. RSS on prismatic slip systems is highest for 

declination angles of 90°.  

2.3.2 Slip systems in Titanium alloys 

For plastic deformation of α+β-alloys, slip needs to take place in both phases. Due to its high 

volume fraction, slip behaviour in the α-phase dominates the mechanical properties of near-α Ti-

alloys, e.g. of TIMETAL® 834 [93]. Nevertheless, the β-phase can strongly influence the 

mechanical properties of these titanium alloys. The β-phase, which is present in the form of 

ligaments in colonies or is retained at grain boundaries of α-grains, can restrict the deformation of 

the α-phase and also affects the slip-transfer between grains [94], [95]. 

Slip systems are defined by a slip plane and a Burgers vector b, which lies within the slip-plane. 

The required stress to activate dislocation movement in a specific slip system is called the critical-

resolved-shear-stress CRSS. The CRSS is proportional to the length of the Burgers vector and 

therefore is lower for shorter b-vectors. For HCP crystals, the shortest Burger’s vectors are <a>-

type-vectors (1/3<11-20>), which lie within the close-packed basal-plane (0002). There are three 

Burgers vectors of this type, but as they are co-planar only two of them are independent. <11-20>-

type Burgers vectors lie within three crystallographic planes, namely the basal-plane (0002), the 

prismatic-planes {10-10} and the first-order pyramidal-planes {10-11} (see Fig. 2-2, 2a)). The 

Burgers vectors in the second-order pyramidal-planes {11-22} are the <c+a>-type-vectors, which 

are orientated in <11-23 > direction. Based on the Burgers vector, slip can be classified as <a>-

type or <c+a> slip. As the <c+a>-Burgers vectors are about 60% longer than the <a>-type Burgers 

vectors, the required CRSS at room temperature for <c+a>-slip is more than two times higher than 

the CRSS for <a>-slip on the basal or prismatic plane (see Fig. 2-2, c)). For elevated temperatures 

CRSS values decrease for all systems, but increasing the ratio of CRSS-values of <c+a>-type to 

<a>-type slip even further [96].  

According to the von Mises criterion, 5 independent slip systems are required to accommodate 

arbitrary shape changes in a crystal [97]. There are a total of 10 physically different slip systems 

with <a>-type Burger’s vector: basal {0002}<11-20>, two slip systems; pyramidal {10-10}<11-20>, 

two slip systems; first-order pyramidal {10-11}<11-20> six slip systems. The number of slip 

systems, based on the <11-20>-Burgers vector would be sufficient to fulfil the von Mises criterion, 

but these systems are not independent of each other. Also, as all Burgers vector have only an <a>-

type component, only plastic deformation parallel to the basal plane is possible. To accommodate 

homogeneous deformation, also in direction of the c-axis, further deformation mechanisms are 

required. Therefore slip with a <c+a>-Burgers vector needs to be activated, despite the significantly 

higher CRSS-values [93], [98], [99]. 

Transmission electron microscopy (TEM) analysis can be used to identify burgers vectors, by 

imaging samples along specific zone axes to fulfil the invisibility criteria [100]–[103]. For details 
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regarding the experimental procedure, we refer the reader to [104]. As <a>-type basal, prismatic 

and pyramidal slip has the same type of Burgers vector, it can be assumed that the CRSS values 

for the three slip systems are of the similar magnitude and that all three slip systems can be 

observed when plastically deforming a Titanium alloy. While the activation of <a> type basal and 

prismatic, as well as <c+a>-type pyramidal slip, has been observed experimentally [100], [105]–

[108], there is only little evidence for the activation of <a>-pyramidal slip [109]. Cross-slipping, 

which is the process of a screw-dislocation changing from it’s initial to an intersecting slip plane, 

can frequently be observed in titanium. While there is a lack of experimental confirmation for <a>-

type pyramidal slip, cross slipping of screw-dislocations from the prismatic onto the first-order 

pyramidal ({1011}) plane has been confirmed experimentally [100], [105], [110], [111]. 

Another possible mechanism that could enable deformation in the direction of the c-axis is 

twinning. Twinning can be observed readily in commercially pure titanium, but normally not in near-

α Ti-alloys, e.g. TIMETAL® 834, because of the small phase dimensions, second phase particles in 

the matrix and high content of alloying elements in solution [5], [112].  

Deformation of the β-phase is mainly accommodated by slip on the {110}-planes with <111>-type 

Burgers-vectors. The combination of these slip planes and Burgers vector provides enough 

independent slip systems to enable homogeneous deformation in the β-phase. This especially 

influences the mechanical properties with alloys with a high β-volume fraction or pure β-alloys. 

2.3.3 CRSS values for basal and prismatic slip  

In previous work on industrial α+β titanium alloys (Ti-6Al-4V, Ti-6242, Ti-6246), slip activation at 

stress levels below the macroscopic yield point has been observed, with basal slip being the 

dominant slip mode during the initial slip activation [93], [113]–[117]. The early activation of basal 

slip has been explained by microtextured regions forming stress hotspots [114], stress 

heterogeneity due to elastic anisotropy and grain interactions [118] and by a lower critical resolved 

shear stress (CRSS) values for basal than for prismatic slip [116]–[118]. The CRSS value is a 

threshold that needs to be exceeded to enable the activation of slip, but a wide range of CRSS 

values for basal and prismatic slip have been reported, wherein some studies suggest 

CRSS(Ba)>CRSS(Pr) [93], [100], [119]–[124] and others CRSS(Ba)<CRSS(Pr) [50], [73], [116]–

[118], [125], [126]. These discrepancies in CRSS are attributed to many factors including variations 

in chemical composition, in particular Al-concentration (see Fig. 2-10) [100], [120], [127], α2-

precipitates [73], lamellae spacing and orientation [102], [119], [121]  and grain size [127], [128]. 

Therefore, CRSS values can only be directly compared for alloys with similar compositions and 

microstructures, in our case α+β or near-α Ti alloys with an Al-concentration of close to 6 wt.%. 

Reported CRSS values also depend on the method used for determining them. Micro-pillar or 

microcantilever testing can be used to determine CRSS values in titanium alloys [94], [122], [123], 

but these values are typically lower than in bulk material, as hardening mechanisms and 

constraints by neighbouring grains are not considered [129]. In-situ slip trace observation can be 

used to determine the macroscopic stress at which the first local slip activity is observed and a 

correlation to crystallographic orientation data enables the identification of the activated slip system 

[73], [93], [120], [126], [127]. This could be considered to be the most appropriate method, as local 

slip activation is considered instead of the 0.2% proof stress [100], [119] for identifying the required 

stress for activating slip, which is important as a changeover in the dominant slip system can be 
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observed before macroscopic yield, as it has been shown in the current and previous studies [93], 

[113]–[117]. A study combining this approach with crystal plasticity (CP)-modelling to determine 

local RSS values reported that CRSS values are lower for basal (338 MPa) than for prismatic (352 

MPa) slip in Ti-6Al-4V [117], which is in contradiction with other values published litareature (e.g. in 

Fig. 2-10, [100]). 

 

Fig. 2-10: CRSS values for basal (solid symbols) and prismatic symbols (open symbols) as a 

function of the Al-concentration in the range of 0 to 6.6 wt.% [100]. 

2.3.4 Local plastic deformation below the macroscopic yield point 

Even before the onset of plastic deformation on the macroscopic scale, local slip activation has 

been observed for several industrial near-α and α+β titanium alloys, including Ti-6Al-4V, Ti6242 

and Ti-6246 at stress levels as low as 80% of the 0.2% proof stress [73], [93], [114]–[118], [130]. 

The 0.2% proof stress is commonly used as a criterion for the onset of macroscopic yield, which is 

defined by the stress at which 0.2% of plastic deformation is reached in a stress-strain curve. This 

approach considerers the average behaviour of polycrystalline specimen and therefore can not 

describe the onset of local plasticity [127]. The onset of local plastic deformation is difficult to 

determine based on macroscopic stress-strain curves for uniaxial tensile loading, as the first local 

slip events may only result in little plastic deformation on the macroscopic level, which may not be 

possible to be detected when measuring macroscopic strain. Therefore slip trace observation 

techniques are required to determine the stresses at which the first slip bands are formed. In these 

tests, the applied stress on a sample is increased incrementally, while the adequately prepared 

sample surface is imaged using a technique that can detect slip bands at the sample surface, e.g. 

optical or electron microscopy. The first load step, respectively the lowest applied stress, at which 

slip bands have been overserved, can be used to define the onset of local plasticity. However, this 

technique does not guarantee that no slip bands have been formed at even lower stresses, as slip 

bands may have been missed due to their location, low displacement or if they didn’t cause any 

observable change in the sample for the used microscopy technique, e.g. optical microscopy is 

sensitive to out-of-plane, but not in-plane displacements. Also, the applied stress needs to be 

increased in small increments, until first slip bands are observed. For optical microscopy the 
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acquisition of an image only takes less than 1 second, therefore making it possible to cover many 

load-steps and determining the on-set of the local plasticity accurately.  

When analysing the activated slip systems, it needs to be distinguished between the onset and the 

later stages of plastic deformation. For initial plastic deformation in several α+β alloys (e.g. Ti-6Al-

4V, Ti6242 and Ti-6246), it has been consistently reported that basal slip has been identified as the 

dominant slip system [93], [113]–[118], [130]. This observation has been made for alloys with 

different microstructures and seems to be valid independently of whether the sample exhibits 

microtextured regions or not [118]. A possible explanation for the early activation of basal slip is 

based on stress heterogeneities due to elastic anisotropy and grain interactions [118] and lower 

critical resolved shear stress (CRSS) values for basal than for prismatic slip [116]–[118]. The effect 

of elastic anisotropy on slip activation will be investigated in this study, using experimental and 

modelling techniques (see chapter 3). CRSS values for basal and prismatic slip are discussed in 

chapter 2.3.3. Another possible explanation is that basal slip is activated due to stress hot spots 

caused by microtextured regions [114], [130]. However, basal slip has also been identified to be the 

dominant slip system at low stress levels in samples without macrozones. Therefore it may be 

possible that macrozones further increase the activation of basal slip, but it cannot be used as a 

general explanation for the early activation of basal slip. 

For increasing stress levels, the fraction of activated slip systems changes. When the applied 

stress is close to the macroscopic yield point, a change-over from basal to prismatic slip as the 

dominant slip system can be observed [93], [118]. At this stage, the fraction of activated basal to 

prismatic slip systems, as well as strain distributions, are strongly influenced by microstructure and 

microtextured regions [114], [118], [130]. Macrozones generally contribute to the formation of long-

range slip bands and increased strain heterogeneity [131]. The change-over from basal slip during 

initial deformation to prismatic slip at higher macroscopic strain values might be explained by 

higher strain hardening and strain rate sensitivity of basal slip [94], [132], [133]. The changeover in 

the dominant slip system may also be due to stress redistributions after the initial deformation by 

basal slip. Also, a difference between the primary α and secondary α constituent can be observed. 

It has been reported, that primary α grains deforming by basal slip exhibit higher average strain 

values than the ones deforming by prismatic slip, but this effect cannot be observed for secondary 

α colonies [134]. 

2.3.5 Cold dwell fatigue 

It has been observed that TIMETAL®834 is susceptible to cold dwell fatigue (CDF) [135]. This 

failure mechanism is observed for homologous temperatures of less than 0.3 (~230 °C, [136], 

[137]) and is therefore designated as ‘cold’ dwell fatigue.  Dwell fatigue is when a load hold, at or 

near the maximum stress, is superimposed on low cycle fatigue (LCF) loading conditions. Adding a 

dwell time can decrease the fatigue life of a component significantly compared to LCF loading at 

the same maximum stress. The reduction of the cycles to failure is called dwell debit. Work by 

Evans et al. showed that the cycles to failure decreased by a factor of up to 100 when a dwell time 

of 5 minutes was applied (IMI685) [138]. The dwell-debit increases with the dwell time, but 

saturated after a certain time. The dwell-debit is higher for stress holds, compared to load holds 

during the dwell period [139].  
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Fracture surfaces of dwell fatigue samples always exhibit quasi-cleavage like facets, which is not 

observed for LCF loading conditions. Faceting has been observed both for laboratory-based tests, 

as well as for real engineering components during service.  Earlier studies have shown that the 

facets are perpendicular to the loading direction and have the size of single grains. Texture 

analysis showed that the faceting grains have their c-axis orientated parallel to the loading direction 

[33], [38], [143], [66], [85], [89], [135], [138], [140]–[142]. For these orientations, the stiffness in 

loading direction is highest (see paragraph 2.1.1) and the grains are unfavourably orientated for 

basal and prismatic slip. Therefore it can be stated that facets are formed in hard (elastically and 

plastically) grains. Though in contrast to these observations, a recent study has shown that facts 

are inclined to the loading direction by approximately 30° [144].  

Bache et al. compared the fatigue life of TIMETAL®834 alloys with different bimodal 

microstructures for cycling loading with and without a superimposed load hold. For applied peak 

stresses above a certain value, a significant dwell debit could be observed [138], while for stresses 

below this value, the fatigue life was independent of the dwell time. Therefore it seems like there is 

a threshold value for applied stresses, below which, applying load hold does not have any effect on 

the fatigue life. This threshold value is dependant of the microstructure. The susceptibility to CDF 

generally decreases with smaller grain size, both for the α-phase and the high-temperature β-

phase [136], [138], [145]. For alloys with bimodal microstructure, basketweave compared to colony 

type microstructure reduces the dwell debit. For colony type transformation product, smaller colony 

size is favourable. Therefore a higher cooling rate after the solution heat treatment reduces the 

susceptibility to CDF [145]. Bache et al. investigated the effect of primary-α morphology, showing 

that larger and elongated primary α have a detrimental effect on CDF properties [135]. 

The susceptibility of titanium alloys to CDF is temperature dependant. The susceptibility of titanium 

alloys to CDF fatigue increases with temperature, but at a certain temperature (approximately 

120°C [32], [137]) a maximum is reached and a further increase in temperature decreases the 

susceptibility [137], [146]. Ready et al. reported that for Ti-6242 the susceptibility to CDF is almost 

eliminated for temperatures above 200 to 230 °C [136], [137].  

2.3.6 Proposed models for dwell fatigue  

A widely acknowledged theory describing the mechanisms of dwell fatigue, which is based on the 

Stroh model, has been proposed by Evans and Bache [35], [138], [147]. This model is based on a 

specific, local arrangement of grains: a ‘soft grain’, which is well-aligned for easy slip, is located 

next to a ‘hard grain’, in which slip cannot be activated easily. In the first step slip only occurs in the 

soft grain. The dislocations in the soft grain will start piling up when they reach the boundary to the 

hard grain, which acts as a strong obstacle to further dislocation movement. The pile-up will impose 

stresses in the hard orientated grain. Two different stress states are present at this point in the hard 

grain: firstly the externally applied tensile stress and secondly the shear stress induced by the 

dislocation pile-up in the adjacent grain. As the activation of slip is difficult in the hard grain, the 

combination of these two stresses may lead to decohesion of atomic planes and finally to the 

formation of facets and eventually initiation of cracks. As the hard grains have a high stiffness in 

the loading directions, stresses within them are higher, which supports the decohesion process 

[141]. The cracks would have the same size as the hard orientated grain and appear as a facet on 

the fracture surface. Facets may act as nucleation sites for cracks or may accelerate the 
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propagation of cracks under cyclic loading conditions [35], [56], [66]. The local arrangement of 

grains used to explain CDF mechanisms is called ‘rogue grain combination’ [41], [139]. For HCP 

materials the hard grain is orientated with the c-axis parallel to the applied load, as therefore slip on 

the basal and prismatic plane is difficult. The soft grain has a crystallographic orientation that 

enables easy activation of <a>-type slip (basal or prismatic) [41], [44], [141], [148]. 

 

Fig. 2-11: a) Pile-up of dislocation at a grain boundary in grain with weak orientation and induced 

stress in adjacent strong grain according to the Stroh model [147]. b) Schematic of stress 

redistribution based on the two-element model [35]. 

A further possible explanation, namely the two-element model, has been proposed by Bache [35], 

which is based on the elastic anisotropy of α-phase titanium. It also assumes a hard-soft grain 

combination, but in this case, only regarding the elastic properties. For the hard grain, the c-axis is 

parallel to the loading direction, resulting in a high stiffness in loading direction (see paragraph 

2.1.1), while the soft grain ideally has a declination angle of close to 90°, resulting in a low stiffness. 

Based on the differences in stiffness, applying the same stress to both grains would result in a 

higher strain in the soft grain. However, for polycrystalline material, it is assumed that the 

deformation is constrained by the neighbouring grains and therefore the effective strain (εeff) is the 

same in all grains (Fig. 2-11). Therefore, due to the higher stiffness, stresses are higher in the hard 

grain, which has been described as a redistribution of stress from the soft to the hard grain. Due to 

the higher stresses initiation sites for the formation of facets and cracks would be in hard grains. 

This implication is identical to the slip-band model proposed by Evans and Bache.  

Based on the models proposed by Evans and Bache, it would be expected that the plane normal of 

facets on the fracture surface of samples failed under CDF loading conditions are parallel to the 

loading directions [35], [138], [147], [149]. This fits with earlier observations but contradicts with the 

more recent study that has shown that facets are tilted approximately 30° from the loading 

directions [144] (see paragraph 2.3.5). As facets are normally close to parallel to the (0002)-plane 

[135], [149], [150], this leads to the conclusion that grains in which facets are formed have a 

declination angle of approximately 30° between the loading direction and c-axis. In the latter case, 

for these crystallographic orientations, the activation of basal slip would be possible, therefore no 

hard-soft grain combination would be given. However, the following should be kept in mind: for 

cyclic (non-dwell) loading conditions, it has been observed that the plane normal of facets have 

higher misorientation from the loading direction than for CDF loading conditions, e.g. Jha et al. 

reported that most facets have angles in the range of 30° to 60° for cycling loading [151]. CDF and 

cyclic loading conditions are similar and cannot always be distinguished easily, e.g. for short dwell 
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times or samples being tested under CDF conditions, but at stress levels that are too low to lead to 

a dwell debit. Therefore it seems difficult to exclude the possibility that some facets formed under 

CDF loading conditions may be having higher misorientations from the expected orientation. In 

combination with challenging experimental procedures for determining the orientation of the facets, 

as well as the crystallographic orientations of the grains, this makes this analysis a non-trivial task. 

Also, a large enough number of faces needs to be analysed to enables a statistical analysis of the 

distribution of orientations. Moreover, as laboratory tests are not always a perfect representation of 

in-service loading conditions, the analysis of large scale components using spin tests would be 

favourable, but which is difficult to realise due to high costs (>£150’000) and long testing times [41]. 

Analysis of facets formed in an aero-engine-disc during a spin test has shown that plane normal 

facets were misaligned no further than 15° from the principal stress direction [141].            

As stated in chapter 2.3.5, susceptibility to CDF diminishes above a certain temperature. This is 

explained by the activation of <c+a>-type pyramidal slip becoming possible in the hard grain. As 

slip can be activated in the hard grain, there is no-longer a hard-soft grain combination given that 

could lead to the pile-up of dislocations and the formation of local stresses [136]. However, this 

explanation stands in contradiction with the general observations of the temperature dependant slip 

behaviour of titanium alloys (Chapter 2.1.1, Fig. 2-2 (c)); for increasing temperature the CRSS 

values drop for <a>-type, as well as for <c+a>-type slip, but the ratio of CRSS values of <c+a>-type 

to <a>-type slip actually increases with temperature. Therefore, at higher temperatures, the 

activation of pyramidal slip in the hard grain would be even more difficult compared to basal and 

prismatic slip than at room temperature.  

 

Fig. 2-12: Schematic of how the piled-up dislocations at the boundary between a hard and a soft 

grain during the dwell-period lead to the formation of localised stresses at the interface between the 

two grains [146].   

A further model used for describing the mechanisms of CDF is termed ‘load-shedding’ [94], [137], 

[139], [146], [148], [152]. Similar to the aforementioned models, a ‘rogue grain’ combination is 

required and initial plastic deformation is localised in the soft grain, which results in a redistribution 
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of stress from the soft to the hard grain and final the formation of facets in the hard grains. A pile-up 

of dislocations in the soft grain at the boundary leads to stress concentrations at the interface 

between the two grains. The plastic deformation in the soft grain is assumed to be accommodated 

by time dependant local creep deformation. Initial loading leads to a certain pile-up of dislocations 

and therefore stress concentration at the grain interface. The creep process leads to further pile-up 

of dislocations and accumulation of strain, and therefore increases the local stresses with dwell 

time. The schematic in Fig. 2-12 displays the differences in dislocation pile-up and local stress 

localisation between the beginning and end of the dwell period for constant applied stress. This 

model explains the correlation between the holding/dwell time and the dwell debit, which hasn’t 

been provided by the model initially proposed by Evans and Bache. The initial increase in CDF 

susceptibility for temperatures of up to approximately  120° [137] is explained by the enhanced slip 

activity in the soft grain, accelerating the build-up of stresses at the interface to the hard grain. The 

reduced susceptibility at even higher temperatures is assumed to be due to thermally activated 

creep leading to a redistribution of stresses at the interface. 

2.3.7 Correlation between CDF to microstructure 

As it has been mentioned in chapter 2.3.5, susceptibility to cold creep is related to the underlying 

microstructure. Firstly, the susceptibility to CDF fatigue increases with increasing structural unit 

sizes, namely primary α grains, as well as secondary α colonies [136], [138], [145]. Larger grains 

have a detrimental effect, both regarding soft and hard grains. Larger soft grains lead to a longer 

free slip path and therefore lead to the pile-up of more dislocations at the boundary between hard 

and soft grains, leading to higher stress concentrations [153]. Larger hard grains result in larger 

facets, which can promote crack initiation and propagation, and therefore an early failure.  

Texture analysis of fracture surfaces has shown that the facets do not only form in single grains but 

that they can grow in areas with a similar texture [89], [154]. For grains with the same or similar 

orientations, grain boundaries may not be an effective obstacle to dislocation movement [155]. The 

slip length is getting longer and more dislocations will pile up at the next effective boundary, which 

results in higher induced stress in the adjacent grain. Therefore macrozones can have a 

detrimental effect on the dwell fatigue life. Also, limited variant selection contributes to the size of 

these structural units. As macrozones are significantly bigger than grains, they lead to an increased 

size of the facets and therefore the length of initiated cracks. Also, macrozones might lead to 

longer slip bands and more dislocations that then pile-up at a grain boundary, resulting in higher 

induced stresses in the adjacent grain. This both leads to a reduction in fatigue life [41], [89], [142], 

[156].  

Based on the models discussed in chapter 2.3.6, it can be assumed that microstructural features 

inhibiting slip in the soft grains would improve the overall creep performance, as pile-up of 

dislocations at grain boundaries is reduced. Based on this assumption it may be expected that 

precipitates reduce the dwell sensitivity, as they provide strong obstacles to dislocation movement. 

Contradictory to this assumption, it has been reported unanimously, that precipitates have a 

detrimental effect on dwell fatigue properties and significantly reduce the cycles to failure. This has 

been observed, both for LCF as well as for CDF. It has been explained by the instability of Ti3Al 

particles. Once these precipitates undergo shearing, they do not provide an effective obstacle to 



40 
 

further slip, leading to higher slip planarity and higher strain localisation [2], [27], [142], [157]. 

Therefore, the pile-up of dislocations at grain boundaries and local stresses may be increased.  

2.3.8 Cold-creep 

As the deformation in the soft grain during CDF is accommodated by a creep-process, it is 

important to understand creep mechanisms in titanium alloys at room temperature (cold creep) 

[139]. Normally creep occurs at elevated temperature (> 0.3 TM), but in near-α and α+β titanium 

alloys creep deformation has been observed at lower temperatures, with a focus on room 

temperature, at stress levels as low as 60-65% of σ0.2% [64], [158]–[161]. 

Harrison et al recorded a creep curve for Ti-6Al-4V, with a primary α-volume fraction of 60%, at 

20°C (Fig. 2-12). For applied stress of 892MPa, the sample fractured after one week at a strain of 

about 16% [162]. Similarly to high-temperature creep, the curve exhibits three different stages: 

primary, secondary and tertiary creep. It needs to be kept in mind that this curve was recorded for 

stress close to the 0.2% proof stress, which is higher than the stresses applied in industrial 

applications or CDF tests. At lower stress levels, after the primary creep stage [159], [163], [164] it 

comes to saturation of creep strain and no steady-state creep stage has been observed afterwards 

[158], [164]. Which stages can be observed is strongly dependant on the applied stress and testing 

temperature.  

 

Fig. 2-13: Creep curve for Ti-6Al-4V for applied stress of 892MPa at 20°C [162]. 

In several studies that observed room temperature creep, explanations for the underlying 

deformation mechanisms have been proposed, but until today there is no coherent mechanistic 

understanding for cold creep deformation in Ti alloys. Proposed mechanisms are sliding at colony 

boundaries [164], self-diffusion controlled mechanisms [163] and dislocation creep, where pinned 

dislocation can overcome obstacles by thermal activation [159], [161]. Two factors that seem to 

enhance the susceptibility to cold creep are the low work hardening rates [158] and the lack of 

recovery [164] in titanium alloys. Statements that the creep sensitivity arises from the high strain 

rate sensitivity [137], [159] do not provide a mechanistic explanation. Rather the other way around, 

cold creep deformation could be the reason for the high strain rate sensitivity of titanium alloys. 
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The majority of studies on cold creep behaviour have shown that the creep rate at room 

temperature is strongly related to the microstructure. According to Miller et al. [164], 

Widmannstätten (colony) type microstructures result in the fastest creep rates. This is supposed to 

be due to the long slip length within the colonies [90], [91], and sliding at boundaries of colonies 

and α/β phase boundaries. This fits other observations that smaller grain sizes improve cold creep 

behaviour and that a basket weave-type microstructure is better than a colony type microstructure 

[158], [160], [164]. It can be stated that microstructures that reduce susceptibility to cold creep also 

appear to reduce susceptibility to CDF.   

The effect of SRO and α2-precipitates can have opposing effects on cold creep behaviour. On one 

hand, SRO and α2 -precipitates lead to planar deformation and therefore reduce work hardening, 

which leads to a higher susceptibility to cold-creep [158]. On the other hand, they have a 

strengthening effect and inhibit initial dislocation movement. Therefore creep strength might be 

enhanced in early stages of deformation [165]. Also, the initial positive effect of SRO and α2-

precipitates may be diminishing under cyclic load, as second phase particles become sheared [4]. 

Studies by Odegard and Thompson [159], [161] have shown that applying a prestrain can reduce 

cold creep rates. This is not explained by an increase in dislocation density, but it is assumed that 

slip systems that can be activated at low stress levels are getting ‘exhausted’ and therefore no 

longer can contribute to plastic deformation during the creep test. 
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3 Experimental methods 

3.1 Initial material  

In this study, the near-α titanium alloy TIMETAL®834, nominally Ti-5.8Al-4Sn-3.5Zr-0.7Nb-0.5Mo-

0.35Si-0.06C (wt.%), was analysed. Two slices (thickness 5 cm) taken from forged ingots of this 

material, with a radius of 20 to 25 were supplied by TIMET, UK.  

 

Fig. 3-1: a) Schematic CAD-drawing showing the geometry of the received billet material and the 

position and orientation of the heat-treated blocks. The red box indicates the area for baseline 

characterisation. b) The sequence of heat treatments applied to the received material 

Orientations relative to the samples are described by the directions x,y and z (see Fig. 3-1, a), with 

the z-direction being the elongation direction ED of the forgings. Blocks with a size of 2x2x8 cm³ 

were cut for applying heat treatments. As the blocks were not cut directly from the centre of the 

forgings, x is the radial and y the circumferential direction.  

The thermomechanical processing history of the received material was not given for any of the two 

material conditions. Optical micrographs (Fig. 3-2) of both materials in the as-received condition 

reveal bimodal microstructures, indicating that both materials may have been forged below the β-

transus temperature. ‘Material B’ (Fig. 3-2, b) exhibited a homogeneous distribution of primary α-

grains, with most grains having roughly the same size and most of the grains being spherical. 

Some grains are slightly elongated in the y-direction, with local clustering of primary α grains. The 

volume fraction of primary α is slightly above 40%. 
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Fig. 3-2: Optical micrographs of a) Material A and b) Material B in the as-received condition. 

The micrograph of ‘Material A’ reveals a wider range of primary α-grain sizes. There are large 

grains that are strongly elongated and smaller, spherical grains in-between. The larger grains were 

about 5 to 10 times larger in area than the smaller ones and had an aspect ratio of up to 10 to 1. 

Two different areas could be identified, which differed from each other by the orientation of the 

elongated primary α-grains. On the left side of the image, the elongated grains are orientated in the 

x-direction, while they are orientated in the y-direction on the right side. These two areas may be 

correlated to two different β-grains. The volume fraction of primary α-phase was about 36 

percentage in Material A. The number of detected primary α-grains was significantly higher for 

‘Material A’ compared to ‘Material B’, which is mainly due to the fine grains between the larger and 

elongated ones. As described in chapter 2.2.1, primary α is initially formed by the beak up of α-

lamellae during thermomechanical processing (TMP). It appears that the microstructure of ‘Material 

A’ stills reveals the morphology of these coarse, initial α-lamellae that have only been broken up 

partially during the forging process.  

3.2 Material preparation 

3.2.1 Heat treatments 

A bimodal microstructure with a primary α volume fraction of around 15% was produced by solution 

heat treating two blocks of material for two hours at 1015 °C, 30 °C below the β transus 

temperature [166]. Subsequently, one of the blocks was cooled rapidly by oil quenching (10 – 30 

K/s), leading to the formation of a fine transformation product. The other block was furnace cooled 

to room temperature at a rate of 1 K/s, resulting in a coarser transformation product. To achieve 

this cooling rate after the solution heat treatment, the sample was placed in an area of the tube 

furnace, where the temperature was approximately 400 °C, resulting in a cooling rate slower than 

air-cooling, but faster than conventional furnace cooling. After reaching a temperature of 700 °C, 

the sample was taken out of the furnace and air-cooled to room temperature. The cooling rates 

were determined by fixing a thermocouple in the centre of a block of titanium, which had the same 

size as the heat-treated samples, and recording the temperature-time curves while applying the 

heat treatments. Cooling rates were determined for the temperature range of 1015 °C to 700 °C, as 

it was assumed that the β→α+β phase transformation was completed when a temperature of 700 

°C was reached. Subsequently, both blocks were annealed for two hours at 700 °C, which is 

known to lead to the precipitation of Ti3Al (α2) predominantly in the primary α phase [167]. 
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3.2.2 Metallographic Preparation 

Flat dog-bone specimens, with a gauge volume of 1 mm x 3 mm X 26 mm were electrical discharge 

machined for uniaxial tensile testing. The loading direction was parallel to the x-direction (Fig. 3-1, 

a). Subsequently, both sides of all samples were ground with #800 grit paper to remove deep 

scratches and oxides formed during machining. The samples were further ground to #4000 grit 

paper, followed by hand polishing in water-based colloidal silica solution (4:1) for 10 mins for 

further characterisation and HRDIC. To reveal the microstructure by optical microscopy, the 

polished samples were etched with Kroll’s reagent (2 ml HF, 4 ml HNO3, 94 ml H2O). 

 

Fig. 3-3: Geometry of the dog-bone specimens used for all mechanical tests. Units are in mm.  

3.3 Optical microscopy 

Optical microscopy was used for the metallographic characterisation of all material conditions, 

analysing grain size, volume fraction of each constituent and spacing of a/β lamellae. Optical 

bright-field microscopy uses a light source with a spectrum in the visible range (wavelengths of 0.4 

µm to 0.7 µm [168]) illuminating the sample close to perpendicular to the sample surface and 

parallel to the lenses. On flat specimen with a mirror-like surface finish, most of the light is reflected 

directly towards the lenses, making the sample appear bright. For revealing the microstructure of a 

material, samples are etched after polishing (see paragraph 3.2.2). Firstly, material is removed 

faster at grain- and phase-boundaries, creating pits at the sample surface. At these pits, light is 

scattered and therefore less light is collected by the lens, making the boundaries appear dark in the 

bright-field micrographs (Fig. 3-4). Depending on the crystallographic orientation, etching can 

remove material at different rates, leading to the formation of facets for different orientations. As 

this affects the reflection of light, areas with different crystallographic orientations can be 

distinguished by their grey-scale values in optical micrographs [168], [169]. 

Spatial resolution in microscopy is defined by the size and distance between features that can be 

observed and distinguished. The highest spatial resolution in optical microscopy is given by the 

diffraction limit, according to which the resolution cannot be better than half the wavelength of the 

light used for imaging.  

For recording images covering larger areas (~2 mm²), which were used to analyse volume fractions 

and the morphology of the primary α grains, a ZEISS Axioscope optical microscope was used. 

When a higher spatial resolution is required, e.g. for determining α/β lamellae spacing, Keyence 

X200K 3D Laser Microscope was used. In this case, 2D images were recorded, not utilising the 3D 

imaging capacity of the microscope. As the microscope is equipped with a 408 nm (violet) laser as 
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a light source, which is at the low end of the visible spectrum, the highest possible spatial 

resolution for optical microscopy can be achieved.  

 

Fig. 3-4: Example for material with bimodal microstructure (Material B, coarse microstructure), 

indicating primary-α grains, secondary-α colonies and α/β lamellae.  

For each material condition, an area of 2 mm² was characterised using optical bright-field 

microscopy to determine the average grain size and volume fractions of the individual constituents. 

Segmentation of the primary α constituent was performed, using the image analysis software ‘Fiji’ 

[170], based on the differences in grey-scale values between the two constituents. The 

‘characterise particles’ function was used to determine the average size and volume fraction of 

primary α grains. The spacing of secondary α lamellae was calculated using the line intercept 

method for 30 secondary α colonies. 

3.4 Scanning Electron Microscopy (SEM) 

3.4.1 Principals of SEM imaging  

Scanning Electron microscopy (SEM) is a versatile imaging technique. A range of different 

detectors allows analysing microstructure, crystallographic orientations and local chemical 

composition, to name but a few. Images are created by scanning a focused electron beam over a 

region of interest (ROI) and collecting signal at each scanning point. In comparison to optical 

microscopy, where the complete ROI is imaged at the same time, SEM images are recorded by 

subsequently imaging one point after the other. This needs to be kept in mind when imaging a 

sample that changes with time during image acquisition, e.g. a sample that is plastically deforming 

in an in-situ experiment. Just like optical microscopy (see paragraph 3.3), the spatial resolution of 

electron microscopy techniques is theoretically limited by the diffraction limit. The wavelength of 

electrons is determined by calculating the ‘de Broglie wavelength’, which is indirectly proportional to 

the momentum of the electron, in this case, the acceleration voltage. Even for an acceleration 

voltage of 1 kV, which is on the low end of acceleration voltages commonly used for SEM imaging, 

the wavelength is less than 0.04 nm. Therefore the spatial resolution for SEM imaging techniques 

is practically not limited by the diffraction limit, as other parameters, e.g. lens aberrations, electron 

spot size and electron-specimen interaction volume (see paragraph 3.4.7), influence the achievable 

resolution more. This shows that higher spatial resolutions than in optical microscopy can be 

achieved [171], [172]. 
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3.4.2 Electron sources 

SEMs can be equipped with different types of electron sources, two of them being tungsten 

filament and field emission guns (FEG). Tungsten filaments are using thermionic emission for 

creating an electron beam. In FEGs, a fine tungsten needle is charged with several kV, enabling 

electrons to tunnel out of the tip. In both cases, two voltages are applied: one for extracting the 

electrons from the source and a second one for applying the acceleration voltage. While being 

more expensive than tungsten filament sources, FEGs have several advantages providing better 

imaging conditions: Firstly the energy spread of the emitted electrons is lower, approximately by 

factor 10. Secondly, smaller electron probe size can be achieved, while at the same time providing 

higher beam currents. This enables imaging at higher spatial resolutions and gives a better signal 

to noise ratio. On the other hand, for large probe radii (> 1µm), tungsten filaments can provide 

higher beam currents, giving an advantage for imaging at lower spatial resolutions. All electron 

microscopes used in this project are equipped with FEG electron sources [171], [173]. 

3.4.3 Back Scatter Electron (BSE) – imaging 

There are different ways the incident electron beam can interact with the matter in the specimen. 

One possibility is that the electrons interact with the core of the atoms, resulting in inelastic 

scattering. Electrons can be scattered back from the sample by one or a series of elastic scattering 

events. 

If electrons are scattered purely elastic, the energy of the BSEs will be close to the energy of the 

incident electrons. A combination of elastic and plastic scattering is also possible, leading to lower 

remaining energy of the BSE. A higher density of the material and higher atomic numbers increase 

the probability of the electrons being scattered back. As the brightness of the recorded BSE-SEM 

image is correlated to the number of detected electrons, higher brightness indicates higher density 

or atoms with a higher atomic number [172], [174], [175]. 

The Crystallographic orientation of grains influences how electrons are scattered, resulting in 

orientation contrast in BSE-micrographs. It enables distinguishing between areas with different 

orientations, but Electron Back Scatter Diffraction (EBSD) mapping is required to determine the 

crystallographic orientations [15]. 

3.4.4 Electron Back Scatter Diffraction (EBSD) 

3.4.4.1 Principals of EBSD mapping  

When electrons are scattered at crystalline material, it comes to positive and negative interference, 

according to Bragg’s law. If electrons are scattered more than once, positive interference, or 

maxima, are not observed only along one specific orientation for the diffracted electrons, but there 

are multiple directions, forming a diffraction cone in 3-dimensions. When the diffracted electrons 

are recorded on a 2-dimensional detector, each cone, which correlates to a specific 

crystallographic plane, appears as a line. The lines from all crystallographic planes create a pattern 

(Kikuchi pattern) that is distinctive for each crystallographic phase and orientation. An algorithm in 

the imaging software (Oxford Instruments AZtec) can determine the crystallographic orientation at 

each scanning point, based on the Kikuchi patterns and the geometry and set up of the sample, 

microscope and EBSD-detector. For EBSD-mapping the sample is tilted by 70° and the detector is 

close to perpendicular to the incident electron beam, positioned so that Kikuchi pattern is centred 

on the detector [176]. 
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3.4.4.2 Imaging conditions 

Depending on the imaging conditions, two different SEMs were used for EBSD mapping. FEI 

Quanta 650 FEG-SEM equipped with Oxford Instruments HKLNordlys EBSD detector was used for 

recording the crystallographic orientation maps smaller than 0.5 mm² with a step size of 0.2 µm 

(acceleration voltage 15 kV, Manuscript 1) and 0.75 µm (acceleration voltage 20 kV, Manuscript 

2&3). In the latter case, the same microscope was used both for EBSD mapping as well as for the 

HRDIC experiment. For recording crystallographic orientation maps larger than 10 mm² with a step 

size of 7.5 µm at an acceleration voltage of 20 kV, TESCAN Mira3 FEG-SEM with Oxford 

Instruments Symmetry EBSD detector was used. For the used conditions, this set-up allows 

recording up to 2000 data points per second, compared to approximately 50 data points per 

second on the HKL Nordlys EBSD detector. This makes the recording of crystallographic 

orientation maps up to 40 times faster, enabling to cover larger areas.  

3.4.4.3 Reconstruction of the high temperature β-phase 

As the β-phase volume fraction was low and the β-phase is distributed evenly throughout the 

sample, orientation maps of the β-phase cannot be recorded directly using EBSD mapping. 

Therefore, crystallographic orientation maps of the high-temperature β-phase were reconstructed 

from the orientation map of the α-phase (see chapter 2.1.4) [31], [63]. The indexing rate of the 

orientation maps of the α-phase (Fig 3-5, a) and b)) was high (98.2% and 99.2%) both for material 

with coarse and fine microstructure. The orientation maps of the β-phase (Fig. 3-5 c) and d)) reveal 

that the reconstruction worked better (higher reconstruction rate) with the material with fine (77%) 

than with coarse (54%) microstructure. This is expected to be due to more crystallographic variants 

being formed in the transformed β-phase of the material with fine microstructure. Furthermore, the 

material with coarse microstructure had a higher volume fraction of primary α grains, respectively a 

lower volume fraction of transformed β-phase, which results in a lower reconstruction rate. 

 

Fig. 3-5: Crystallographic orientation maps of Material B in the material condition with a) coarse 

microstructure and b) fine microstructure. For both maps, the indexing rate is at least 98%. The 

maps of the high-temperature β-phase (c & d) have been generated using β-reconstruction 

algorithm. 
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3.4.5 Energy-dispersive X-ray spectroscopy (EDS) 

The interaction of the SEM electron beam with the specimen leads to the emission of a spectrum of 

X-rays, which consists of a continuous background and characteristic peaks. The background is 

caused by the Bremsstrahlung (breaking radiation), which are X-rays that are emitted when the 

incident electrons are scattered inelastically. The characteristic radiation is emitted when an 

electron from one of the inner shells of the atoms in the specimen is ejected after inelastic 

interaction with the incident electron beam and electrons from the outer shell migrating to the 

created vacancy. As the energy of these X-rays is characteristic for each element, they can be 

used for determining the local chemical composition of the specimen. Silicon drift detectors (SDD) 

are used to detect the intensity of the emitted X-rays as a function of their energy. In SDD-EDS 

detectors the energy of the X-rays is determined by the amount of ionisation caused in the 

detector. A possible problem occurs when two X-rays are detected simultaneously, as this may be 

registered as one X-ray with the accumulated energy of both. [177] 

SEM-EDS analysis was used to analyse silicide precipitates with a size of approximately 100 nm 

(See Fig. 7-10), using Zeiss Merlin FEG-SEM equipped with Oxford Instruments X-Max Extreme 

detector. An acceleration voltage of 4 kV was used, which is low for SEM-EDS imaging, as this 

reduces the electron-specimen interaction volume, enabling higher special resolution (see 

paragraph 3.4.7). Compared to conventional equipment, the used detector doesn’t have a 

protective polymer window in front of the detector, which allows detecting X-rays with energy as 

low as 1 kV. [178], [179]  

3.4.6 Electron Probe Microanalysis - Wavelength-Dispersive X-Ray Spectroscopy (EPMA - 

WDS) 

Depending on the elements in the analysed material, energies of characteristic peaks of different 

elements may be similar and difficult to differentiate using EDS-detectors. WDS allows recording 

the X-ray spectrum with higher spectral-resolution, which allows discriminating characteristic peaks 

that may be overlapping in EDS analysis. The principal of WDS is that the X-rays are diffracted at 

an analytical crystal with specific lattice spacing. The specimen, the crystal and the detector or 

positioned on a Rowland circle, so that only X-rays with a wavelength that satisfy the Bragg 

conditions are diffracted onto the detector. Therefore only X-rays with a specific wavelength, 

respectively energy, are detected. Which X-ray energies are getting detected can be defined by 

adjusting the position of the analytical crystal and the detector. For each element that is supposed 

to be analysed in a scan, a separate WDS detector is required, limiting the number of analysed 

elements in each scan. An EPMA is an instrument similar to an SEM, in which a sample is 

analysed by scanning a focused electron beam over it. EPMA is specialised for micro-chemical 

analysis, with the requirement for high beam stability over time. High stability is also achieved by 

using specific sample stages and holders [177], [180], [181]. 

The microchemical analysis was carried out using a Jeol  JXA-8230 EPMA equipped with WDS 

detectors, operating at an acceleration voltage of 7 kV.  Before analysing the specimen, the EPMA 

was calibrated using standards for each element.
3
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3.4.7 Electron matter interaction 

To determine the best spatial resolution for imaging using SEM techniques, it is necessary to 

analyse the interaction between electrons and the sample. If the interaction volume is larger than 

the selected scanning step size, the signal emitted from material outside the analysed area will be 

collected and the effective spatial resolution would be lower than the step size. Therefore the 

scanning step-size and electron acceleration voltage need to be selected according to each other. 

The electron-sample interaction is simulated using ‘monte CArlo SImulation of electroN trajectory in 

sOlids’ (CASINO) software [182], [183]. Simulations for electron acceleration voltages in a range of 

4 – 20 kV are run (Fig. 3-6), assuming a beam radius of 10 nm. Electron trajectories have been 

plotted for 200 electrons, separating between electrons that are absorbed within the material (Fig. 

3-6, blue) and electrons leaving the sample surface (red). For imaging techniques that are based 

on the detection of the back-scattered electrons (BSE, EBSD) the relevant interaction volume is 

described by the red trajectories, as only these electrons can be detected. For micro-chemical 

analysis, which is based on detecting characteristic X-rays emitted from atoms in the sample, the 

blue trajectories need to be considered. This is because for X-rays the probability of being 

reabsorbed by the material is lower than for electrons; therefore even X-rays emitted deeper within 

the sample may leave the sample and be detected by the EDS or WDS sensor.    

 

Fig. 3-6: Electron-sample interactions for different acceleration volumes: a) 5kV, b) 7 kV, c) 10 kV, 

d) 15 kV and 20 kV. The trajectories are for 200 electrons that either are absorbed by the sample 

(blue) or leaving through the sample surface. 

For SEM-EDS analysis at 4 kV, the interaction volume is up to 100 nm, which is approximately 

three times lower than for EPMA-WDS analysis at 7 kV (~300 nm). An acceleration voltage of 10 

kV was used for HRDIC analysis (see chapter 3.9), resulting in a penetration depth of up to 175 nm 

(Fig. 3-6, c). Due to its higher density, the penetration depth is lower for gold (approximately 50 

nm). Assuming that the thickness of the gold-speckles is higher than the thickness of the initially 

deposited gold layer (50 – 80 nm [184]), the BSE signal will come predominantly from the gold 

particles and not the underlying titanium, when imaging the speckles, resulting in strong contrast to 

the areas not covered by gold. 
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For EBSD mapping with a step size of 0.2 µm, an acceleration voltage of 15 kV has been selected 

(see manuscript 1). The interaction volume has a depth of 300 nm and a width of up to 700 nm. 

Therefore the interaction volumes of adjacent points in the map are overlapping and it can be 

concluded that a lower acceleration voltage would have been required for achieving a true spatial 

resolution of 0.2 µm. For EBSD mapping with step sizes of 0.75 µm and higher the acceleration 

voltage was set to 20 kV, resulting in an interaction volume of 600 nm (depth) by 1 µm (width). 

However, reducing the acceleration voltage is not always feasible, as it leads to a reduction in 

signal and therefore deterioration of the signal to noise ratio. 

3.5 Transmission Electron Microscopy (TEM) 

3.5.1 Sample preparation 

TEM-samples are prepared from the material condition with coarse microstructure, using twin-jet 

electropolishing. At first abrasive cutting is used to prepare a slice of material with a thickness of 1 

mm. The thickness of the slice is reduced to approximately 80 µm by evenly removing material on 

both sides of the sample using 800-grid abrasive paper. Several specimens with a radius of 3 mm 

are punched out of the thin slice. The samples are electropolished in a TENUPOL 5 (Struers) twin 

jet polisher, using 10% perchloric acid and 90% methanol as etchant at a temperature of -32 °C. 

One specimen that has only one small hole in the centre of the disc is selected for the TEM 

analysis. 

3.5.2 Selective Area Electron Diffraction Analysis (SAED) 

TEM-diffraction analysis was used to analyse how variations in Al-concentration within primary-α 

grains affect the formation of α2-precipitates. When recording diffraction-patterns along the [11-20]-

zone axis in hcp-titanium, α2-precipitates cause additional super-lattice diffraction spots. Therefore 

TEM-diffraction analysis can be used to determine if α2-precipitates have been formed and the 

intensity of the super-lattice diffraction spots can be used to give a relative indication about their 

volume fraction. 

The TEM-analysis was carried out using FEI Tecnai 20 operating at 200 kV. At first, a suitable 

primary-α grain is selected. The grain needs to be close to the hole in the sample so that the 

material is thin enough to be electron-transparent. The thickness should not vary throughout the 

grain, providing consistent imaging condition for the diffraction analysis. It is necessary to analyse a 

complete grain so that it is possible to determine the distance to the nearest grain boundary at 

each point and to be able to analyse a cross-section through the grain. Selective Area Electron 

Diffraction (SAED) is used to record diffraction patterns along a cross-section of a primary-α grain. 

The images were recorded using DATABIS imaging plates, which have a higher dynamic range 

than a CCD camera. This is necessary to be able to image both types of diffraction spots at the 

same time, as super-lattice diffraction spots have a lower intensity than principal diffraction spots. 

After recording the images, the imaging plates need to be removed from the microscope and 

scanned in the image-plate scanner (DITABIS Micron) to receive digital images. The output images 

have a depth of 16-bit. [185] 

3.5.3 Data analysis 

Analysing super-lattice reflection spots does not provide a quantitative analysis of the volume 

fraction of α2-precipitates, but it enables to see if α2-precipitates are present in a region and it 

allows comparing their volume fractions for different areas. The intensity of the super-lattice 
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diffraction spots from different areas cannot be compared directly to each other, as the intensities 

are affected by several parameters, e.g. the thickness of the sample. Instead, the intensities along 

a line through the lattice and super-lattice diffraction spots are plotted. The intensity of both peaks 

is determined by fitting a Voigt-function to them [186]. Then the ratio of the intensities of lattice to 

super-lattice diffraction spots is calculated, which can be used to compare different areas, as both 

the lattice and super-lattice diffraction spots should be equally affected by variations in sample 

thickness.         

3.6 Atom Probe Tomography (APT) 

3.6.1 APT – principle 

Atom Probe Tomography (ATP) is a destructive characterisation technique that enables a 3D-

analysis of chemical distributions with close to atomic resolution. This can, for example, be used to 

analyse the morphology, size and chemical composition of nano-scale precipitates. The functional 

principle of APT is that an electrical pulse is applied to a needle-shaped specimen with a radius of 

less than 100 nm, while the specimen is simultaneously struck by a laser pulse [187]. This leads to 

the extraction and ionisation of ideally one atom at a time. The charge to mass ratio of the ion is 

determined in a time of flight spectrometer that also detects in which direction the ion was extracted 

from the specimen. This information is used to reconstruct a 3D-dataset that contains the location 

and atom species of all detected ions [188]. 

 

Fig. 3-7: Steps of the FIB lift-out: (a) The ROI selected for analysis. (b) Shows the trench machined 

next to the ROI (c) Shows the tip of the manipulator getting attached to the lift out before (d) being 

lifted from the bulk material.
4
 

 

                                                      
4
 Acknowledgment: Anna Radecka carried out the APT sample preparation and recorded the 

images displayed in Fig. 3-4 and 3-5. 
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3.6.2 Sample preparation 

APT requires needle-shaped specimen with a radius less than 100 nm [187] that are prepared 

using Focused Ion Beam (FIB) machining. During the APT analysis, the radius at the tip of the 

specimen is increasing, which eventually leads to failure of the sample. The longer the time is 

before the sample fails, the larger the analysed sample volume can be. A circular cross/section 

increases the lifetime of the specimen [189], while lifetime is decreased by cracks, protrusions and 

a rough surface [190]. Features that are located less than 100 nm from the specimen tip have the 

highest probability of being within the analysed volume [191], [192].   

A ROI was identified on the surface of a sample which had been polished and then etched (Fig. 3-

4, a) to reveal the microstructure when imaging in secondary electron mode before FIB-machining. 

As shown in Fig. 3-4 b, the ROI was covered with two Pt layers using electron beam deposition (5 

kV, 10 nA). The purpose of the first, thin layer (thickness ~20 nm) is to prevent sample 

modifications during further steps, while the second, thicker layer (thickness ~1000 nm) protects 

the atom probe specimen from getting damaged during ion-milling. In this work, a Helios NanoLab 

600 equipped with an Omniprobe
TM

 and platinum GIS deposition system, was used to prepare 

needle-shaped specimens. Three trenches were milled around the ROI using a Ga beam with an 

acceleration voltage of 30 kV and a beam current of 700 pA. Beam damage was prevented by 

cutting a cleaning cross-section at a reduced current close to the ROI. In this way, a triangle-

shaped lift-out was created, which was then attached to the silicon tip of a micromanipulator using 

Pt weld (Fig. 3-7, c&d). 

 

Fig. 3-8: Figures illustrating the second stage of specimen preparation using focused ion beam 

machining. a) The lift-out being attached to a post. b) Cutting off 3 µm wide cuboidal samples. c-e) 

finished APT samples.
1 

One side of the lift-out was attached to a post, before cutting off a region of approximately 3 µm. 

This step is repeated, creating a total of 8 specimens with a triangular-prism shape (Fig. 3-8, a&b). 

To create a needle-shaped geometry with a radius of 50 to 100 nm (Fig. 3-8, c-e), a sequence of 
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annular milling patterns was used. In the first milling step, the bulk material was removed, while 

subsequent milling steps create the final tip shape and radius. Until the last step of the sample 

preparation, an acceleration voltage of 30 kV is used for ion-milling. As Ga penetration is a function 

of the acceleration voltage [190], a final clean-up step was carried out at a lower acceleration 

voltage, removing material from the tip, which has been subject to Ga damage.  

3.6.3 Experimental conditions 

The prepared APT-samples were analysed using CAMECA Local Electron Atom Probe (LEAP) 

5000XR. The scans were run at a stage temperature of 50 K with a laser pulse energy of 50 pJ.
5
  

3.6.4 Data analysis 

Data analysis of the APT-datasets is carried out using CAMECA IVAS software. At first, the 

average chemical composition of each of the 3 specimens was calculated. The data-sets have the 

same shape as the needles that were analysed, giving the position and atomic species of each 

atom/ion that has been detected. Near the surface of the sample, contaminations can be detected, 

which may be caused by oxidation or deposition of Gallium during the sample preparation in the 

FIB. If included, these contaminations would affect the calculated average chemical compositions 

of the specimens. Therefore the data-sets are cropped to a cylindrical shape, removing all areas 

that are close to the sample surface. The size of the cylinder was 50 nm (diameter) x 100 nm 

(height) for all specimens so that the same number of atoms is considered for each specimen. The 

size was selected so it fits for the smallest dataset. The atomic concentration can be determined 

directly by calculating the average frequency for each element. This was done by dividing the 

counts for each element by the counts for all elements. The concentration can then be transformed 

from atomic percentages at.% to weight-percentage wt.%. 

The size and morphology of segregations can be analysed using iso-surface thresholding. A 

threshold value is set for the concentration of a selected element or group of elements. An 

algorithm finds areas in which the average concentration of the selected elements is higher, or 

respectively lower, than the set threshold. Then a surface element is created, that defines the 

interface between the areas of higher and lower concentrations. Along the created surface the 

concentration is constant and equal to the predefined threshold value. The iso-surfaces can be 

used for visualising segregations and analyse their shape and morphology. 

As α2-precipitates are enriched in Al, Al is used determining the iso-surfaces of the precipitates. 

The threshold value needs to be set between the average concentration of the sample (~10 at.%) 

and the theoretical concentration of the precipitates (25 at.%). The threshold value was determined 

following an approach carried out previously by Homma et al. [193]. The iso-concentration value 

was varied and the value which produces the narrowest interface width in the proximity histogram 

was selected. 

                                                      
5
 Acknowledgment: Paul Bagot carried out the APT analysis at Oxford University, Department of 

Materials 
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Fig. 3-9: Plot used to determine the cut off volume in the precipitate analysis of the APT datasets.   

When small volumes (in the nm³ range) of the experimental datasets are analysed, there are high 

variations in the determined chemical composition, as only a small number of atoms is considered. 

Therefore the iso-surface analysis will show a large number of small precipitates, which most likely 

are artefacts. To discard those artefacts, a precipitate-volume-cut-off value needs to be defined. At 

first, a randomised dataset is created. This is done by keeping all the sites at which atoms have 

been determined in the as-measured data set, but randomly changing the atomic species at each 

site, while keeping the overall composition of the whole sample volume constant. Then the iso-

surface analysis, using the same isoconcentration value, is applied to both the as-received as well 

as the randomised dataset. For each cut-off-volume, the number of remaining precipitates is 

determined. Nreal is defined as the number of precipitates identified in the as-measured, 

experimental dataset, while Nrand is the number of precipitates identified in the randomised dataset. 

A value of cut off volume was chosen such that the percentage of clusters identified in the 

randomised dataset was less than 5% of those observed in the as-measured, experimental 

dataset. i.e. (Nreal-Nrand)/ Nreal ≥ 95% (Fig. 3-9) [194]. The determined cut off value is different for 

each data set and is in the range of 9-12 nm³.  

3.7 Mechanical testing 

3.7.1 Tensile testing to failure 

Stress-strain curves were recorded to determine Young’s modulus, yield stress, ultimate tensile 

stress (UTS) and strain to failure for all material conditions.  The samples were loaded under 

uniaxial-stress at a constant strain rate of 0.005 mm/mm/s, according to ASTM standard [195], 
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[196]. Flat dog-bone specimens, as described in paragraph 3.2.2 were used. The tests were 

carried out using an Instron 5669 electromechanical tester, with a 50 kN load-cell. According to the 

specifications of the manufacturer, the accuracy of the recorded stress is +/- 0.4%, respectively +/- 

3-4 MPa for the stress-values at the yield point, considering the sample geometry. The strain was 

measured using an extensometer, which is clipped onto the specimen. The extensometer was 

calibrated before the experiment, using a micrometre. Based on the reading of the extensometer, 

the strain-rate was calculated at any time of the experiment. A feedback loop was used to control 

and adjusts the speed of the cross-head of the mechanical tester so that the resulting strain rate in 

the sample was close to the pre-set value. The specimens were tested until failure, but the 

extensometer (10 mm) did not cover the whole length of the sample gauge (26 mm); therefore the 

specimens may fail outside the area which is covered by the extensometer. Before necking starts, 

this doesn’t affect the determined strain values, as the deformation is assumed to be uniform 

throughout the sample gauge. If the specimen starts necking outside the area covered by the 

extensometer, the calculated values would be an underestimation of the real strain values. This 

doesn’t affect Young’s modulus, yield point and ultimate tensile stress and UTS, but it would affect 

the strain to failure. For all stress-strain curves, the engineering stress and strain were plotted (Fig. 

7-11). 

The Young’s modulus was determined by fitting a linear regression line to the data points in the 

elastic regime and determining its slop, with the slope of the line being the Young’s modulus. The 

upper end of the data range that is used for calculating Young’s modulus is defined by the onset of 

plastic deformation or yield point, at which the stress-strain curve starts deviating from the linear 

behaviour in the elastic regime. 

In this work, the 0.2%-proof stress (σ0.2%) was used for characterising all material conditions. The 

yield point describes the stress at which the first plastic deformation can be observed on a 

macroscopic level, while at the 0.2% proof stress already 0.2% plastic strain has been 

accumulated. It is determined by plotting a straight line, parallel to the elastic regime, which was 

shifted towards higher strain-values by 0.2%. The intersection of this line with the stress-strain 

curve defined the 0.2% proof stress. UTS was determined by finding the maximum stress-value in 

the engineering stress-strain curve. 

3.7.2 Room temperature creep testing 

To analyse the cold-creep properties of the different material conditions, creep curves were 

recorded at room temperature (26.0 ± 0.5 °C) in a temperature-controlled room. A constant load 

was applied, while strain was measured as a function of time. Creep rigs were used for this 

experiment, in which calibrated weights were placed at the end of a lever, applying a constant 

uniaxial load to the sample. The stress in the sample was constant, assuming that the cross-

section of the sample did not change (equation 3-1). Increasing plastic strain leads to a reduction in 

the cross-section and therefore an increase in stress, as the load stays constant throughout the 

creep experiment. The maximum plastic deformation was <0.15% at 80% of σ0.2% and <0.9% at 

90% σ0.2%. For these strain values, the resulting true stresses (equation 3-3) are 80% of σ0.2% 91% 

of σ0.2%. 
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Engineering stress:  σ� =
��

��
                      (3-1) 

Engineering strain:      ε� =
��

��
                               (3-2) 

Trues Stress:              σ� = σ� (1 + ε�)                    (3-3) 

True strain:                  ε� = ln (1 + ε�)                         (3-4) 

In equation (3-1) and (3-2), L0 is the initial sample length, ΔL is the change in sample length, FA is 

the applied load and A0 is the Initial cross-section of the sample. 

The creep rigs used were designed for cylindrical samples, which are threaded at both ends. The 

threads are used for holding the samples and applying the mechanical load. For the creep 

experiment, flat dog-bone specimen were used (Fig. 3-3), which had flat tabs with a pinhole at both 

ends; therefore it was necessary to design an adapter which allowed for the testing of flat dog 

bone-specimen in the creep rigs. The adaptor (Fig. 3-10) had a 12mm thread on one side, which 

was screwed into the load bars of the creep rig. On the other side, they had a slot which was 

slightly wider than the thickness of the used specimens. A hole with a diameter of 4mm, which was 

perpendicular to the slot, allowed securing the specimen with a pin. Therefore, the complete load 

application into the sample was through the pins. Before the sample holders where machined, finite 

element analysis (FEA) using ABAQUS was carried out, simulating the loads and local stresses in 

the sample holder and the specimen. For simplification, a purely elastic simulation was run. To 

achieve this, the yield-stress is set to be infinitely high, which doesn’t allow for any plastic 

deformation. Therefore the resulting stresses may be higher locally than the yield stress of the 

material. In this case, it can be assumed that these areas deform plastically. For the elastic 

properties, average values of the uniaxial tensile tests were used. For the steel pin, material 

properties of plain carbon steel have been used. Results of this simulation are shown in Fig. 3-10 

(b). The results of the simulation and later on the experiment show that the pin and sample holder 

were strong enough to withstand the load. In the tab of the dog-bone specimen, local stress 

concentrations can be observed, but in the gauge of the sample, the stress appears to be 

homogeneous and without any local concentrations. Based on these observations, it was decided 

that the geometry of the samples in combination with these sample holders were suitable for 

running creep experiments.   

For strain measurements, linear strain-gauges (Omega) with a size of 3x1 mm² and a resistance of 

350 Ω are attached to the tensile specimen using hot curing epoxy-resin adhesive (HBM-EP150). 

The sample surface was prepared by grinding off any oxide layers formed during EDM-machining, 

using 400-grid abrasive paper. Afterwards, the sample was cleaned with acetone, ethanol and a 

mild acid (Omega-acid primer). After the sample surface was cleaned with the light acid, Omega-

neutraliser was applied.  
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Fig. 3-1: a) Setup of the sample holder and dog-bone specimen used for creep testing. b) Results 

of FEA-simulations showing stress distribution in the tab of the dog-bone specimen during creep 

loading. 

At first, the strain gauge was fixated at the intended position on the sample surface, using heat 

resistant poly-amid tape. The tape with the strain-gauge on it was then peeled back and the 

adhesive was applied both to the strain-gauge as well as the sample surface. The adhesive was 

dried in a furnace at 100 °C for 30 minutes. Then the strain-gauge was placed again on the 

intended position and a pressure of approximately 50 N/cm² was applied with a clamp. The 

adhesive was cured at 180°C for 3 hours before it was slowly cooled to room temperature. The 

tape was removed carefully, avoiding damaging the strain gauge.  

MicroMeasurement P3 strain-recorder was used for recording strain values. Accurate 

measurements are achieved with the internal Wheatstone bridge of the strain recorder using 350 Ω 

resistors for balancing the strain gauge which, in the undeformed state, has the same resistance.    

The mechanical load for the creep experiment was specific for each sample and was given as a 

percentage of the 0.2% proof stress. All samples were tested at 80% and 90% of σ0.2%. At these 

stress levels, macroscopic creep deformation was observed, while at 70% of σ0.2% the macroscopic 

plastic strains were too low to be measured reliably. The deformation rate was fastest at the 

beginning of the experiment and then reduced quickly. All samples were tested for at least 20 days. 

After this time the creep rates had dropped by around 3-5 orders of magnitude, depending on the 

material condition, and further deformation took place only relatively slowly.  

As the deformation rate was faster at the beginning, the time step for recording data was set to a 

shorter value (5 s) at the beginning. After around 3 days, when the strain rate had reduced by at 

least 3 orders of magnitude, the sampling rate was reduced to one data point every 2 minutes. For 

post-processing, a Python script was used to reduce the number of data points and to calculate 
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strain rates. The difference in strain was calculated for two time-steps n and (n + 1); if the 

difference is larger than the threshold value of 5x10
-6

 mm/mm, the average of both points is 

calculated, both for the time and strain values, and saved to a file. If the difference is less than the 

threshold value, the second point is discarded and the difference between the points n and (n + 2) 

is calculated. This step was repeated until the difference is above the threshold and the average 

value was calculated and saved.  

3.7.3 Error analysis for mechanical testing 

The samples used for all tests had a cross-section of 3x1 mm². To calculate the required load to 

reach a defined stress level, the exact cross-section was needed. Therefore, before each test, the 

width and thickness of the samples were determined using callipers. We assumed an accuracy of 

±0.02 mm. During in-situ testing, the load was measured by the load cell of the microtester, which 

has an accuracy of ±0.4% of the total load. For our tests, this relates to approximately ±10 N in 

load. For the tests in the creep-rigs, we assume the same accuracy. Based on these assumptions, 

the applied stresses were 70 ± 2.2%, 80 ± 2.5% and 90 ± 2.8% of σ0.2%.   

3.8 Slip trace observations using optical microscopy 

3.8.1 Experimental setup 

Optical microscopy with dark-field contrast can be used to visualise slip bands with an out-of-plane 

component. This technique was used to analyse the formation and evolution of slip-patterns during 

cold-creep, during constant load-holds at 80% and 90% of σ0.2% during periods of 24 hours.  

For dark field contrast in optical microscopy, the lens of the microscope was perpendicular to the 

sample surface, while the light source is at a flat angle to the sample surface. For areas on the 

sample surface that are flat and well-polished, light is reflected at the incident angle and is not 

collected by the lens; therefore these areas appear dark.    

When the sample is plastically deformed, dislocations start cutting through the surface, creating 

sharp steps. These steps are scattering light, which can be collected by the lens. As the rest of the 

sample is still flat, there is a strong contrast between slip bands and the surrounding area. To 

achieve good contrast it is essential that the sample is well polished and cleaned thoroughly before 

the experiment. This technique allows observing how slip-bands emerge, get longer and to a 

certain extend increase in intensity, but it doesn’t allow quantifying the strain in the slip bands.   

A Keyence VHX-5000 optical confocal microscope was used for the slip trace observations. The 

microscope was used as a conventional optical microscope, still, its set up provides advantages 

over other optical microscopes. Firstly, the distance between the lenses and the sample is several 

centimetres, which is larger than for other optical microscopes. This gives enough space to fit a 

mechanical microtester for in-situ experiments. Also, the larger working distance results in a higher 

depth of field, which makes it easier to keep the sample in focus during testing. Secondly, the 

microscope can be focused by adjusting the height of the lenses instead of the stage. This is 

necessary as the weight of the microtester (>2 kg) may damage the fine mechanics of the stage or 

the weight may push the stage down during the experiment and the sample out of focus. For our 

experiment, the stage was unlocked and brought to the lowest position. Spacers were placed under 

the microtester to roughly adjust the height before focussing with the lens-system. For dark-field 

imaging, an annular light source was used. The magnification is set to 500 times, which results in a 
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field of view of 680 x 510 µm², at a resolution of 4800 x 3600 pixels. The exposure time is 2 

seconds at the highest setting of the light source.  

The optical dark-field technique was used for two experiments: Firstly for observing at which stress 

level the first slip bands are formed and secondly for observing the evolution of the slip pattern 

during room temperature creep. The creep experiments were carried out at 80% and 90% of σ0.2% 

as these are the stress levels at which creep deformation can be observed on a macroscopic level. 

The sample was loaded into the micro-tester and both were placed under the microscope. Micro-

indents on the sample surface were used to identify and analyse specific areas. In the first step, the 

specimen was loaded to 50% of σ0.2%; at this level, in none of the experiments, slip bands were 

observed. Then the load was increased by 1% of σ0.2% increments until the first slip bands could be 

observed. Starting at this point, images were recorded at every step, which allows observing 

emerging slip bands and changes in the slip-pattern with increasing stress levels. When 70% of 

σ0.2% was reached, a further image was recorded, and then the load was increased directly to 80% 

σ0.2%. No intermediate steps were recorded in the range of 70% to 80% of σ0.2%, as during this time 

it may already come to an accumulation of creep strain during the image acquisition. 

When the stress of 80% of σ0.2% was reached, the stress was kept constant and images were taken 

every minute, which was the fastest imaging rate that can be achieved with the specified imaging 

conditions. This limitation was not given by the exposure time, but by the time it takes for the 

internal computer of the microscope to process and save an image. After the first hour, the 

deformation rate decreased significantly (by approximately 2 orders of magnitude) and the imaging 

rate was reduced to one per 15 minutes. 

3.8.2 Data processing 

During the test, the sample deforms and therefore the area of interest may change position. In a 

post-processing step, all images are aligned to the first image. This is done automatically using 

ImageJ and the ‘StackReg’-plugin, which aligns the images using rigid body transformation [197]. 

3.9  High-Resolution Digital image correlation (HRDIC) 

3.9.1 Principals of HRDIC analysis 

Digital Image Correlation (DIC) is an analysis technique that enables to spatially resolve and 

quantify elastic and plastic deformation at the surface of specimens. Therefore an ROI was imaged 

before and after the specimen was deformed. A DIC algorithm tracks how local features on the 

sample surface get displaced relative to each other. From the displacement values strain 

components, e.g. strain parallel or perpendicular to the loading direction, are calculated. DIC 

analysis can be based on different imaging techniques, and can, therefore, be used on different 

length scales. In this project, BSE-SEM imaging was used, which enables to determine 

displacements with a spatial resolution on the sub-µm scale and therefore the technique is 

designated as high-resolution DIC, for example in contrast to DIC based on optical microscopy. A 

characteristic pattern of features at the sample surface is required, which ideally is closely spaced, 

but still, the features need to be distinguishable from each other. For the HRDIC experiment, a gold 

speckle pattern is applied to the polished surface using the gold remodelling technique [78], [157], 

[184], [198]. 
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3.9.2 HRDIC - experimental 

3.9.2.1 Speckle pattern 

Firstly, a thin film of gold was deposited onto the sample surface, at a current of 40 mA and 

pressure of 0.5 mbar for 5 minutes, using an Edwards S150B sputter coater. The film was then 

remodelled in a water-vapour environment at 275 °C for four hours [157], [184], producing isolated 

individual speckles of which 99% have a diameter in the range of 28 to 150 nm. The size 

distribution was not completely homogeneous, with the pattern showing local variations in particle 

size and spacing (see Fig. 3-12, e & f). While in one area the particles are densely and evenly 

spaced, in other areas the particles and the spacing in-between them was larger.  

 

Fig. 3-10: a) Average shear strain from HRDIC analysis in an undeformed sample using two 

different BSE-SEM detectors and dwell times in the range of 2 µs to 20 µs for SEM imaging. b) 

Shear strain (average and 95
th
/99

th
 percentiles) in the undeformed sample depending on the 

correlation window size. c) Spatial resolution for the used imaging parameters as a function of 

correlation window size. 

3.9.2.2 Imaging conditions 

As imaging conditions need to be optimised specifically for the used equipment and analysed 

samples, a systemic study was carried out to evaluate the effect of dwell-time, detector and 

working distance on the results. To quantify the error, an undeformed sample was imaged twice 

under the same imaging conditions and deformation maps were computed. As the sample was not 

deformed, all strain values were considered to be noise. An acceleration voltage of 10 kV was used 

to match the size of the electron-specimen interaction volume with the spatial resolution of the 

experiment (see paragraph 3.4.7).  

Firstly, when the dwell time was increased from 2 µs to 10 µs the error reduced approximately by 

factor 3, but a further increase to 20 µs led to no more improvements. For the DIC error, there was 

no difference between recording the image in a single scan (10 µs) and using frame averaging (2x 

5 µs). However, a longer beam dwell can lead to image distortion due to drift and charging issues 

[199]. Therefore, frame averaging (2x 5 µs) was used, as for the same accumulated dwell time of 

10 µs the beam stays at the same spot for a shorter time compared to recording the image in a 

single frame [200]. Also, the imaged area of 250 x 250 µm² for HRDIC analysis was covered by 

recording an image matrix of 12 x 12 images (area of each frame was 30 x 27 µm², respectively 
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2048 x 1832 pixels) with an overlap of 20%, which were then stitched together before DIC-

processing using the ‘Grid/Collection stitching’ plug-in in ‘Fiji’ [170], [201]. Stitching of single images 

eliminates image distortions on the length scale of the whole analysed area. 

For the working distance, there was a clear trend that a shorter working distance results in a lower 

DIC error. Though there is a limit of how close the specimen can be brought to the pole piece due 

to constraints of the experimental setup. A comparison of two BSE-detectors shows that for the 

same working distance and dwell time, the error is lower for the solid-state detector SSD compared 

to the photomultiplier detector PMD (Deben Centaurus). For this reason, the SSD detector was 

used in a previous study by Lunt et al., in which the same microscope and remodelling technique 

was used for HRDIC analysis of a titanium alloy. However, as this was an ex-situ experiment, the 

working distance could be set as low as 6 mm [78], [157]. In the current study we were using the 

PMD detector despite the slightly higher DIC-error at the same working distance, as this detector, 

due to its geometry, can be positioned right in between the grips of the microtester, enabling 

smaller working distances than for the SSD detector. In this case, the limiting factor for reducing 

the working distance is that the detector, which has a thickness of 10 mm, is positioned in-between 

the pole piece and the specimen. The working distance for the HRDIC experiments is 11.7 mm. 

 

Fig. 3-11: Effective shear strain maps of an undeformed sample using a correlation window size of 

a) 48x48, b) 32x32, c) 24x24 and d) 16x16. e) & f) BSE-SEM images showing the local differences 

of the gold speckle pattern. 
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3.9.2.3 Loading and imaging steps 

For the HRDIC analysis, in-situ loading experiments were performed using a 5 kN tensile stage 

(Deben) placed inside an ‘FEI Quanta 650’ FEG-SEM. This setup enables imaging specimens 

while the stress is applied. As imaging is carried out at load, possible reverse strain during 

unloading can be avoided. This procedure avoids any possible issues with repeated loading and 

unloading, affecting strain distributions and leading to enhanced accumulation of plastic 

deformation. Hence, the set-up enables the recording of a series of subsequent deformation steps 

to monitor the strain evolution during a single loading process.  

As material conditions with different yield strengths are compared, the load steps were defined as 

the relative values of 70, 80 and 90% of the 0.2% proof stress (Table 7-1). For each load step, a 

stress hold of 10 minutes was applied. Afterwards, the stress was reduced by 5%, e.g. from 70 to 

65% of the 0.2% proof stress to avoid further plastic deformation during the imaging step, which 

took around 1.5 hours (Fig. 7-12). 

3.9.2.4 Differences between in-situ and ex-situ HRDIC experiment 

Firstly, as the samples are not unloaded during an in-situ experiment, all steps need to be 

conducted right after each other, as during interruptions the sample is still under mechanical load. 

This would effectively result in a longer stress hold, which could lead to uncontrolled deformation of 

the sample. The total duration of the experiment is limited by the available uninterrupted time on 

the SEM equipment. This influences the selection of experimental parameters like imaging 

conditions and the number of load steps. In comparison, ex-situ experiments allow for higher 

flexibility, as they can be interrupted and SEM equipment is only required for the imaging steps. 

Therefore slower imaging conditions can be used, improving the imaging quality and/or allowing for 

the acquisition of larger areas under the same imaging conditions or more deformation steps. 

Secondly, the weight of the micro-tester on the SEM stage causes increased vibrations during 

stage movement. Vibrations take longer to decay, eventually affecting the first part of the 

acquisition of each image.  Therefore a larger overlap between images is set, which allows 

cropping of the affected part of the image. For ex-situ experiments, only the sample needs to be 

placed in the microscope, therefore there is no problem with mechanical vibrations and no 

geometrical constraints caused by a micro-tester, e.g. regarding the choice of BSE-detectors and 

working distance (see paragraph 3.9.2.2). 

3.9.2.5 Experimental problems 

Serval problems have been encountered during the in-situ HRDIC experiment. Firstly, the first set 

of specimens was machined without pin-holes in the tabs (see Fig. 3-3). This made it difficult to 

align the gauge parallel to the loading direction, which could lead to a deviation from a uniaxial 

stress state in the gauge. Also, the sample was only held by the tabs being clamped in the grips. 

Without the additional support of the pins, the sample was able to start slipping when the 

mechanical load is applied. Therefore it was difficult to keep the stress constant during the 

experiment and sometimes it is not possible to reach the required stress levels and the experiment 

needs to be aborted. Secondly, the microtester must be mounted completely level within the 

microscope, as no further adjustments are possible afterwards and as the used microscope doesn’t 

have any function to compensate for it, e.g. focus interpolation. As large areas are imaged at high 

spatial resolution, some parts of the imaged area will be out of focus, if the sample itself isn’t level. 
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If this happens, only parts of the recorded maps can be used for HRDIC analysis. Thirdly, there can 

be electrical interferences between the microscope and the microtester, which leads to a uniform 

pattern of artefacts in the maps. Therefore, during the imaging step, the control unit of the 

microtester is turned off and the connection between it and the microtester is unplugged. Finally, 

the cable from the control unit to the microtester might not be connected properly, but in some 

cases, there is still a reading from the load cell, but the values may be incorrect. Therefore it is 

possible that the sample is loaded to the incorrect stress levels.  The damage of loading to a stress 

level that is too high is not reversible and leads to failure of the experiment.   

3.9.3 HRDIC – data analysis 

3.9.3.1 Interrogation window size 

The displacement maps for each deformation step were computed using LaVision’s digital image 

correlation software package DaVis version 8.4.0 [202]. For ‘Material B – coarse microstructure’, 

the undeformed sample was recorded twice and deformation maps were computed. As the sample 

was not deformed, all strain values were artefacts/noise and the average values of the effective 

shear strain of the complete maps are used to evaluate the error in the HRDIC analysis for given 

experimental parameters. After recording the first map of the undeformed sample, the sample 

stage was lowered and the electron beam was turned off. Then the sample is brought back to the 

right position and the imaging conditions were restored. By repeating these steps, it is ensured that 

variations in the set-up process, e.g. adjusting focus and astigmatism of the SEM, are included in 

the error calculation. As the sample stays within the microscope throughout the whole in-situ 

experiment, it is not necessary to vent the chamber and take the sample out of the microscope for 

the error analysis.  

To determine the appropriate interrogation window size, the strain maps of the undeformed sample 

were computed for different interrogation window sizes in the range from 16x16 to 48x48 (Fig. 3-11 

(b & c), Fig. 3-12). The effective shear strain maps (Fig. 3-12), especially for smaller interrogation 

window sizes, exhibited local variations in the quality of the correlation, which was due to variations 

of the gold speckle pattern. In areas with fine and evenly distribution gold particles, the correlation 

already works well for smaller interrogation window sizes, while in the areas with larger particles 

and wider spacing in-between the particles, a larger interrogation window size is required to reduce 

the noise. Due to this heterogeneity in the speckle pattern, the difference between the average 

value and the 95
th
/99

th 
percentiles of the complete maps was high for small interrogation window 

sizes and did get smaller for an interrogation window size of 32x32 and 48x48. While larger 

interrogation sizes reduce the error and noise, it leads to a lower spatial resolution. Therefore, an 

interrogation window size of 32 x 32 pixels was selected as it represents a good trade-off between 

spatial resolution (468 nm) and error (0.15% effective shear strain).  

In comparison, in a previous ex-situ HRDIC study using the same equipment an interrogation 

window size of 8 x 8 pixels² was used, resulting in a spatial resolution of 147 nm [78]. There are 

two reasons why it was possible to achieve a higher spatial resolution at similar data reliability: 

Firstly, it was an ex-situ experiment which allowed for more favourable imaging conditions (see 

chapter 3.9.2.4). Secondly, the slightly higher error due to the higher spatial resolution was 

acceptable, as the analysed strains were significantly higher, giving an increased signal to noise 
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ratio. As plastic strains are lower in our experiment, a lower error is more important than higher 

spatial resolution. 

3.9.3.2 Calculation of effective shear strain 

The in-plane displacements calculated by the DIC software can be differentiated to determine the 

desired strain tensors and subsequent data analysis was performed using in-house Python 

routines [203] and the NumPy numerical library [204]. The deformation maps contain three 

vectorial components, which are the shear strain (εxy), and the strain parallel (εxx) and 

perpendicular (εyy) to the loading direction. For the data analysis, we used the effective shear strain 

(γeff) defined by equation (3-5), as it takes all in-plane shear components into account [142], [184].  

���� = ��
�������

�
�

�

���
�                           (3-5) 

3.9.3.3 Separation of primary α and secondary α constituents 

Strain distributions and average strain values have been determined separately for primary and 

secondary α constituents. The separation is based on the BSE-SEM image of the undeformed 

sample of the DIC analysis. Therefore, the SEM image and the deformation maps are inherently 

perfectly aligned. A binary image of the constituent was created by selecting all primary α grains in 

the BSE-SEM image with the ‘Freehand selection’-tool in ‘Fiji’ [170]. This image was then used to 

mask out either the primary or secondary α constituent in the deformation maps (Paper3, Fig. 6, (e-

h)) and to calculate the average values, as well as the 99.5
th
 percentiles of the effective shear 

strain maps (Paper 3, Fig. 6, (a-d)). 

Crystallographic orientation maps were used to detect all grains within the HRDIC area using the 

10° misorientation criterion. By correlating the crystallographic orientation map with the mask that 

was used for segmenting the constituents, it was possible to determine for each grain whether it is 

a primary-α grain or a secondary-α colony. In some cases, a primary α grain and an adjacent 

secondary α colony had the same crystallographic orientation and therefore appeared as one grain 

in the orientation map. Therefore, the number of primary α grains and secondary α colonies is 

lower than the total number of grains. 

3.9.3.4 Determination of slip systems 

The active slip systems in deformed grains can be determined by using Slip Trace Analysis (STA) 

technique [108], [205], [206]. Initially, the direction of a slip trace at the sample surface in the 

deformation maps was determined by fitting a line to it. The projection of the observed slip line was 

cross-correlated to the theoretical directions of all possible slip systems based on the 

crystallographic orientation of a grain (Fig. 3-13). For accepting a slip system as a solution, the 

maximum angle criterion between the experimental and theoretical value was 5°. If a slip line does 

not match with any of the possible slip systems, it was labelled as ‘no match’. Slip lines of different 

slip systems may have the same direction at the sample surface [207]. In this case, the solutions 

were categorised as ‘ambiguous’ and all possible solutions were reported. In the case of 

ambiguous solutions, relative displacement ratio (RDR) analysis can be used to determine the 

Burger’s vector direction associated with the slip line [108], [208]. If the Burger’s vector matches 

with only one of the slip systems, it is possible to unambiguously determine the activated slip 

system. By determining the type of Burger’s vector, RDR analysis allows distinguishing between 

<a> and <c+a> type pyramidal slip. 
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Fig. 3-12: Example of slip trace analysis applied on one grain in Material A – coarse 

microstructure. The red (basal), blue (prismatic) and green (pyramidal) lines on top of the effective 

shear strain map indicate the traces at which all possible slip systems are intersecting the sample 

surface. The yellow line indicates the slip trace identified from the slip pattern in the deformation 

map. In this example, the activated slip system is identified to be basal. 

3.10 Crystal Plasticity Modelling 

3.10.1 Description of DAMASK 

Crystal Plasticity (CP) modelling is used to determine local stress states in the microstructures 

analysed by HRDIC, focusing on the elastic regime. The information of where first localised plastic 

deformation occurs and what are the active slip systems was determined from the combined EBSD 

and HRDIC data. The aim was to use simulation in the elastic regime to evaluate the effects of 

elastic anisotropy and microstructure on local stress states to explain experimental observations. 

It was assumed that in the elastic regime all local stresses scale linearly with the macroscopic 

stress. In the simulations, plastic deformations were allowed, but as the focus was only on the 

elastic regime, simulations were run for lower stresses (1% of σ0.2%) at which even local plastic 

deformation is insignificant. The stresses were then linearly scaled to the stress level of the HRDIC 

experiment to facilitate direct comparison. With this approach, one could avoid any effects of local 

plastic deformation and stress redistribution. 

For CP-simulations the Düsseldorf Advanced Material Simulation Kit (DAMASK) version 2.0.2 is 

used [209]. The used CP-frame work is capable of simulating elastic, as well as plastic 

deformation. However, in this study simulations were run at such low stress levels, so that the 

material response was purely elastic. Despite not being used for the simulations of elastic 

strains/stresses, the constitutive law used in DAMASK is shown for the sake of completeness in 

equation (3-6) [210], [211]. 
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In equation (3-6), �� is the resolved shear stress, ��  the reference shear rate, �� the slip 

resistance/CRSS and � the strain rate sensitivity.  
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Fast Fourier Transform (FFT) based modelling was used, as the FFT approach, in contrast to finite 

element modelling (FEM), doesn’t require meshing. Therefore it was possible to directly use 

experimental data, in the present case crystallographic orientation maps, as input files for 

simulations. As the FFT approach requires periodic boundary conditions, buffer zones were added 

on each side of the geometry (Fig. 3-14) [212], [213].    

As TIMETAL®834 is a near-α titanium alloy with a low volume fraction of β-phase, which is finely 

dispersed throughout the microstructure, we assumed that the β-phase has no considerable effect 

on the elastic properties of the material. Therefore only α-phase was included in the simulation and 

secondary α colonies were treated as single α grains [214]. 

3.10.2 Geometry and input files 

A 2.5D or quasi 3D microstructure was used for CP-modelling [215], which was created by 

extruding crystallographic orientation maps parallel to the plane normal (Fig. 3-14). Hence, there 

was no variation of microstructure in the extrusion direction. The crystallographic orientation maps 

were taken from the HRDIC areas, but the number of pixels was reduced from 520x520 to 260x260 

pixels. This was done to reduce the total number of voxels in the geometry, accelerating 

simulations and post-processing, and reducing the data size of the output files. As both the HRDIC 

experiment and the CP simulations were linked to the same crystallographic orientation maps, both 

datasets were inherently perfectly aligned with each other, making it trivial to link the datasets from 

experiments and simulations for post-processing and data analysis.  

 

Fig. 3-13: Visualisation of a geometry file used for simulations in DAMASK, showing the extruded 

grains and the buffer layers.  

The thickness of the extruded layer was 38 pixels, which was similar to the average grain diameter 

[215]. On top of the surface, a buffer layer with a thickness of 5 pixels was added, which had a 
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stiffness value that was around 3 orders of magnitude lower than the stiffness of titanium (Table 1), 

representing the free sample surface in the DIC experiment [216]. On the other 5 sides, a buffer 

layer of 5 pixels was added with isotropic properties and the same average stiffness as α-titanium. 

The sample thickness in pixels needs to be a multiple of the number of processors/cores used for 

running the simulations. Together with the buffer layers, the overall thickness of the samples was 

48 pixels and 16 processors/cores were used. 

Except for the buffer layers, the properties of commercially pure CP-titanium were assigned to all 

grains (Table 1) as their elastic properties and anisotropy are expected to be similar to 

TIMETAL®834. Note that the plastic properties of CP-titanium are known to be significantly 

different from TIMETAL®834. However, as the focus of these simulations was on the effect of 

elastic anisotropy, this difference was of no importance. 

Table 3-1: Summary of elastic, plastic and thermal properties used for crystal plasticity simulation. 

 
3.10.3 Calculation of RSS values 

The output of the CP-simulation gives the full stress tensor at each point in the analysed area. In 

combination with the crystallographic orientations, resolved shear stress values can be calculated 

for different slip systems. Three different calculation methods (3-7, 3-8 and 3-9) were used to 

determine RSS values and the differences between them are evaluated. For the first method, the 

local stresses are assumed to be homogeneous throughout the sample, equal to the macroscopic 

stress. RSS values were calculated by multiplying the applied stress with the Schmid factor values 

of each grain.  

 RSS from SF, Homogeneous stress  

RSS = SF x σxx(applied)                                   (3-7) 

SF:   Schmid Factor 

σxx(applied): macroscopically applied stress 

The second method is also based on Schmid factors but takes into account the elastic anisotropy 

and its effect on local stresses. For calculating RSS values, the local stress in loading direction was 

multiplied with the Schmid Factor of the grain.  

 RSS from SF, Local axial stress 

RSS = SF x σxx(local)                          (3-8) 

SF:   Schmid_Factor 

σxx(local): stress in loading direction 

The third method uses the full stress tensor for the calculation of RSS values. In this case, also 

stress components perpendicular to the loading directions and shear stresses were taken into 

account.  



68 
 

RSS calculation with full stress tensor 

RSS =  b� · σ� · n�                               (3-9) 

b� = �

b�

b�

b�

�                       n� = �

n�

n�

n�

�   

b�: slip direction            n�: slip plane normal   

RSS =  b�n�σ�� + b�n�σ�� +  … + b�n�σ��  

3.10.4 Load cases 

Crystal plasticity simulations were run for three different scenarios. For the first scenario, uniaxial 

stress was applied to initially stress-free material. The applied stress was equivalent to 70% of the 

proof stress of each of the two samples, equal to the stress applied during the first deformation 

step in the HRDIC experiment. Also, the loading direction was the same as in the HRDIC 

experiment. The purpose of this experiment was to analyse the effect of the elastic anisotropy on 

local stresses and ultimately RSS values. 

In the second scenario, thermal residual stresses were calculated, which evolve during cooling 

from a heat treatment due to the thermal anisotropy of α-titanium. The material was set to be 

stress-free at a temperature of 500 K above room temperature. It was then instantly cooled to room 

temperature, where the stress state in the material was solved so that the average macroscopic 

stresses were equal to zero. According to Pawar et al., values for the coefficient of thermal 

expansion are set to be αc = 5.6 · 10
-6

 · °C
-1

 parallel to the c-axis and αa = 9.5 · 10
-6

 · °C
-1

 along a-

direction [217]. 

The third scenario was a combination of scenario 1 and 2. The microstructure initially had thermal 

residual stresses caused by cooling, and then the same uniaxial stress was applied as in the first 

simulation. 
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Highlights of this paper 

Observation of chemical gradient in primary α grains as a result of controlled cooling through 

detailed EPMA analysis 

Differences in α2 precipitation within primary α observed by TEM and APT, which can be correlated 

to the chemical gradient. 
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Abstract 

Alloy TIMETAL®834 is a near-α Ti-alloy typically processed to have a complex bimodal 

microstructure that provides a good combination of mechanical properties at temperatures in 

excess of 450°C. Due to the high Al content, typical ageing procedures result in the formation of 

intragranular and coherent nano-scale Ti3Al precipitation (α2), which increase strength but also 

promotes slip planarity. The present study focuses on chemical partitioning as a result of sub-β-

transus heat treatment and the consequences for the two different constituents in the bimodal 

microstructure. The detailed chemical and structural analysis were carried out by combining 

Electron Probe Micro-Analysis (EPMA), Wavelength Dispersive Spectroscopy (WDS), 

Transmission Electron Microscopy (TEM) and Atom Probe Tomography (APT) for investigating 

local compositional variations and their effect on the formation of α2-precipitates. The detailed 

microchemical analysis shows a core-shell composition arrangement of α-stabilisers with the shell 

composition similar to the one of secondary α. Selected area electron diffraction in the TEM and 

APT analysis demonstrates that those local variations in α stabilisers affect the level of α2 

precipitation. In addition, EPMA maps show that while Zr and Sn are often considered to be neutral 

alloying elements in Ti-alloys, they do segregate to the β-phase during sub-β-transus heat 

treatment.  
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1 Introduction 

In typical two-phase Ti-alloys, the α phase is strengthened by solution-strengthening and in some 

cases also precipitation strengthening. Solution strengthening is achieved by the addition of α-

stabilising and neutral elements such as Al, O, Sn and Zr. These elements display fairly large 

differences in atomic radii compared to Ti, but at the same time show sufficiently high solid 

solubility limits in the α-titanium matrix [1]. The difference in size results in lattice strain, which 

affects the mobility of dislocations and therefore causes a strengthening effect [2,3]. According to 

Collings et. al, the strengthening effect of alloying elements is based on the electron states of the 

alloying elements, i.e. the formation of tight and directional bonds between the alloying and titanium 

atoms [4]. In the range of 0-15 at.%, the strengthening effect of aluminium in solid solution is 

linearly proportional to the concentration of aluminium [3]. However, it is well established that 

commercial two-phase titanium alloys that contain at least 5 wt.% aluminium can form Ti3Al (α2) 

precipitates when aged below the α2 solvus [5]. According to Namboodhiri et al, an aluminium 

concentration of over 13 at.% is required for obtaining α2 precipitation when the material is aged at 

700°C [6]. However, this value applies for the overall composition of the alloy and doesn’t consider 

local variations in the aluminium concentration. In addition, some work has demonstrated that 

short-range ordering might take place before α2 precipitation is observed [6]. A detailed analysis by 

Atom Probe Tomography (APT) on the evolution of α2-precipitates with ageing time and 

temperature has been carried out by Radecka et al. [7,8]. This work has shown that zirconium, 

silicon, molybdenum and vanadium accelerate the formation of α2-precipitates, compared to pure 

Ti-Al systems. It was also found that tin and silicon are stronger α2 formers than aluminium and 

therefore can replace aluminium atoms in α2.  

The situation regarding α2 formation is further complicated in titanium alloys with bimodal 

microstructures since during solution treatment below the β-solvus, aluminium partitions to the 

primary α phase. Upon cooling, sufficiently fast to trigger the formation of secondary α rather than 

exclusive growth of primary α, the concentration of α-stabilising elements is lower in the secondary 

α than in the primary α constituent. Since aluminium is the main α-stabilising element and also has 

the most significant effect on solid-solution strengthening, primary α might be the stronger of the 

two α constituents. However, secondary α tends to have a very fine lath structure providing Hall-

Petch strengthening. An interesting aspect of the bimodal microstructure evolution is that unless 

the material is quenched at fast rates, primary α grains can also grow by up to a few microns [9]. 

TIMETAL®834 (Ti-5.8Al-4Sn-3.5Zr-0.7Nb-0.5Mo-0.35Si-0.06C) is a near-α titanium alloy, which is 

typically processed to display a bimodal microstructure and a primary α volume fraction of 

approximately 10 to 15 % [10]. This alloy has been developed for applications in jet-engines with 

temperature capabilities well in excess of 450 °C through the minimisation of β phase, utilisation of 

molybdenum and niobium instead of vanadium as a β-stabiliser, addition of 4 wt.% Sn and about 

0.3 wt.% Si to enhance creep performance. The relatively high levels of aluminium and tin 

TIMETAL®834 are known to lead to a significant level of α2 precipitation in the α phase [11–13].    

In the present work, detailed microstructural and chemical analyses have been carried out to shed 

new light on the segregation of alloying elements in a bimodal microstructure of TIMETAL®834 

caused by α + β solution treatment, and on the consequences, these have on α2 formation using a 

variety of electron microscopy techniques and APT analysis. 
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2 Experimental 

2.1 Sample preparation 

Forged TIMETAL®834 ingot material was supplied by TIMET, UK. The as-received material was 

solution heat-treated below the β-solvus at 1015°C for 2 hours followed by cooling the material to 

ambient temperature at a cooling rate of 1K/s resulting in a bimodal microstructure, with the 

transformed β-phase consisting of single-variant colonies with a lamella-spacing of around 2.5 µm. 

Thin layers of β-phase are retained between the lamellae of the α-phase. The material was 

subsequently aged for 2 hours at 700°C which is known to promote α2 precipitation [7].  

For imaging of the microstructure in the SEM and microchemical analysis, samples were prepared 

using standard metallographic procedures: grinding with abrasive SiC-paper of 4000 grit and 

polishing in colloidal-silica suspension. Foils for transmission electron microscopy were prepared 

by grinding (800 grit SiC-paper) material to a thickness of around 100µm before punching out 3 mm 

diameter discs and electropolish those in a TENUPOL5 (Struers) twin-jet polisher using 10 % 

perchloric acid, 90 % methanol solution at a temperature of -32 °C to achieve a region that is 

electron-transparent.  

Samples for APT were prepared using focused-ion-beam (FIB) milling. Etched samples were used 

to enhance the contrast in secondary electron (SE) imaging. First, a cantilever-beam was 

machined from a single grain, along the same cross-section for which the concentration profile had 

been measured by EPMA (see Fig. 4). APT-needles with a tip radius of less than 100 nm [14,15] 

were prepared from this beam at equal distances, giving samples at different distances from the 

grain/interface boundary. 

2.2 Scanning electron microscopy and electron backscatter diffraction 

(EBSD) 

Back-Scattered-Electron (BSE)-SEM imaging at 15 keV was used for the morphological analysis of 

the microstructure. BSE contrast can be sensitive to crystallographic orientation and chemical 

variations. If the contrast in an image arises from the chemical composition, higher brightness 

correlates to areas with higher densities and higher atomic numbers than in the darker regions [16]. 

To distinguish between chemical and orientation contrast, grain orientation mapping was carried 

out in addition to BSE-SEM imaging using Electron-Back-Scattered-Diffraction (EBSD) in an SEM 

at an acceleration voltage of 15 keV and a step size of 0.2 µm. For both imaging modes, an FEI 

Quanta 650 Field Emission Gun Scanning Electron Microscope (FEG-SEM) was utilised equipped 

with an Oxford Instruments HKLNordlys EBSD detector. 

2.3 Electron-probe microanalysis EPMA-WDS 

The microchemical analysis was carried out using a Jeol JXA-8230 electron-probe-microanalysis 

(EPMA) with Wavelength-Dispersive-Spectroscopy (WDS). In this method, an electron beam is 

scanned over the sample and the intensities of the emitted X-rays are measured as a function of 

the wavelength of the photons. The chemical composition is determined based on the 

characteristic X-rays emitted by the analysed material [17]. 

The microchemical analysis was carried out at an acceleration voltage of 7 keV, as a Monte-Carlo-

simulation using Casino v2.48’ [18] showed that at this voltage the interaction volume is less than 
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300 nm in width and depth for TIMETAL®834. Therefore, the interaction volumes of two adjacent 

scanning points are not overlapping for mapping or line-scans at a step size of 1µm. Two types of 

datasets were recorded for the microchemical analysis: qualitative maps to assess spatial 

distribution for each analysed element and quantitative line-scans. For the latter, the EPMA was 

calibrated using standards for each element before the line-scan. Line-scans were taken along the 

cross-sections of primary α grains to quantify the difference in chemical composition caused by 

element partitioning. The average relative error of the chemical composition for Al was 1.1 %, 

correlating to an absolute error of 0.06 wt.%. As error bars would be of a similar size as the 

symbols used, they are not included in the figures. For all other elements, the absolute error was 

smaller than the one for Al.  

In areas of higher density or where the concentration of elements with larger atomic number is 

higher, more X-ray Bremsstrahlung is generated, resulting in higher continuous background. When 

background signal is not compensated in the data processing, higher continuous background could 

result in an overestimation of the concentration of other elements. Background signal was 

compensated for in the quantitative line-scans, but not for the qualitative maps. 

2.4 Transmission electron microscopy (TEM) 

TEM characterisation was performed on an FEI Tecnai TF20 microscope operating at 200 kV. 

Selected Area Electron Diffraction (SAED) was used to quantify the intensity of the superlattice 

reflections from the ordered α2-precipitates to obtain qualitative information about α2 volume 

fraction changes [19]. In order to achieve this, primary α grains were investigated along the [11-20] 

zone axis. Diffraction patterns were recorded for several positions along the cross-section of a 

primary α grain, similar to the line scan taken in the EPMA-WDS analysis. As the intensity of the 

superlattice reflection spots tends to be weak compared to the fundamental reflections, DITABIS 

imaging plates were used for recording the diffraction patterns, providing an exceptional high 

dynamic range. After recording the diffraction patterns, the plates were removed from the TEM and 

scanned in an image-plate-scanner (DITABIS Micron) to retrieve the digital images [20].     

The intensity of the α2 superlattice reflections is affected by the accurate alignment of the grain 

along the given zone-axis and the thickness of the foil. For this reason, the integrated intensities of 

the superlattice reflections were normalised by the integrated intensities of the corresponding 

fundamental reflections sitting between the superlattice reflections. The diffraction spots were fitted 

utilising a Voigt-function [21]. Effects of the background were compensated by subtracting a line 

from the intensity profile that goes through the minima on both sides of the peak. 

2.5 Atom Probe Tomography (APT) 

The experiment was carried out using a CAMECA Local Electrode Atom Probe (LEAP) 5000XR (at 

a stage temperature of 50 K and with a 50 pJ laser pulse energy) and post-processing and data 

analysis utilised the CAMECA IVAS software. [22] 

Pearson coefficient (μ) values [23] were calculated for each of the three atom probe samples. The 

two atom probe samples nearest the centre of the alpha grain had a higher μ value (0.09 and 0.08) 

than the sample nearest the grain boundary (0.04), indicating a higher degree of non-randomness 

in the centre-grain samples. All three μ values were much greater than the μ value measured for a 

random solid solution, demonstrating statistical significance. 
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Aluminium isoconcentration surfaces were used to identify the precipitates in the atom probe 

datasets. Proximity histograms (proxigrams) were generated for a range of isoconcentration 

values. Proxigram interface width, calculated using the method described by Homma et al [24], was 

plotted as a function of isoconcentration value. An isoconcentration value of 12 at.% Al was 

selected, as this corresponded to a narrow interface thickness for both the centre-grain samples. 

Ions contained within this isoconcentration surface were identified as belonging to the α2-

precipitates and were extracted. Only isoconcentration surfaces that did not intersect the edge of 

the atom probe dataset were considered. 

During an atom probe experiment, evaporation artefacts can cause density fluctuations. To 

distinguish between these artefacts and chemical clustering, the mass-to-charge values of the data 

points in each of the atom probe datasets were randomly exchanged. 12 at. % Al isoconcentration 

values were created on these ‘randomised’ datasets, and any precipitates extracted were 

considered to be ‘random’ precipitates resulting from the evaporation artefacts. To control the 

number of ‘random’ precipitates included in the analysis, a precipitate cut off volume was chosen 

such that the percentage of clusters identified in the randomised dataset is less than 5% of those 

observed in the as-measured, experimental dataset. i.e. (Nreal-Nrand)/ Nreal ≥ 95%, where Nreal is 

defined as the number of precipitates identified in the as-measured, experimental dataset and 

Nrand is defined as the number of precipitates identified in the randomised dataset. The procedure 

is similar to that outlined in the paper by Williams et al. [25]. 

Once extracted, the composition of the precipitates was measured, taking into account mass 

spectrum peak overlaps as described by London [26]. Precipitate volume fraction was calculated 

by taking the number of ions within the precipitates and dividing by the number of ions within the 

whole dataset. 

The small size of the precipitates in the present case (~2nm radius) means that the spatial 

resolution of atom probe is being pushed to the detectable limit. In a study on the effective spatial 

resolution limits of APT, De Geuser et al. reported that it is possible to detect particles with a radius 

of approximately 1 nm, but that in this case, the accuracy of the determined particle size and 

composition is limited [27]. This means that qualitative comparisons between datasets are 

appropriate, but quantitative conclusions from absolute numbers of cluster sizes and volume 

fractions should be treated with some caution. 

3 Results 

3.1 Observation of a core and shell structure in primary α grains 

Water quenching thinner sections of TIMETAL®834 has shown that α+β solution heat treatment at 

1015°C results in a primary α volume fraction of 15 to 16 %. However, due to primary α grain 

growth, the primary α volume fraction, when cooled at 1 K/s, was determined to be 25 %. The 

average grain size of primary α grains is 21 ± 9 µm, with some of the grains exhibiting an elongated 

shape.  A core-shell structure was observed in primary α grains, both in optical (not shown here) 

and BSE-SEM images. Fig. 1a and Fig. 2a and c are examples of such core-shell structures with 

darker inner areas and brighter areas close to the grain boundaries. The shell width is 2-6 µm and 

the volume fraction of the inner darker area was determined to be close to the expected value of 15 

%.  Fig. 2 also shows an example of primary α grains being clustered together. Here, three grains 
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are connected to each other, with each of them exhibiting core-shell structures apart from the 

region where they contact each other. 

 

Fig. 1: a) BSE-SEM image of two primary α grains, b) crystallographic orientation map (α phase) of 

the same area, using Euler-colours d). The misorientation along the black (1) and green (2) lines, 

in reference to the starting point (square), are displayed in figure c). 

3.2 Analysis of crystallographic orientation and crystal structure 

In order to explore the possibility of a crystallographic orientation effect causing the core-shell 

appearance, primary α grains were further analysed by EBSD-based orientation mapping. 

However, as can be seen in Fig. 1b, the Euler map clearly shows misorientation-free primary α 

grains with no indication of any substructure within the grains. Further, Fig. 1c also confirms only 

small misorientations within 0.3° along trace 1 indicated in Fig. 1b. In the case of the primary α 

grain below (orange grain in Fig. 1b), an additional distinct contrast can be observed next to the 

core-shell structure in Fig. 1a.  The line scan along trace 2 confirms a misorientation step at around 

6-8 µm, at which the crystallographic orientation changes by over 1°, corresponding well with the 

dark appearance in that particular grain. On both sides of the step, the misorientation variation 

again stays below 0.3°.  Hence, the observed shell structure in the BSE-SEM images is not related 

to any orientation changes within the primary α grains. 
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Fig. 2: Electron-Probe-Micro-Analysis (EPMA) of several primary α grains, showing the SEM-BSE-

image (a & d) and qualitative chemical map recorded using wavelength-dispersive-spectroscopy 

(WDS) of aluminium (b & d). In the images (c & d) a region of the maps (a & b) is displayed at a 

higher magnification. 

3.3 Analysis of the chemical gradient using EPMA-WDS 

In order to relate the core-shell appearance to possible chemical variations within the primary α 

grains, qualitative chemical maps were recorded in the same regions by EPMA-WDS. Fig. 2b and d 

show detailed aluminium maps, highlighting that aluminium concentration is generally higher in 

primary α grains compared to the transformed β-phase region, including secondary α. As expected, 

the aluminium content is lowest within the β phase. The aluminium map reveals a core-shell 

structure within primary α that aligns well with the one observed in BSE-SEM images. The centre of 

the primary α grains is enriched in aluminium, while the outer area is depleted. The chemical 

distribution is homogeneous within these areas on this length-scale. It is also noticeable that the 

concentration of aluminium in the outer areas of the primary α grains is similar to the concentration 

in the secondary α phase, presumably because they are both formed at similar temperatures, 

during cooling at the end of the solution heat treatment. In the centre of the map, three grains are 

clustered together. These grains are shown at higher magnification in Fig. 2c & d. At the points 

where the grains are in contact with each other, the shell is interrupted, and the cores are in direct 

contact. Therefore, there is a line between two adjacent grains, where no chemical gradient can be 

observed. Towards the triple point in the centre of these three grains, the depleted shell is narrower 

with a thickness of 1 to 2 µm. In the BSE-SEM images, additional areas of varying contrast can be 

observed within primary α grains. This structure does not show up in the chemical distribution map 

of aluminium and is most likely related to slight orientation variations as already highlighted for the 

orange grain in Fig. 1.       
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Fig. 3: Qualitative chemical maps recorded using EPMA-WDS for the same area shown in Fig 2. 

for the β-stabilizing elements molybdenum, niobium and silicon (a-c) and the neutral alloying 

elements tin and zirconium (d & e). Insets (width 30 µm) display the boundary between primary α 

grains and transformed β at a higher magnification. Grains boundaries are highlighted by a black 

line for the map of tin (d). 

In Fig. 3 qualitative chemical distribution maps are shown for the β-stabilizing elements 

molybdenum, niobium and silicon (a-c) and the neutral alloying elements tin and zirconium (d & e). 

The chemical distribution of Mo and Nb is exactly opposite to the one of Al; the concentrations are 

high in the β-phase, lower in the secondary α phase and lowest in primary α phase. The chemical 

map of Mo (Fig. 3a) also shows a core-shell structure within primary α grains, with the 

concentration being lower in the core and higher in the shell. Hardly any Mo signal was recorded 

from the centre of the primary α grains. The niobium, silicon and zirconium maps also indicate a 

core-shell structure, with slightly increased concentrations in the shell, but in this case, the contrast 

is significantly weaker than for Al and Mo. Considering that Zr is usually seen as a neutral element, 

this observation seems surprising. Sn, also usually considered a neutral alloying element, clearly 

shows higher concentrations in the transformed β phase region compared to primary α. In addition, 

there are indications that Sn reaches higher levels at β triple points.  

Table 1: Summary of concentrations in wt.% for different location determined by EPMA-WDS (see 

Fig. 4) and APT. Needle-1 and needle-2 are from the centre of the grain, while needle-3 is from 

close to the grain boundary. 

 

 

Elements Centre Near - GB transformed-β Needle-1 Needle-2 Neddle-3

AL 6.00 5.10 5.30 5.88 6.10 5.42

Sn 3.99 4.41 4.36 3.61 3.69 3.84

Zr 3.01 3.51 3.54 2.94 3.00 3.27

Si 0.38 0.49 0.47 0.37 0.34 0.42

Nb 0.45 0.67 0.72 0.34 0.36 0.46

Mo 0.08 0.34 0.48 0.15 0.12 0.19

Concentration wt.%

APTEPMA-WDS
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Fig. 4: a) BSE-SEM image of a primary α grain analysed by EPMA, the orange line shows the 

location of the line scan for the quantitative WDS-analysis. The crystallographic orientation map of 

the grain is attached in the appendix. It shows that the grain has only one crystallographic 

orientation. b) The normalised concentration along the black line is displayed for Al, Sn, Zr, Si, Nb 

and Mo. The grain boundaries of the primary α grain are marked with a red and a blue dashed line. 

Open circles show the average concentrations that have been calculated for the three APT-data 

sets. 

Fig. 4 shows a BSE-SEM image of a primary α grain together with quantitative concentrations of 6 

elements (Al, Sn, Zr, Si, Nb and Mo) taken from an EPMA-WDS line scan recorded across that 

particular primary α grain. The concentration was measured at equidistant points with a spacing of 

1 µm. The locations of the primary α grain boundaries related to the EPMA-WDS line scan are 

indicated by two dashed lines in Fig. 4a and b. The concentration profile confirms the observations 

from the qualitative chemical maps: the core of the primary α grains is enriched in Al and depleted 

in all other alloying elements. Towards the grain boundary, the concentrations of Mo, Nb, Sn and Zr 

increase significantly. For these elements, this effect is pronounced, e.g. for Mo, the concentration 

is up to approximately 30 times higher than in the centre of the grain. For Si, this effect is less 

pronounced and the EPMA analysis indicates a concentration in the β-phase, which is only 50 % 

higher, compared to the primary α phase. It is also noticeable that the element concentrations 

change several microns before the primary α grain boundaries showing significant chemical 

variations within the shell structure of the primary α grain. For example, the concentration of 

aluminium drops from 6 mass.% to 4.5 mass.% about 1 µm before the grain boundary. The same 

effect applies for all other elements, but instead of decreasing, the concentrations increase when 

getting closer towards to grain/interface boundary.    
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Fig. 5: TEM images of primary α: the red circles (1 - 8) indicated position within grains where 

diffraction patterns have been recorded using selective area aperture. 

3.4 TEM and SAED analysis 

Fig. 5 shows a primary α grain highlighting the selected areas where diffraction patterns were 

recorded. Accordingly, Fig. 6 shows selected area diffraction patterns taken along the [11-20] zone 

axis from near the grain boundary (a) and the centre of the grain (b). For the diffraction patterns 

recorded near the grain boundaries, only diffraction spots of the matrix can be observed, while 

further inside the grain the typical α2 superlattice reflections are observed. These differences were 

further confirmed by plotting the line intensity profile through the (0000) diffraction spot, Fig. 6c and 

d.  Hence, the initial observation implies that α2-precipitates are present in the centre of the grain 

and that there is less or no α2-precipitation closer to the grain boundaries. 
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Fig. 6: a), b) Diffraction pattern along [11-20]-zone axis using selective area aperture. c), d) 

Intensity profile for orange lines. Diffraction patterns have been recorded a), c) near the grain 

boundary and b), d) the centre of the grain. 

To analyse the variations in α2 precipitation as a function of distance from the grain boundary, the 

ratio of integrated intensities of the superlattice to matrix diffraction spots is plotted in Fig. 7. It can 

be seen that four points in the centre of the grain (Fig. 5) have similar values, forming a plateau 

region, indicating the strong presence of α2 in this region at least 5 µm away from the grain 

boundary. For both of the areas that are closest to the grain boundary (less than 2 µm away from 

the grain-boundary), no superlattice diffraction spots are observed and consequently the intensity 

ratio is zero. In the transition regions from the grain boundaries towards the centre of the grain 

(points 2 and 7), superlattice diffraction spots can be observed, but their intensity is lower than in 

the centre of the grain. This applies for both sides of the grain, but on the right side of the grain, the 

change in intensity appears steeper than on the left side. It can be seen in Fig. 5 that on the right, 

the line on which the analysed areas are aligned is perpendicular to the grain boundary, while there 

is a bulge on the left side of the grain. Therefore point 2 might be closer to grain boundaries than 

point 7 (see Fig. 4). It needs to be kept in mind that a 2D-cross section has been analysed, not 

considering the 3D-shape of the grain. 3D-geometry effects could lead to variations of the chemical 

gradient near the grain boundary, e.g. as it has been observed in Fig.4 and influence α2 

precipitation. 
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Fig. 7: Ratio of the integrated intensity of superlattice diffraction spot to [0000]-diffraction spot. The 

number next to the data points identify the areas defined in Fig.5. The bars in the x-direction 

indicate the width of areas analysed by selective-area diffraction. 

3.5 APT analysis 

Average concentrations have been calculated for three APT-specimens and these are summarised 

in Table 1. The results have been plotted together with the concentration profile of the EPMA-WDS 

analysis in Fig. 4. For the two samples in the centre of the grain, the results of both techniques 

align well. Only for the Sn concentration, the values determined by APT are significantly lower than 

the ones from EPMA-WDS. One possible explanation is that Sn has a lower evaporation field than 

Ti and the other alloying elements [28], which means all Sn ions may not be evaporating on the 

laser pulses as intended. When moving closer to the grain boundaries, both techniques are 

showing the same trend: the concentration of Al decreases, while the concentration increases for 

all other elements. 

 

Fig. 8: Atom maps for the needle taken from the centre of the primary-α grain (a), (b) and the 

needle taken nearest to the grain boundary (c). 12 at.% Al isosurfaces have been used to highlight 

the precipitates in (a) and (b). 
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The atom maps for the three needles, seen in figure 8, show precipitates in the two needles 

nearest the centre of the grain (needle 1&2), but not in the needle near the grain boundary (needle 

3). When a 12 at. % Al isoconcentration surface was applied to needle three, in line with the 

standardised analysis method described in section 2.5, no precipitates were seen; it was not 

possible to identify any precipitates lower than 12 at.% Al using this analysis method. Thus, whilst it 

cannot be said that there is no precipitation in needle 3, there is a greater degree of precipitation in 

needles 1 and 2 than in needle 3. 

The compositions of the precipitates in needles 1 and 2 are reported in table 2 as 15.7-16.1 at. % 

Al and 79.1-79.5 at. % Ti. The precipitates are rich in aluminium and the concentration is close to 

that reported for the α2 phase; 75 at. % Ti and 22.5-39 at. % Al [29]. α2-precipitates also contain Sn 

and Si with an expected Ti:(Al,Sn,Si) ratio of 3:1 [7]. For the analysed particles the concentration of 

α2 stabilising elements is lower than expected, with a Ti:(Al,Sn,Si) ratio of 4.4:1 (needle-1) and 

4.3:1 (needle-2).   

Table 2: Chemical composition of α2-precipitates in needle-1 and needle-2  

 

Based on the measured precipitate composition and the ageing conditions experienced by the 

sample, the precipitates are identified as α2 phase.  The precipitate volume fractions in needle 1 

and 2 were 0.10 % and 0.08 %, respectively. Equivalent precipitate radius was calculated by 

approximating the precipitates as spheres. This returns representative precipitate diameters of 1.9 

nm for needle 1 and 1.8 nm for needle 2. 

4 Discussion 

The motivation for this work originated from the initial observation of the core-shell structure 

observed in primary α grains of a near-α Ti-alloy with bimodal microstructure when using BSE-SEM 

imaging. It is worth pointing out that such a core-shell structure is also observed by optical 

microscopy when analysing a sample etched with Kroll’s reagent. However, in the latter case, one 

might assume the darker shell is a result of over-etching. 

To exclude the possibility of variations in crystallographic orientation being the root cause for the 

brighter shell structure in the BSE-SEM images, crystallographic orientation mapping was used to 

demonstrate that the shell region has the same crystallographic orientation as the core region 

within a range of approximately 0.3°. In some cases, slightly higher misorientations can be found 

within primary α grains, which then also results in a change of contrast, but they are not associated 

with the core-shell structure.  

Element Needle-1 Needle-2

Ti 79.47 79.07

Al 15.68 16.05

Sn 1.68 1.80

Zr 1.56 1.62

Si 0.64 0.59

Nb 0.17 0.19

Mo 0.07 0.03

Concentration (at. %)

Precipitates in
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Detailed quantitative chemical mapping using EPMA-WDS, Fig. 4, also revealed a decrease of 

aluminium (α-stabiliser) and an increase of Mo, Nb, Si, Sn and Zr within the shell area towards the 

grain/interface boundary. It should be pointed out that this analysis was carried out at relatively low 

accelerating voltage (7 keV) and therefore the spatial resolution in width and depth was 300 nm, 

which means that only the data point closest to the α/ β phase boundary might be affected by the 

electron-interaction volume cutting across two phases. Atom probe analysis confirmed both the 

absolute numbers and relative trends recorded by EPMA-WDS. Considering the variation of the 

alloying elements within the shell area, i.e. loss of elements lighter than Ti (except Si) and gain of 

elements heavier than Ti, it becomes clear why the shell appears brighter in BSE-SEM imaging 

than the core area. It also demonstrates that the shell structure must form during cooling from the 

sub-β-transus solution temperature, as the β phase at that stage will be depleted in α-stabilisers 

and enriched in β-stabilisers. It is however interesting to see that Sn and Zr segregate to the β 

phase, which is apparent from the line scan in Fig. 4, but also from the qualitative chemical maps 

presented in Fig. 3. The binary phase diagrams of Ti-Sn [30] and Ti-Zr [31] show that for the 

concentrations of each of the elements in TIMETAL®834, both Zr and Sn are reducing the β-

transus temperature. Therefore, Sn and Zr are β-stabilising elements within the given range, which 

explains the higher concentrations in the transformed β-phase. 

 

Figure 9: Schematic drawing of (a & b) and schematic concentration profile across (c & d) a 

primary α grain during solution heat treatment (a & c) and after cooling to room temperature (b & 

d). In (c), the concentration profile is plotted for the α grain, as well as the surrounding β phase; in 

(d) the profile is plotted for the α phase only and the retained β phase in area C is disregarded.   

The schematic in Fig. 9 is used for explaining the mechanism that leads to the formation of the 

observed core-shell structure. It is assumed that at the end of the solution heat treatment 

equilibrium is reached and therefore the chemical composition is constant throughout each of the 

two phases (Fig. 9, a & c). During cooling from the solution temperature, primary α grains grow into 

the β-phase, which contains relatively low concentrations of α-stabilising elements and high 
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concentrations of β-stabilising elements. Therefore, a shell is formed around primary-α grains, 

which is depleted in α-stabilising elements, respectively Al, and slightly enriched in β-stabilising 

elements. Eventually, the β to α phase transformation switches over from growth of primary α to 

epitaxial growth of secondary α. Throughout the transformation, the β stabilising elements try to try 

to diffuse away from the approaching β/α interface resulting in the retention of some β-phase at 

room temperature with increased levels of β stabilisers. However, some of the β- stabilising 

elements will be trapped in the α-phase as they cannot diffuse away quickly enough. This applies 

particularly for Mo, due to its low diffusion rate in Titanium [32,33]. One might expect that the 

trapping of β stabilisers in the α-phase might increase as cooling proceeds, due to lower diffusion 

rates at a lower temperature. At the same time, it needs to be kept in mind that the equilibrium 

chemical composition also changes as a function of temperature, which potentially influences local 

compositions. The growth of secondary α-phase is often initiating at the grain boundaries of 

primary α grains (Fig. 9, a & b (r1 and blue line)) and direction of growth is in radial direction away 

from the primary α grains (Fig. 9, b: purple arrow). Therefore, secondary α phase further away from 

primary α grains has formed at lower temperatures and therefore can be expected to have slightly 

higher concentrations of β-stabilising elements. 

Regarding the low concentrations of Al, Sn and Si in what is suggested to be α2, characterised by 

APT, there are two possible explanations for low concentrations. Firstly, the ageing time 

experienced by the sample was short, meaning the precipitates are in the early stages of α2 

formation and have not had sufficient time to become fully enriched in Al, Sn and Si. Secondly, 

there is an interface region between matrix and precipitates, as has been shown by Radecka et al 

[7]. As the isoconcentration surface of 12 at.% is lower than the Al concentration expected in the 

α2-precipitates, it can be assumed that the interface region has been included in our analysis, 

resulting in a lower average concentration of Al, Sn and Si than expected for Ti3(Al, Sn, Si). 

Another possible explanation is that in the centres of the primary α grains contain ordered domains 

of α2 as a consequence of spinodal decomposition, instead of of the ideal α2 precipitation.    

It is not clear at this stage to what extent the solid solution strengthening effect changes from the 

core to the shell structure. While less aluminium would reduce solid solution strengthening, the 

increase of the other elements would increase it again. An important question that arises from the 

change of aluminium content is if α2 formation is suppressed in the shell area. As pointed out more 

recently by Radecka et al. [7,8], it is not only aluminium that promotes α2 formation but also 

zirconium, silicon, molybdenum and vanadium. Indeed, their work highlighted that tin and silicon 

are stronger α2 formers than aluminium. Hence, the observed absence of α2-precipitates in the 

shell area studied by SAED in a TEM, as well as in APT, was not a foregone conclusion. The 

formation of α2-precipitates is important for several reasons. It provides precipitation strengthening, 

but it also enhances strain-localisation [34,35] resulting in greater stress concentrations near grain 

boundaries and potentially earlier failure. To what extent the absence of α2 in the shell structure of 

primary α grains might mitigate against such stress concentration by localised shear is not clear at 

this stage, but it highlights the potential importance of the present finding.   
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5 Conclusions 

Primary α grain growth during cooling after sub-β-solvus solution heat treatment of a near-α Ti alloy 

results in chemical segregation, which can be seen in BSE-SEM images in form of a core-shell 

structure in primary α. Microchemical analysis has shown that the shell has a similar chemical 

composition as secondary α; depleted in Al and enriched in β-stabilising alloying elements. Despite 

being described as neutral alloying elements in literature, it has been shown that Sn and Zr act as 

β-stabilising elements. The reduced concentration of Al near the grain/interface boundary results in 

the absence of α2 despite the high level of Sn and Si that also promote α2 formation, while α2 has 

been found in the centre of primary α grains.   
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Appendix 

 

Appendix 1: BSE-SEM image and crystallographic orientation map, using Euler colours, of the 

primary α grain analysed in Fig. 4 (a).    

 



89 
 

4.2 Paper 2 - Understanding strain localisation behaviour in a near-α Ti-

alloy during initial loading below the yield stress 

 

Claudius Dichtl
1*

, David Lunt
1
,
 
Rhys Thomas

1
, Michael Atkinson

1
,Matthew Thomas

2
, Dave Rugg

3
, 

Rebecca Sandala
3
, Joao Quinta da Fonseca

1
, Michael Preuss

1 

 

 

1 
University of Manchester, Manchester, M13 9PL 

2
 TIMET UK, PO Box 704, Witton, B6 7UR 

3
 Rolls-Royce plc, Derby, DE24 8BJ  

 

 

 

 

 

 

The manuscript was published in MATEC Web Conf. 

Volume 321, October 2020, Article Number 11039. 

https://doi.org/10.1051/matecconf/202032111039  

 

 

 

 

 

 

 

 

Highlights of this paper 

Observation of shear-bands at macroscopic loads as low as 70% of yield-stress 

Material with coarse transformation product accumulate more plastic strain at the same relative 

stress level than material with fine transformation product 

At low stress levels, average strains were identical for materials with different prior β-grain 

morphology, but differences can be observed for the maximum strain values and strain distribution 

Even at low stress levels, slip can be observed in primary α, as well as in transformed-β grains 
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Abstract 

Near-α Ti-alloys such as TIMETAL® 834 are known for their superior mechanical properties at high 

temperature, and as such are found in applications where high strength and improved fatigue 

performance at elevated temperatures (>450°C) are required.  However, these alloys can be 

susceptible to cold-dwell fatigue; a failure mechanism that is not well understood. The present work 

investigates the strain localisation behaviour during cold creep and the implications it has in terms 

of dwell susceptibility for two different bi-modal microstructures. Slip traces and strain distributions 

have been analysed for different material conditions by employing High-Resolution Digital Image 

Correlation (HRDIC) in combination with orientation mapping. Using this approach, it was possible 

to distinguish deformation patterns in primary α grains and transformed-β colonies, loaded 

incrementally to stress levels of 70%, 80% and 90% of the yield stress. Different prior β-grain 

morphologies didn’t affect the average strains when stresses are low, but strain distributions have 

been affected by the β-grain morphology. Material with coarse transformation product accumulated 

larger amounts of plastic strain compared to the material with fine transformation product, at the 

same relative stress levels. At low stress levels, slip bands have been detected both in primary α, 

as well in the transformed-β phase, cutting through the lamellae, for the material condition with a 

coarse transformation product; on the other hand, for the material conditions with a fine 

transformation product, slip bands are localised only in primary α grains at low stress levels. It was 

also found for both conditions that at low stress levels slip bands are found in grains that are well 

oriented for basal slip. Based on these observations it is discussed if β-ligaments are significant 

obstacles to dislocation movement. Finally, we will discuss the requirement of crystal-elasticity 

modelling to take into account differences in crystallographic orientations and the elastic and plastic 

anisotropy of HCP-titanium.    
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1 Introduction 

Titanium alloys are often used in high-performance applications, such as aerospace applications, 

due to their high specific strength, fracture toughness and corrosion resistance. However, it has 

frequently been reported that titanium alloys exhibit cold creep at low temperature (T/Tm<0.2 [1]) 

and stresses well below the yield strength [2], [3]. Cold creep in titanium is commonly explained by 

either a high strain rate sensitivity [4] or interface sliding [5], [6].  

In titanium alloys solution treated in the high α+β phase regime the lamellar spacing of secondary 

α, i.e. the transformation product, depends on the cooling rates. This means that high cooling rates 

result in high tensile strength, which is explained by reduced slip lengths in secondary α [7]. It has 

been found that when the Burgers Orientation relationship between the secondary α and the 

retained-β is valid, dislocations might easily cut through the colony at least for one of the three 

possible <a> Burgers directions in the α-phase. However, with further misorientation from it, α/β 

boundaries become a strong obstacle for dislocation movement [1], [8], [9].  

Plastic deformation in titanium alloys is accommodated by dislocation movement in five distinct 

groups of slip systems:  basal slip, prismatic slip and first-order pyramidal slip with <a>-type 

Burger’s vector, and additionally first and second-order pyramidal slip with <c+a>-type Burger’s 

vector [10]. The critically resolved shear stress at room temperature for <c+a>-type slip is more 

than two times higher than for basal and prismatic slip with <a>-type Burger’s vector [7]. Bridier et 

al. showed that the active slip systems during tensile testing of Ti-6Al-4V are basal, prismatic and 

first-order pyramidal slip [10]. For stress levels below the yield-stress, basal and prismatic slip are 

the dominant slip systems [11], with basal slip being activated at the lowest stress levels [11], [12]. 

While this applies for lower stresses, at higher stresses pyramidal and prismatic slip are dominantly 

contributing to strain localisation [13]. 

In a previous study, High-Resolution Digital Image Correlation (HRDIC) was used to show and 

analyse the formation of slip-bands in the α+β titanium alloy Ti-6Al-4V for stresses below the yield 

point. McLean et al. focused on the effect of micro-textured regions in equiaxed microstructures on 

strain localisation behaviour [13]. It was found that pyramidal <c+a> slip can be activated at low 

stress in micro-textured regions with basal normal preferentially orientated in the loading direction, 

but that the formation of long bands of localised strain was formed by prismatic slip. In the present 

study, we carry out a similar study on the titanium alloy TIMETAL®834 with a bi-modal 

microstructure. We use two ingots with different thermo-mechanical processing history (Material A 

& B) and two different transformation products to study the effect of microstructure on the strain 

localisation. At first Materials A & B, both with fine transformation product were analysed to study 

the effect of prior β-grain morphology. Then two conditions of Material B with different 

transformation products were tested to study the effect of cooling rate and lamella width. HRDIC 

analysis of images obtained in-situ during mechanical testing was used to probe the differences in 

mechanical response between primary α grains and secondary α colonies. 

2 Experimental 

2.1 Material 

Two ingots of TIMETAL-834, with different forging histories, were supplied by TIMET, UK. The two 

ingots have differences in the morphology of prior β-grains and are referred to as ‘Material A’ 
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(smaller prior β-grains) and ‘Material B’ (larger prior β-grains). After forging, two different heat-

treatments were applied to each material condition.  The heat-treatments consisted of a 2 h 

solution-heat treatment at 1015 °C followed by cooling to room temperature with either slow cooling 

(1 K/s) or fast cooling (10-30 K/s). The heat-treatment produces a bi-modal microstructure with 

either coarse (slow cooling) or fine (fast cooling) transformation product. Both conditions were 

subsequently annealed for 2 hours at 700 °C leading to the formation of α2-precipitates 

predominantly in the primary α grains [14], [15]. 

2.2 Microstructure 

The morphologies of the β-grains in near-α titanium alloys cannot be easily obtained by EBSD-

based orientation mapping of the β-phase, as the volume fraction is low and the width of the β-

lamellae is only around 0.1µm. Instead, crystallographic orientation maps of α-phase were 

recorded using EBSD from which the β-phase was reconstructed using an algorithm, based on the 

Burgers orientation relationship [16]. The material conditions with the fine transformation product 

were used for the comparison, as the secondary α colonies are smaller, which has proven to result 

in a higher fraction of data points with successful β-reconstruction. Only one material condition for 

each Material A & B was analysed, as it is assumed that the β-morphology is not changed by the 

cooling rate or annealing heat treatment. For EBSD-mapping a TESCAN Mira3 field emission gun 

scanning electron microscope equipped with the Oxford Instrument-Symmetry detector was 

utilised. The beam settings were 20 kV, 96 nA and a step size of 7.5 µm was used.  

Optical bright field microscopy was used to determine the volume fraction and size distribution of 

primary α grains and the lamella spacing of the transformation product for all material conditions. 

Specimens were ground with abrasive paper (to 4000 grid), polished in a colloidal silica solution 

and then etched with Kroll’s reagent (2 ml HF, 4 ml HNO3, 94 ml H2O) to reveal the underlying 

microstructure. The difference in brightness of primary α phase compared to transformed-β phase 

was used to separate the two phases and create a binary image. The ‘Detect particle’ function in 

‘Fiji’ was then utilised to determine the volume fraction of primary α. The lamella spacing of 

secondary α was determined by applying the line intersection method on 30 colonies. 

2.3 Mechanical testing 

For the mechanical baseline characterisation and HRDIC experiments, flat dog-bone specimens 

with a cross-section of 3x1 mm² were used. Uniaxial tensile testing was carried out on an Instron 

5569 electromechanical tester at a constant strain-rate of 0.005 1/s to record stress-strain curves 

and to determine the 0.2%-proof stress of each material condition [17]. The results are shown in 

Table 2.  

HRDIC analysis requires a pattern of distinct features on the sample surface. Therefore the 

samples were ground and polished with colloidal silica. A thin layer of gold was deposited on the 

surface using a sputter-coater. The gold-layer was broken up and transformed to distinct nano-

sized particles using water-vapour remodelling process at a temperature of 275°C for 2 hours [18].  

The HRDIC experiments were carried out in-situ, using a ‘Deben’ 5kN tensile stage inside an ‘FEI-

Quanta 650’ FEG-SEM. This allows the sample to be mechanically loaded during imaging. All 

mechanical loading is at stress levels relative to the 0.2 proof stress of each specimen. Three load 

steps were used: 70, 80 and 90 % of the 0.2% proof stress, referred to here as the yield stress 



93 
 

(σ0.2%). After being loaded to the first load step, the stress was held constant for 10 minutes to 

accommodate the plastic deformation. Then the load was reduced by 5 %, e.g. from 70 % of σ0.2% 

to 65 % of σ0.2%, to stop any further deformation process. At this stress level, the samples were 

imaged, before the next load steps were applied in the same way. The images were recorded at 10 

kV and a working distance of 11.7 mm with 2048 pixels wide at a field width of 30 µm. A mosaic of 

8x8 images was recorded, which were then stitched into a large image, using ‘Grid/Collection 

stitching’ plug-in for ‘Fiji’ [19], [20], resulting in a stitched image of 180 x 180 µm². 

2.4 Processing of DIC data 

Digital image correlation (DIC) was performed using LaVision DaVis 8.4.0 software. In DIC, the 

local displacements are determined by comparing the undeformed image to the deformed image at 

each load step. For the correlation process, a sub-window size of 24 x 24 pixels was used, 

resulting in a spatial resolution of 350 nm. As there is a variation in the morphology of the gold 

pattern between grains, some areas exhibit higher noise levels than others. To reduce noise, a 

Gaussian filter is applied to the strain data. The deformation maps consist of strain components 

parallel (εxx) and perpendicular (εyy) to the loading direction x, and a shear component (εxy). From 

these three vectorial components, the scalar γeff is calculated, which is referred to as the effective 

shear strain (1) [18], [21]. Effective shear strain is used as it takes all in-plane shear components 

into account. 
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To display slip-bands and overlay them on top of microstructural maps, areas of high strain are 

segmented in the strain maps. Due to low levels of strain and higher than usual experimental noise 

due to the in-situ setup, the noise level can be close to the strain values. Segmenting the strain 

data helps in displaying deformation patterns without random noise. All data points in a strain map 

with strain values higher than a threshold value are accepted, while all other points are discarded. 

The threshold value is set to be the 99th percentile of the strain distribution, as noise and artefacts 

might also be segmented for lower threshold values. This segmentation results in a binary image of 

slip-bands were the exact values within the slip-bands are lost. 

To calculate the expected elastic strain, equation (1) is used and Poisson-ratio is assumed to be 

0.3 and the shear component εxy needs to be set to zero. Tensile testing determined Young’s 

modulus to be 117 GPa.    

3 Results 

In Fig.1 the β-phase morphology of Material A and Material B is displayed. Material A exhibits what 

seem to be small β grains, but in some cases, there are areas with common crystallographic 

orientation that are several millimetres in size. While there appears to be a preferential orientation 

within each area, there are also other orientations present. These areas of preferential 

crystallographic orientations have no clear boundaries, making it difficult to define a clear prior β-

grain size. In Material B, grains with a size of up to 500 µm are present. These grains only have 

one crystallographic orientation and a clear boundary. These clearly defined grains are separated 

from each other by regions with randomised texture. Overall, Material A exhibits smaller β grains, 

but there are long chains of similarly orientated β-grains. The β-grains in Material B are larger than 
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individual β-grains in Material A but smaller and with sharper outlines compared to the areas of 

similarly orientated β-grains in Material A. 

 

Fig. 1: Crystallographic orientation maps of β-phase for two material conditions A & B. The IPF-

colouring is displayed for the reference direction ‘X’, which is in parallel to the loading direction. The 

maps have been created from EBSD-data of α-phase using a reconstruction algorithm. 

The grain size and volume fractions of the different phases for the microstructures displayed in 

Fig.2 are summarised in Table 1. For material A & B, the fast cooling rate results in similar lamella 

spacing of just over 1 µm. While the primary α volume fraction is similar for both materials, material 

B exhibits a smaller average primary α grain size; a difference which originates from differences in 

the initial thermomechanical processing route. Comparing different cooling rates for material B 

reveals that slower cooling results in the lamella spacing being approximately 60 % wider than for 

the faster cooling rate. The material condition with coarse transformation product (slower cooling) 

has a higher primary α volume fraction (23 %) than the condition with a fine transformation product 

(18 %). This is due to the slower cooling rate giving more time for primary α grain growth [22]. 

Table 1: Summary of microstructure analysis based on micrographs displayed in Fig. 2 

 

Lamella spacing 1.2 ± 0.1 µm 1.1 ± 0.3 µm 1.8 ± 0.4 µm

Primary α   

Volume fraction
19.7 ± 0.7 % 18.2 ± 1.0 % 23.1 ± 0.3 %

Average α(P)         

grain size (area)
506 ± 9 µm² 379 ± 18 µm² 469 ± 11 µm²

Material A Material B

Fine lamellae Fine lamellae Coarse lamellae
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Fig. 2: Optical micrographs of etched specimens for three material conditions, showing the 

morphology of primary α grains and secondary α/β lamellae.  

The average strain values are summarised in Table 1 and plotted in Fig.3. First, a comparison is 

made between material A & B with fine lamella spacing. As both materials have similar yield 

strength (see Table 1), the applied stresses are almost identical. At 70 and 80 % of σ0.2% both 

materials are performing identically. At the first two load steps, the effective shear strain is 

approximately 0.2 % higher than the expected elastic strain. From the 70 to 80 % of σ0.2% load step 

the strain develops parallel to the expected elastic response (Fig. 3, b). In conclusion, the increase 

of strain from the first to the second load step is mainly elastic and little additional plastic strain is 

accumulated in the samples. Going from the 80 to 90 % of σ0.2% load step, the strain increases two 

times more for material A – fine lamella (increase of ~0.8 %) than for material B – fine lamella 

(increase of ~0.3 %). Additional analysis of the microstructure, e.g. EBSD maps of larger areas and 

BSE-SEM at higher spatial resolutions, are attached in the appendix of the thesis (see chapter 7.1). 
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Fig. 3: The mean effective shear strain for each load step and material condition is plotted as a 

function of a) load step and b) applied stress. The stresses in b) refer to 65, 75 and 85 % of σ0.2%, 

which are the stress levels at which the strain maps have been recorded. The black line in plot b) 

shows the theoretical elastic response of the material.  

Next samples with coarse and fine transformation product (both Material B) are compared. For the 

load step at 70% of σ0.2% load step, both material conditions exhibit similar average effective shear 

strain. As the material with coarse secondary α lamella has a lower strength, it was tested at lower 

applied stresses. This can be seen by the curve of material B – coarse lamella being shifted to 

lower stress values when plotted as a function of stress (Fig. 3 b)). For the 80 % and 90 % of σ0.2% 

load step strain increases more for the material with coarse lamella, particularly for the 90 % of 

σ0.2% load step, where the strain is almost twice as high. 

 

Fig. 4: Normalised frequency distribution of the effective shear strain at 70% of σ0.2%, comparing a) 

Material A & B with fine lamella and comparing b) coarse and fine lamella for Material A. The 

dashed lines show the normalised 99
th
 PCTL for each material condition. 

In Fig. 4 frequency distributions of the effective shear strain at 70% of σ0.2% is plotted for a) material 

A & B fine lamella and b) fine and coarse lamella in material B. Figure 4 a) shows that for 

normalised shear strain values lower than 2, both curves are almost completely identical. Also, 

while the values of the 99
th
 percentile of the strain distribution are close together for both materials, 

for values higher than 2, significant differences between both samples are revealed. For material B 

the highest effective shear strain values are approximately 3.5 times higher than the average value. 
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For material A this value is more than twice as high, with values of up to 8 times the average strain. 

This indicates that in material A – fine lamella the strain distribution is more heterogeneous and 

that slip bands with higher strain values are formed. The frequency of the strain values higher than 

two times the average is low; therefore these high strain values only have a small impact on the 

average strain. 

The comparison of material B between coarse and fine lamella shows similar behaviour. However, 

the value below which the strain distribution looks similar is lower, at 1.5 times the average value. 

In this range, the distribution around the average value looks narrower for the material with coarse 

lamella, which indicates a more homogeneous strain distribution. However, for values above this 

range, the frequency is up to one order of magnitude higher for the material with coarse lamella. 

Also, the maximum effective shear strain values of material B – coarse lamella is around 65 % 

higher than for material B – fine lamella. As higher frequencies of high strain values have been 

observed at the same average strain, the strain distribution of the material with coarse lamella is 

more heterogeneous. 

 

Fig. 5: The 99
th
 PCTL of the effective shear strain is used for segmenting the strain maps of the 

70% load step. The values for each material for the 99
th
 PCTL are given in Table 2. Areas with 

strain values above this threshold are displayed in red. The strain data is displayed on top of 

Schmid-factor maps for basal slip.  

Fig. 5 shows a skeleton map of average Schmid factor for basal slip overlaid with the 99th 

percentile of effective shear strain at 70% of σ0.2% for all conditions. Basal slip is chosen, as it is 

assumed to be the slip system that is activated at the lowest stress levels [10]. For all conditions, 

the high strain slip bands are all in grains with a Schmid factor >0.3. This indicates the dominant 

active slip system is likely to be basal slip. It should be noted that without more detailed Burgers 
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vector analysis this is only a qualitative assessment of slip activity. The frequency distributions of 

the Schmid factors for basal and prismatic slip (Fig. 6) show similar distributions for both slip 

systems. Hence, based on the crystallographic orientations and the Schmid factors, the activation 

of both slip systems is equally likely. For material A – fine lamella and material B – coarse lamella, 

well-defined slip bands, 25 to 50 µm long can be observed. These are the two material conditions 

that exhibit higher strain values than material B – fine lamella; relative to their average strain values 

(see Fig. 5). In contrast, for material B – fine lamella the slip bands are shorter. 

Table 2: Loading conditions and results of mechanical testing and HR-DIC testing. Mean value and 

99
th
 percentile (PCTL) of effective shear strain are determined for complete deformation maps.  

 

 

 

Fig. 6: Frequency distributions of Schmid factors of basal and prismatic slip. 

Yield stress  σY

[%] Mean 99th PCTL

70 652 0.47 0.85

80 745 0.58 2.07

90 838 1.37 6.33

70 654 0.49 0.77

80 747 0.59 1.06

90 841 0.85 2.89

70 634 0.51 1.02

80 724 0.71 2.51

90 815 1.69 7.06
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Fig. 7 shows the effective shear strain values higher than the 99th percentile (for 70% of σ0.2% load 

step) overlaid in red on top of backscattered electron images of the microstructures for both 

conditions for ‘Material B’. The sample with the coarser transformation product exhibits high strain 

slip-bands in both primary α and secondary α colonies, where the slip bands in the secondary α 

colonies are cutting across the lamellae. Conversely, slip-bands are only observed in the primary α 

grains for the material with the finer transformation product. 

 

Figure 7: Areas with strain values above the 99 PCTL are displayed in red. The strain data is 

displayed on top of BSE-image showing the microstructure of the material condition with a) coarse 

and b) fine transformation product for Material B. Black lines are showing grain boundaries which 

were identified in the correlated crystallographic orientation maps using the 10° misorientation 

criterion. 

4 Discussion 

The morphology of the prior β-grain structure has been analysed for two materials. Material A 

exhibits large areas of similarly orientated β grains reaching several mm in size. In Material B the 

β-grains are better defined and sharper, but smaller (less than 1 mm) than the similar orientated β 

grain regions for material A. At low stress levels (70 and 80 % of σ0.2%) the average strain values 

did not reveal any difference between materials A & B. Only at a stress level of 90% of σ0.2% 

Material A exhibits higher strain values than Material B. On the other hand, in material A, even at 
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low applied stress (70% of σ0.2%) a few events of much higher shear strain values can be found, 

leading to a more heterogeneous strain distribution.    

When comparing material with fine and coarse transformation product, it was shown that material 

with coarse lamella was accumulating more plastic deformation at the same relative stress levels 

than material with fine lamella. Also, the strain distribution is more heterogeneous for material with 

coarse lamella. As the yield stress is lower for material with coarse lamella, the same relative 

stress levels correlate to lower applied stress.   

Slip-bands can be seen in all material conditions even at 70% of σ0.2%, but the small number of slip-

bands only has a small effect on the average strain. At lower strain levels, noise and measuring 

artefacts can influence the results, making it harder to interpret differences between samples. 

Therefore segmented strain maps have been displayed, which show the high strain regions and 

allow removing noise.    

The correlation of HRDIC results with crystallographic orientation data showed that at 70 % of 

σ0.2%, all observed strain higher than the 99th PCTL were located in grains well aligned for basal 

slip. Despite this not being a confirmation of the activated slip system, the observation aligns with 

results in the literature that basal slip is activated at the lowest stresses. In future work, the ‘relative 

displacement ratio’ (RDR) technique will be used to unambiguously determine the activated slip 

system.    

The difference in strength between fine and coarse β-transformation product correlates with the 

strain localization behaviour. For the material with coarse transformation product slip bands can be 

found in both phases, suggesting there is no difference in strength between primary α and 

transformed β. In the secondary α colonies, slip bands cut through the lamellae in the transformed 

β-phase. In the material with the finer transformation product, no strain above the 99th percentile 

has been observed in secondary α colonies. This is in agreement with the assumption that finer 

transformation product has a more significant strengthening effect [7]. However, these observations 

cannot prove that there are no slip-bands in the transformed-β phase, as the observed areas are 

not large enough and as strains below the 99th percentile were not considered.    

The analysed samples are similar in texture on a macroscopic scale, but there are variations in 

local texture which, in combination with the elastic anisotropy of titanium, might have effects on 

local average strains and strain distributions. Therefore crystal-elasticity modelling is required to 

take the effects of local texture and elastic and plastic anisotropy into account.    

5 Conclusions 

 For all material conditions, slip bands have been observed at 70% of yield stress 

 Regarding average strain values materials with different prior β-grain structure performed 

identically at low stress levels 

 Material with small prior β-grains but large areas of preferential crystallographic 

orientations accumulates more plastic strain than the material with larger prior-β grains for 

stresses close to the yield point 

 Material with large prior β-grains exhibits higher strain values and more heterogeneous 

strain distribution for low stresses 
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 At low stress level slip can be observed in primary α, as well as in transformed β-phase for 

material with coarse transformation product 

 For material with fine transformation product, slip bands are only observed in primary α 

grains 
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Highlights of this paper: 

For alloys with bimodal microstructure, susceptibility to cold creep increases with a coarser 

transformation product. This is accompanied by increased slip localisation.  

HRDIC analysis shows that the dominant slip mode is basal during cold creep deformation at 70% 

of the 0.2% proof stress in the near-α titanium alloys TIMETAL®834. 

Correlation of HRDIC/EBSD analysis and CP-modelling provides new insight in the role of elastic 

anisotropy on of possible basal slip activation during initial loading. 

 



104 
 

Contributions 

For Manuscript 3 titled ‘Investigation of slip activity during initial cold creep deformation in a 

near-α titanium alloy’, Claudius Dichtl, Michael Preuss and João Quinta da Fonseca designed the 

study. Claudius Dichtl performed the experiments and prepared the manuscript. David Lunt 

supported sample preparation and data processing. Michael Atkinson supported the in-situ HRDIC 

experiment and together with Rhys Thomas and David Lunt contributed to the data analysis. 

Michael Atkinson, Bartosz Barzdajn and Adam Plowman contributed to running the crystal plasticity 

models. All authors contributed to writing and editing the manuscript.  

 

 

 

 

 

Abstract 

Near-α titanium alloys are known to be susceptible to cold dwell fatigue (CDF), a failure mechanism 

that has been linked to cold creep during high-load dwell times superimposed onto low cycle 

fatigue loading. To shed new light on the mechanisms and to understand better the role of the 

microstructure, two different bimodal microstructures (fine and coarse transformation product) of 

TIMETAL®834 were investigated at stress levels below the 0.2% proof stress using a combination 

of grain orientation mapping and in-situ electron microscopy imaging. This enabled in-depth 

analysis of 2D slip patterns and slip system activity using High-Resolution Digital Image Correlation 

(HRDIC), showing that in both microstructures basal slip is initially the dominant slip mode before 

prismatic slip activity increases approaching the 0.2% proof stress. Comparing the two constituents 

in the bimodal microstructure, first slip bands are localised predominantly in primary α grains, 

indicating higher strength of colonies, particularly for finer transformation products. During 10-

minute load holds at stresses below 0.2% proof stress, more plastic strain and longer connected 

slip traces across several grains were observed in the sample with coarse transformation product, 

indicating higher susceptibility to cold creep deformation.  

Crystal plasticity modelling was utilised to determine local stresses in individual grains at the onset 

of plasticity and test the hypothesis that the dominance of basal slip at low stress levels is caused 

by the elastic anisotropy in Ti alloys. However, while consideration of elastic anisotropy increased 

resolved shear stress (RSS) values for basal slip relative to prismatic slip, it did not unambiguously 

explain the early activation of basal slip. Furthermore, thermal residual stresses at the crystal level 

due to the anisotropy of coefficients of thermal expansion (CTE) were included in the simulation, 

which created a wider spread of the RSS data but did not preferentially promote high RSS values 

for grains well aligned for basal slip. In the absence of an unambiguous conclusion, it is 

hypothesised that basal slip might display lower critical resolved shear stress values than typically 

reported but high work hardening rates compared to prismatic slip. 
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1 Introduction 

TIMETAL®834 (Ti-5.8Al-4Sn-3.5Zr-0.7Nb-0.5Mo-0.35Si-0.06C) is a near-α titanium-alloy 

developed for applications at elevated temperatures of up to 600°C, particularly for rotative-parts in 

aero-engine compressors [1]–[3]. Superior high temperature creep properties are achieved by 

using Nb and Mo as β-stabilisers instead of V, as e.g. in Ti-6Al-4V, as well as the addition of 

0.35wt.% Si and 4wt.% Sn, while strength is increased by the formation of T3Al (α2) and silicide 

precipitates [3]–[9]. Typically, the best combination of high strength, creep and fatigue properties 

are achieved for bimodal microstructures with primary α volume fractions of ~ 15-20% [7], [10], 

[11].  

In near-α and α+β titanium alloys, including TIMETAL®834, creep deformation occurs readily at 

room temperature and stresses below the macroscopic yield point, often referred to as cold creep 

[12]–[18]. It is of interest to understand the mechanisms of cold creep deformation and the 

correlation to the underlying microstructure, as cold creep deformation can contribute to a reduction 

in cycles to failure (dwell-debit) for cold dwell fatigue (CDF) loading conditions [19]. CDF is cyclic 

loading with an additional load-hold applied at or close to the maximum applied stress [20], [21], 

where a load-hold of 120 s is sufficient to lead to dwell-debits of up to a factor 18 [22]. It has been 

demonstrated that the susceptibility of cold creep [13], [15], [18] and CDF [23], [24] does rise with 

increasing primary α grain or colony size, respectively coarser microstructures. To improve the 

mechanistic understanding of these loading conditions, it is important to investigate the activation 

of slip during the first load cycle and deformation during the load-hold, which has a detrimental 

effect on material performance.   

In previous work on α+β titanium alloys (Ti-6Al-4V, Ti-6242, Ti-6246), slip activation at stress levels 

below the macroscopic yield point has been observed, with basal slip being the dominant slip mode 

during the initial slip activation [25]–[30]. The reason for the early activation of basal slip, despite 

prismatic slip being typically considered as at least as easy to activate as basal slip, has been 

much debated. Possible explanations put forward include the idea of microtextured regions forming 

stress hotspots [26], stress heterogeneity due to elastic anisotropy and grain interactions [31] and 

some authors have also suggested that basal slip does exhibit lower critical resolved shear stress 

(CRSS) values than prismatic slip [28], [29], [31]. It is interesting to note that the reported CRSS 

values for basal and prismatic slip in Ti-alloys do indeed cover a wide range and that in some 

studies basal slip is said to be harder, i.e. CRSS(Ba)>CRSS(Pr) [30], [32]–[38] and in others easier 

i.e. CRSS(Ba)<CRSS(Pr) [28], [29], [31], [39]–[42]. These discrepancies in CRSS are attributed to 

many factors including variations in chemical composition, in particular Al-concentration [33], [34], 

[43], α2-precipitates [41], lamellae spacing and orientation [32], [35], [44]  and grain size [43], [45]. 

Therefore, CRSS values can only be directly compared for alloys with similar compositions and 

microstructures. Reported CRSS values also depend on the method used for determining them. 

Micro-pillar or micro-cantilever testing has been increasingly utilised to determine CRSS values 

[36], [37], [46], but these values are typically lower than when determining such values in bulk 

material, as hardening mechanisms and constraints by neighbouring grains are not considered 

[47]. In-situ slip trace observation can be used to determine the macroscopic stress at which the 

first local slip activity is observed and a correlation to crystallographic orientation data enables the 

identification of the activated slip system [30], [34], [41]–[43]. A study combining this approach with 
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crystal plasticity (CP)-modelling to determine local RSS values reported that CRSS values are 

lower for basal (338 MPa) than for prismatic (352 MPa) slip in Ti-6Al-4V [29]. 

As mentioned earlier, the elastic anisotropy of the α phase in titanium alloys is also likely to 

influence the activation of slip systems due to a 50% stiffer elastic response along the c-axis 

compared to loading perpendicular to it [31], [48]. Therefore, at the same applied strain, the axial 

stresses will be highest in grains with their c-axis parallel or showing only a small declination angle 

from the loading direction. Since a slight increase of the angle between the c-axis and the loading 

direction still results in high stiffness and hence stresses [40] but also a rapid increase in Schmid 

factor for basal slip, the elastic anisotropy is a plausible explanation for the dominance of basal slip 

during the onset of plasticity. Thermal residual stresses, which develop during cooling from heat 

treatments as a result of anisotropic thermal expansion, may be a further factor influencing early 

plastic deformation and activation of specific slip systems [49], [50].  

In the present study, we investigate slip activation during 10-minute load-hold experiments at three 

stress levels below the 0.2% proof stress, evaluating the cold creep behaviour of two bimodal 

microstructures: one with coarse and one with fine transformation product. Whilst previous work 

has shown that basal slip is the dominant slip system during initial plastic deformation, it is not clear 

if the same behaviour can be expected for cold creep deformation. In addition, there is no current 

understanding of the strain distribution in the microstructure under such conditions and its evolution 

with increasing stress level. The different microstructures and constituents are also evaluated in 

respect of their susceptibility to cold creep deformation. 

To address these questions SEM-based high-resolution digital image correlation (HRDIC) in 

combination with crystallographic orientation mapping is used to accurately determine slip activity 

during creep deformation across many grains, whilst also allowing the slip mode to be quantified for 

both the primary α and secondary α constituents [51]. CP-modelling is used to quantify the impact 

of elastic anisotropy and thermal residual stresses on the resolved shear stresses of individual 

grains during elastic loading, to accept or reject proposed mechanisms for early basal slip. 

2 Experimental  

2.1 Sample preparation 

The near-α titanium alloy TIMETAL®834, used in the present work, was supplied by TIMET, UK. A 

bimodal microstructure with a primary α volume fraction of around 15% was produced by solution 

heat treating two blocks of material for two hours at 1015 °C, i.e. about 30 °C below the β transus 

temperature [52]. Subsequently, one of the blocks was cooled rapidly by oil quenching (10 – 30 

K/s), leading to a fine transformation product. The other block was furnace cooled to room 

temperature at a rate of 1 K/s, resulting in a coarser transformation product. Subsequently, both 

blocks were annealed for two hours at 700 °C, which is known to lead to the precipitation of Ti3Al 

(α2), predominantly in the primary α grains [7], [8].  

Flat dog-bone specimens, with a gauge volume of 1 x 3 x 26 mm3 (t x w x l) were electrical 

discharge machined for uniaxial tensile testing. Subsequently, both sides of all samples were 

ground to #800 grit paper to remove deep scratches and oxides formed during machining. The 

samples were further ground followed by hand polishing in water-based colloidal silica solution 

(4:1) for 10 mins to mirror finish. To reveal the microstructure by optical microscopy, polished 
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samples were etched with Kroll’s reagent (2 ml HF, 4 ml HNO3, 94 ml H2O). For mapping strain 

patterns by high-resolution digital image correlation (HRDIC), a gold speckle pattern was applied to 

the polished surface using the gold remodelling technique [9], [53]–[55]. To produce the speckle 

pattern, a thin film of gold was deposited onto the sample surface, at a current of 40 mA and 

pressure of 0.5 mbar for 5 minutes, using an Edwards S150B sputter coater. The film was then 

remodelled in a water-vapour environment at 275 °C for four hours [53], [55], producing isolated 

speckles, of which 99% have a diameter in the range of 28 to 150 nm. 

2.2 Baseline characterisation 

For each material condition, an area of 2 mm² was characterised by means of optical bright-field 

microscopy. Segmentation of the primary α constituent was performed, using the image analysis 

software ‘Fiji’ [56], based on the differences in grey-scale values between the two constituents. The 

‘characterise particles’ function was chosen to determine the average size and volume fraction of 

primary α grains. The spacing of secondary α lamellae was calculated utilising the line intercept 

method for 30 secondary α colonies. 

 

Fig. 1: (a & b) Optical micrographs of the microstructure and (c & d) crystallographic orientation 

maps  for material with (a & c) fine and (b & d) coarse microstructure. (e - f) Area containing 

transformed β phase at higher magnification, displayed with (e & f) Euler colours and (g & h) band 

contrast. 
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Crystallographic orientation mapping was performed by means of Electron Back Scattered 

Diffraction (EBSD) in an ‘FEI Quanta 650’ field emission gun scanning electron microscope (FEG-

SEM) equipped with Oxford Instruments HKLNordlys EBSD detector at an acceleration voltage of 

20 kV. An area of 250 x 250 µm2 was analysed with a step size of 1 µm, which coincided with the 

area analysed later by HRDIC but at approximately twice the interrogation window size. A 

misorientation of 10° was chosen for grain boundary definition. Grains smaller than 10 µm² were 

not considered in any subsequent analysis. 

Table 1: Lamella spacing, primary α volume fraction and the average size of primary α grains of 

the complete sample determined by optical microscopy. The number and size of primary α grains 

and secondary α colonies in the DIC area is based on crystallographic orientation mapping 

 

Stress-strain curves were recorded for uniaxial tensile tests to determine the 0.2% proof stress 

(σ0.2%) for both material conditions employing an ‘Instron 5569’ electromechanical tester with a 25 

kN load cell at a constant strain rate of 0.005 1/s [57]. Strain was recorded using an axial 

extensometer with a gauge length of 10 mm. 

Table 2: Summary of results of the mechanical baseline characterisation, the applied load steps in 

the HRDIC experiment, as well as the mean values and 99
th
 percentiles of the effective shear strain 

determined by HRDIC. The elastic strain response has been calculated based on the applied 

stress in each load step and Young‘s modulus of the bulk material. 
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2.3 HRDIC – experimental 

In-situ loading experiments were performed using a ‘Deben’ 5 kN tensile stage placed inside an 

‘FEI Quanta 650’ FEG-SEM. This setup enables imaging specimens at load, avoiding possible 

strain reversal during unloading and any possible issues with enhanced accumulation of plastic 

deformation due to repeated loading and unloading [58]. Hence, this procedure was used to record 

images of the gold patterned sample surface during a series of deformation steps to monitor the 

strain evolution during a single loading process. As two material conditions with different yield 

strengths were compared, the load steps were defined as the relative values of 70, 80 and 90% of 

σ0.2% (Table 2). For each load step, a stress hold of 10 minutes was applied. Afterwards, the stress 

was reduced by 5%, e.g. from 70 to 65% of σ0.2% to avoid further plastic deformation during the 

imaging step, which took around 1.5 hours (Fig. 1). 

Images for the HRDIC analysis were recorded at an acceleration voltage of 10 kV with a scan 

speed of 5 µs/pixel and 2 times frame averaging to reduce drift compared to a scan speed of 10 

µs/pixel and charging issues [59], [60]. A ‘Deben Centaurus’ photomultiplier detector PMD was 

utilised as it can be manoeuvred in-between the grips of the micro-tester, allowing for a relatively 

low working distance of 11.7 mm. The imaged area of 250 x 250 µm² for HRDIC analysis was 

covered by recording 12 x 12 images (each frame being ~ 30 x 27 µm², 2048 x 1832 pixels) with an 

overlap of 20%, which were then stitched together before processing using the ‘Grid/Collection 

stitching’ plug-in in ‘Fiji’ [56], [61]. 

2.4 HRDIC – data analysis 

The displacement maps for each deformation step are computed by using LaVision’s DIC software 

package DaVis version 8.4.0 [62]. The image of each load step is correlated directly to the 

undeformed sample, using an interrogation window size of 32 x 32 pixels. This window size 

represents a good trade-off between high spatial resolution (468 nm) and low noise [63] but 

provides a lower spatial resolution than typically achieved during ex-situ experiments (147 nm [9]) 

while the error and noise are comparable.  

Calculation of strain tensors by differentiation of the in-plane displacements determined by the DIC 

software and subsequent data analysis was performed using in-house Python routines [64] and the 

NumPy numerical library [65]. The deformation maps contain three components, which are the in-

plane shear strain (εxy), and the strain parallel (εxx) and perpendicular (εyy) to the loading 

direction. For the data analysis, we used the effective shear strain (γeff) defined by equation (1), as 

it takes all in-plane shear components into account [53], [66]. 

���� = ��
�������

�
�

�

���
�             (1) 

Image correlation of two images of the undeformed sample was used to determine the systematic 

error of the HRDIC analysis. Between the two image acquisitions, the set-up process of the SEM 

was repeated without removing the sample from the microscope, as this is also not necessary 

during the in-situ experiment. The strain uncertainty was calculated to be approximately 0.15% for 

each measurement point of effective shear strain. 
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BSE-SEM images of the undeformed samples of the HRDIC analysis, which are inherently 

perfectly aligned with the deformation maps, were used to generate separate strain maps for 

primary and secondary α constituents. A binary image of the constituents was created by selecting 

all primary α grains in the BSE-SEM images, using the ‘Freehand selection’-tool in ‘Fiji’ [56], which 

was then used to mask out either of the two constituents in the effective shear strain maps (Fig. 6, 

(e-h)) and to calculate the average values, as well as the 99.5th percentiles (Fig. 6, (a-d)). 

This approach was also used to determine the constituent of each grain identified in the 

crystallographic orientation maps. In some cases, a primary α grain and an adjacent secondary α 

colony were found to have the same crystallographic orientation and therefore appeared as one 

grain in the orientation map. These grains were disregarded in further analysis (e.g. Fig. 5, (c & d)). 

Therefore, the sum of primary α grains and secondary α colonies is lower than the total number of 

grains in Table. 1. 

Active slip systems were determined using Slip Trace Analysis (STA) technique [63], [67], [68]. 

Initially, the orientation of a slip trace in the deformation maps is determined by fitting a line to it, 

which is then correlated to the directions of all possible slip systems based on the crystallographic 

orientation of the grain. The acceptance criterion for a possible slip system was <5° for the angle 

between the experimental and theoretical slip trace. Slip lines that did not match with any of the 

possible solutions were labelled as ‘no match’ (Fig. 5, (a & b)). Different slip systems may exhibit 

the same slip lines at the sample surface, resulting in ‘ambiguous’ solutions’ [51], in which case all 

possible solutions were reported. In these cases, relative displacement ratio (RDR) analysis can be 

used to determine the Burger’s vector direction associated with the slip line [68], [69]. If the 

Burger’s vector matches with only one of the possible slip systems, an unambiguous solution can 

be reported. In Fig. 5 the fractions of grains, weighted by grain size, in which a certain slip system 

was identified were calculated. First and second order pyramidal slip, both <a> and <c+a> type 

slip, were summarised as ‘pyramidal slip’. 

2.5 Crystal plasticity modelling 

Crystal plasticity (CP) modelling was used to determine local stresses in the microstructures 

analysed by HRDIC. As the focus of this work was on the elastic regime leading to the onset of 

plasticity, simulations were run for low stress levels (1% of σ0.2%) avoiding any plastic deformation 

and stress redistributions. Assuming that in the elastic regime all local stresses scale linearly with 

the macroscopic stress, the out-puts were then scaled to the stress applied at the first load step in 

the HRDIC experiment to enable direct comparison between experimental and modelling results. It 

should be kept in mind that the determined stress values can only be used for the discussion of 

initial slip activation, as further plastic deformation would lead to stress redistributions, which 

haven’t been considered in our simulations. The CP-simulations were carried out on the Düsseldorf 

Advanced Material Simulation Kit (DAMASK) version 2.0.2 [70], which is based on the rate-

dependent constitutive law in equation (2) [71], [72]. The used CP-frame work is capable of 

simulating elastic, as well as plastic deformation. However, in this study simulations were run at 

such low stress levels, so that the material response was purely elastic. Despite not being used for 

the simulations of elastic strains/stresses, the constitutive law used in DAMASK is shown for the 

sake of completeness in equation (2). 
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�         (2) 

The resolved shear rate �̇� is defined as a function of the ratio of the resolved shear stress �� and 

the slip resistance �� (CRSS), where �̇� is a reference shear rate and � is the strain rate 

sensitivity. 

 DAMASK utilises a Fast Fourier Transform (FFT) based approach to solving for mechanical 

equilibrium, which enables the direct input of the crystallographic orientation maps to define the 

simulation microstructure. As TIMETAL®834 has a low β volume fraction, only α phase was 

included in the simulation and secondary α colonies were treated as single α grains [73]. 

A 2.5D or quasi 3D microstructure [29], [74] was created by extruding crystallographic orientation 

maps parallel to the plane normal. The crystallographic orientation maps were taken from the 

HRDIC areas, but the number of pixels was reduced by a factor of 2 from 520x520 to 260x260 

pixels, to accelerate simulations and post-processing. As both the HRDIC experiment and the CP-

simulations are linked to the same crystallographic orientation maps, it is trivial to link the datasets 

for post-processing and data analysis. The thickness of the extruded layer was 38 voxels (~36 µm), 

which is similar to the average grain diameter [74]. On top of the surface, a ‘buffer’ layer with a 

thickness of 5 voxels was added, which has a stiffness value that is around 3 orders of magnitude 

lower than the stiffness of titanium (Table A 1), representing the free sample surface in the HRDIC 

experiment [75]. On the other 5 sides, a ‘buffer’ layer of 5 voxels was added with isotropic 

properties and the same average stiffness as CP-titanium to produce the conditions of non-periodic 

material regions [76], [77]. Except for the buffer layers, the properties of commercially pure CP-

titanium were assigned to all grains (Table A 1). The elastic properties and anisotropy are assumed 

to be similar for CP-titanium and TIMETAL®834. 

The CP-simulation determined the full stress tensor at each point in the analysed area. In 

combination with the crystallographic orientations, resolved shear stress (RSS) values can be 

calculated for each slip system. Three calculation methods (equation (3)-(5)) were used to 

determine RSS values and the differences between them were evaluated. For the first method, the 

local stresses were assumed to be homogeneous throughout the sample and equal to the 

macroscopic stress. RSS values were calculated by multiplying the applied stress (σxx(applied)) 

with the Schmid factor (SF) values of each grain (equation (1)). 

RSS = SF x σxx(applied)        (3) 

For the second method, local stresses in the loading direction (σxx(local)) were multiplied with the 

Schmid factor (SF) of the grain, accounting for the effect of elastic anisotropy on local stresses. 

RSS = SF x σxx(local)          (4) 

The third method used the full stress tensor for the calculation of RSS values, also taking into 

account stress components perpendicular to the loading directions and shear stresses. RSS values 

were determined by calculating the dot product of the slip direction (��), the full stress tensor (��) and 

the slip plane normal (��) (equation 5).  
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Some initial work also explored the consideration of thermal residual stresses present in the 

material at room temperature by setting the material to be stress-free at a temperature of 800 K, 

instantly cool to room temperature (300 K, ΔT = 500 K) and solve the stress state in the material so 

that the average macroscopic stresses were equal to zero. While we used thermal expansion 

coefficients published by Pawar et al. [50] it should be pointed out that there is no consensus on its 

magnitude or direction [49], [50], [78]–[80].   

3 Results 

3.1 Baseline characterisation 

For the material condition with a ‘coarse microstructure’, size and volume fraction of the primary α 

grains was around 25% higher than for the ‘fine microstructure’ (Fig. 1 (a & b, Table 1)) due to the 

slow cooling rate allowing some further growth of the primary α. The reduced cooling rate also led 

to an average lamellae spacing of 1.8 µm, compared to 1.1 µm for the faster cooling rate and also 

to wider secondary α colonies. The ‘coarse microstructure’ displayed mainly colonies within the 

transformed β phase regions, whereas the ‘fine microstructure’ exhibited a mixture of well-defined 

colonies as well as areas with a fine, basketweave type, structure and more crystallographic 

variants (Fig. 1 (e-h)).   

 

Fig. 2: Relative frequency distribution of (a & b) Schmid factors for basal (black) and prismatic (red) 

slip, and (c & d) angles between c-axis and loading direction for all grains in the HRDIC area. 

In the presence of several possible slip modes, the local texture of a material greatly influences slip 

mode activity. While Schmid factor calculations can only be an approximation in a polycrystalline 

aggregate, due to the uncertainty in principle stress direction, the Schmid factor distributions shown 

in Fig. 2 still provide some indications in terms of how comparable the two microstructures are 

regarding local textures and which <a> type slip might be more likely. For both microstructures, the 
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frequencies of Schmid factors larger than 0.45 is higher for prismatic than for basal slip (Fig. 2 (a & 

b)) suggesting preferential activation of prismatic slip in both cases assuming similar CRSS for both 

slip systems. 

 

Fig. 3: (a) The solid lines show stress-strain curves for material with fine (black) and coarse (red) 

microstructure. The absolute stresses relating to 70, 80 and 90% of the 0.2% proof stress are 

indicated by dashed lines. (b) The schematic shows the load profile of the DIC-experiment, 

indicating the stress-holding and imaging steps. 

As expected, uniaxial tensile testing revealed a higher 0.2% proof stress (σ0.2%) value for the ‘fine 

microstructure’ (934 MPa) compared to the ‘coarse microstructure’ (905 MPa). Based on these 

values, the relative load steps as a percentage of σ0.2% were calculated for the in-situ loading 

experiment (Fig. 3, Table 2). 

 

3.2 HRDIC results 

3.2.1 Strain localisation 

Since the images for the HRDIC analysis were acquired while being under load, the deformation 

maps show combined values of elastic and plastic strain. The amount of elastic strain has been 

estimated based on the modulus and the applied stress (Table 2). For the strain maps presented in 

Fig. 4 (a - e) the difference between the theoretical elastic strain and the average of the recorded 

HRDIC maps are smaller than the uncertainty of the HRDIC analysis (Table 2). In these cases, the 

average plastic strains are too low to be quantified. Still, the 99
th
 percentiles can be used for all 

maps to analyse the heterogeneity of the strain distribution, as this parameter is sensitive to the 

local strain values in the slip bands. Fig 4 (g, h) highlight any grains that are not well aligned for 

either prismatic or basal <a> type slip, showing that the region of the ‘fine microstructure’ does 

indeed show a few grains that display very low Schmid factors for <a> type slip. This was not 

observed for the region in the ‘coarse microstructure’. 
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Fig. 4: Maps showing effective shear strain maps at 70% (a & b), 80% (c & d) and 90% (e & f) of 

the 0.2% proof stress, and (g & h) maximum Schmid factors (basal and prismatic slip) for both 

material with fine (a, c, e, g) and coarse (b, d, f, h) microstructure. 

Both samples exhibit plastic deformation in the form of discrete slip bands at 70% of σ0.2% (Fig. 4, 

(a & b)), with all the slip bands being intragranular and their length being equal to or less than the 

grain size. The slip band length tends to be longer in the ‘coarser microstructure’ due to larger 

grains. With increasing applied load, strain values in existing slip bands increase, new slip bands 

develop, and slip is activated in more grains. For increasing average plastic strains, diffuse areas of 

slip start to develop, particularly in the transformed β phase, as the spacing between slip bands 

becomes narrower and gets close to the resolution limit (Fig.6 (e - f), Fig. 13). Slip is still assumed 

to be accommodated by the formation of slip bands, but due to the small spacing the discrimination 

of slip bands is no longer possible with the used experimental technique, resulting in areas that 
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seem to have deformed completely homogeneously, respectively by diffuse slip instead of localised 

slip bands. At 80% and 90% of σ0.2%, sharp slip along/near grain boundaries can be observed in a 

few areas in the ‘coarse microstructure’. Despite the lower absolute applied stress, the ‘coarse 

microstructure’ exhibits higher average strain values and strain localisation at all load steps. 

 

Fig. 5: (a & b) Relative frequencies of, both, unambiguously and ambiguously identified slip 

systems as a fraction of all observed slip systems. (c & d) Relative frequencies of primary α grains 

(magenta) and secondary α colonies (light blue) that have plastically deformed in the HRDIC 

experiment at the specific load steps for (a & c) fine and (b & d) coarse microstructure. 

In the ‘coarse microstructure’ around 0.9% plastic strain accumulated after 10 minutes holding at 

90% of σ0.2%, indicating susceptibility to cold creep at stress levels below the 0.2% proof stress 

obtained during standard tensile testing. No average plastic strain accumulation was observed for 

‘fine microstructure’. 

3.2.2 Slip system activity 

Slip trace analysis (Fig. 5 (a, b)) shows that for both microstructures basal <a>-type slip is the 

dominant slip system at the first load step. At this load-step, the ‘fine microstructure’ also displays 

some pyramidal but no prismatic slip, while ‘coarse microstructure’ shows the opposite behaviour. 

It should be noted that there are ambiguous solutions for both microstructures. Hence, no slip 

mode can be completely excluded based on this analysis. Interestingly, the fraction of pyramidal 

slip is always higher in the ‘fine microstructure’ than in the ’coarse microstructure’. With increasing 

load, the number of new grains found to deform by basal slip reduces, while the number of grains 

deforming by the other two slip modes increases; hence the relative fraction of basal slip decreases 

and the fraction of prismatic slip, in particular, increases. At 90% of σ0.2%, the fraction of basal and 

prismatic slip is of a similar magnitude. It is also worth noting that in both microstructures at 70% 

and 80% of σ0.2%, no prismatic slip was observed in primary α grains, while at 90% of σ0.2% 

prismatic slip was observed in both constituents. 
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3.2.3 Primary α grains and secondary α colonies  

 The fractions of deformed primary α grains and secondary α colonies are given as relative values 

weighted by area in Fig. 5 (c & d). Grains were considered as ‘deformed’ when at least one slip line 

was observed. For all loading steps and both microstructures, the fraction of deformed primary α 

grains is higher than the fraction of deformed secondary α colonies. This difference is more 

pronounced for the ‘fine microstructure’.  Furthermore, the number of activated grains is always 

greater in the ‘coarse microstructure’. While the majority of grains in the ‘coarse microstructure’ 

were deformed plastically at 90% of σ0.2%, many grains stayed undeformed in the ‘fine 

microstructure’ despite having high Schmid factors (> 0.4) for <a>-type slip. 

 

Fig. 6: Plots of average values (a & b) and the 99.5
th
 percentile (c & d) of effective shear strain at 

all load steps, separately for the primary α and secondary α constituents. The strain maps (e - h) 

show normalised effective shear strain values, separately for the primary α (e & f) and secondary α 

(g & h) constituents. 
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To further investigate the slip trace orientation within secondary α lamellae a frequency distribution 

plot of the angle between slip trace and long direction of secondary α lamellae was generated, 

which didn’t show any clear correlations: angles in the complete range of 0° to 90° between slip 

traces and lamellae were observed  (Fig. A 1). 

 In the ‘fine microstructure’, the average effective shear strain values, as well as the 99.5
th
 

percentiles, were identical for both constituents at all load steps (Fig. 6, (a & c)). Potential 

differences in strain distribution may not be quantified for the ‘fine microstructure’, due to the low 

overall strain values. The average effective shear strain values were also identical for the ‘coarse 

microstructure’ (Fig. 6c). However, the 99.5th percentile (Fig. 6d) values were higher in the primary 

α grains than in the secondary α colonies, which is particularly apparent at 90% of σ0.2%. For both 

material conditions, the segmented strain maps at the 90% of σ0.2% load step (Fig. 6 (e-h)) show 

that plastic deformation in the primary α grains is mainly in the form of discrete slip bands, while for 

secondary α lamellae, a combination of discrete slip bands and diffuse slip can be observed. The 

‘coarse microstructure’ also displays wider slip trace spacing in the primary α grains than in 

secondary α colonies. 

 

Fig. 7: Maps of resolved shear stress RSS on (a,c & e) basal and (b,d & f) prismatic slip systems 

for the material with fine microstructure. The simulations are for loading to 70% of 0.2% proof 

stress of initially stress free material. The RSS values have been calculated according to three 

different approaches. Additionally, maps showing the difference between the calculation methods 

are displayed.  

3.3 Crystal plasticity modelling – RSS analysis 

Fig. 7 presents calculated RSS maps utilising the three different methods described earlier. When 

considering the first method using Schmid factors and assuming the same stress at each point in 

the sample (equation 3), constant RSS values are calculated for each grain as there are no 

variations in local stresses, Fig. 7 (a & b). As RSS values are linearly related to the Schmid factor 

values, average RSS values are higher for prismatic than basal slip, with the same ratio between 
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the slip systems as for the average SF values (Fig. 2 (a & b), Table 3). The differences in the 

frequency distributions of the RSS values (Fig. 8 (a & b)) and the Schmid factor values (Fig.2 (a & 

b)) only arises from the different bin-sizes.  

In comparison, when elastic anisotropy and local stresses are considered (Fig. 7 (c & d)), variations 

of RSS values within grains are introduced. The average standard deviation of RSS values within 

single grains is 5 MPa for both slip systems and microstructures. Locally, the relative changes in 

the RSS maps are identical for all slip systems, as only the local stresses, but not the Schmid 

factor values, have changed. The frequency distributions of RSS values (Fig. 8 (c & d)) are less 

scattered for higher than average values compared to the initial approach. 

 

Fig. 8: Histograms of resolved shear stresses RSS from crystal plasticity simulations, both for 

basal and prismatic slip. RSS values have been calculated (a & b) from SF – homogeneous stress, 

(c & d) from SF – local axial stresses, and (e & f) with full stress tensor. The simulations are for 

loading to 70% of 0.2% proof stress of initially stress free material, both for (a, c & e) fine and (b, d 

& f) coarse microstructure. 

For calculations of RSS values based on the full stress tensor (equation 5), the RSS frequency 

distributions appear less scattered for the complete range (Fig. 8 (e & f)) and the spread of RSS 

values within grains increases further (‘fine microstructure’: 9 MPa; ‘coarse microstructure’: 8 MPa). 

The local changes are different for basal and prismatic slip. In large parts of the analysed area, 

RSS values for basal slip increase or at least stay constant, while RSS values for prismatic slip 

decrease in many areas (Fig. 7 (e & f)) compared to the calculations assuming homogeneous 

axials stresses. This brings the average RSS values of both slip systems further together. The 

highest RSS values (95th percentile) are similar for both slip systems in the ‘fine microstructure’, 

while for the ‘coarse microstructure’; the maximum RSS values for basal slip are 27 MPa higher 

than for prismatic slip (Table 3). 
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Overall, using more detailed calculations reduces the difference in average RSS values between 

basal and prismatic slip, and further increases the spread of RSS values within grains (Table 3). 

Regarding the 95th percentile, RSS values increase for basal slip and decrease for prismatic slip. 

Table 3: RSS values, mean and 95
th
 percentile

 
values of the complete maps , for basal and 

prismatic slip, using three different calculation methods. 

 

 

3.4 Crystal plasticity – correlation to experimental data   

The average RSS values of each grain, based on the simulations using the full stress tensor, are 

presented in respect of their orientation in IPF-plots, Fig. 9 (a,b and e,f). To highlight the regions of 

highest Schmid factor for the respective slip modes within the IPF-plot, contour lines have been 

added. In addition, Fig. 9 (c, d) highlights the grains that do display basal slip traces after loading to 

70% of σ0.2%. 

 

Fig. 9: Resolved Shear Stress (RSS) values for (a – d) basal and (e & f) prismatic slip for (a, c & e) 

fine microstructure and (b, d & f) coarse microstructure. (c & d) Grains in which basal slip has been 

identified at 70% of σ0.2% in the HRDIC experiment are plotted separately. 

In terms of grain averages, the maximum RSS values are approximately 20 MPa (‘fine 

microstructure’) to 30 MPa (‘coarse microstructure’) higher for basal than for prismatic slip. 

Generally, RSS values appear to be positively correlated to Schmid factor values, for both material 

conditions and both slip systems. Fig. 9 (c & d) shows that at 70% of σ0.2% the declination angles of 

all deformed grains in the ‘fine microstructure’ are distributed symmetrically around 45°, with 
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declination angles being higher than 39° and Schmid factors higher than 0.42. For the ‘coarse 

microstructure,’ a shift towards the 0001 pole is observed. The deformed grains have declination 

angles as low as 26°, correlating to a Schmid factor of approximately 0.38. 

3.5 Effect of thermal residual stresses 

Fig. 10, (a & b) shows the frequency distribution of the calculated thermal residual stresses along 

the c-axis for both material conditions. On average there is compressive stress of just over 10 MPa 

along the c-axis for both microstructure conditions. Compressive residual stresses parallel to the c-

axis were expected, as the thermal expansion coefficient is lower in this direction [49]. However, 

there are grains with compressive as well as tensile stresses along the c-axis, while there are also 

large numbers of grains that have no or low tensile stresses along the c-axis. For the simulated 

temperature difference (ΔT = 500 K), compressive stresses reach up to 125 MPa, around 50 MPa 

higher than the maximum tensile stresses. 

 

Fig. 10: Results from CP-simulation: (a & b) Relative frequency distribution of thermal residual 

stress along the c-axis, for cooling from 800 K to room temperature. (c & d) Relative frequency 

distribution of RSS values for material with thermal residual stresses loaded to 70% of 0.2% proof 

stress. 

In Fig. 10 (c & d), the frequency distributions of basal and prismatic RSS values have been plotted 

for a simulation combining thermal residual stresses (ΔT = 500 K) and uniaxial loading (70% of 

σ0.2%). As the thermal residual stresses along c-axis can be of either nature, there is no uniform 

change in RSS values and local RSS values might increase or decrease, leading to a broadening 

of the main peak at around 275 to 300 MPa. As a result, maximum RSS values, particularly for 

prismatic slip, are higher in Fig. 10 (c & d) compared to the calculations that do not consider 

thermal residual stresses, Fig.9, (e & f). Overall, the average RSS values for prismatic slip 

decrease slightly, whilst almost no change is observed for basal slip. 
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4 Discussion 

Effect of microstructure on strain localisation 

By separating the transformed β phase from the primary α grains it was possible to identify and 

quantify the strain localisation in the two constituents. It was observed that the initial slip traces 

form more readily in primary α grains, implying that the transformed β phase has higher strength, 

particularly for the materials with a fine transformation product, as dislocations here have a shorter 

mean free path. Hence, the transformation product leads to a stronger Hall-Petch type 

strengthening [81], [82] resulting in higher macroscopic strength and the fine secondary α product 

in the ‘fine-microstructure’ is also likely to further constrain the deformation of the primary α grains. 

It is interesting that in the case of the ‘coarse microstructure’, primary α grains and secondary α 

colonies are of a similar size. Due to the higher Al concentration and presence of α2-precipitates, 

one might expect primary α grains to have a higher strength than secondary α colonies [5], [9], [33], 

[43]. However, we observe the contrary, suggesting that the α/β ligament structure, despite the low 

volume fraction of β-phase,  provides some additional strengthening by hindering the transfer of 

dislocations across lath boundaries [83] [46].  

In primary α grains, strain was observed to be more localised in discrete slip bands compared to 

the more diffuse slip bands observed in the secondary α colonies, particularly in the ‘coarse 

microstructure’, which could be explained by element partitioning of Aluminium enhancing α2 

precipitation in primary α grains, which are known to promote slip planarity [9], [81], [84]. Lunt et al. 

reported that reduced levels of α2 in the transformed β phase results in more diffuse and wavy slip 

in secondary α, which agrees well with the current observations [9]. 

Cold creep susceptibility 

Titanium is well known to be highly susceptible to cold creep, which can be seen in the context of 

limited strain hardening of the hexagonal closed packed α phase due to the limitation of different 

Burger’s vectors. Consequently, strain hardening does heavily rely on variations of grain 

orientations and a secondary α constituent with a fine basketweave, as seen in Fig. 1 (e-h), is 

expected to reduce the susceptibility of cold creep.  

In the present case, the cold creep susceptibility is higher for the sample with the coarser 

transformation product compared to the fine transformation product when subjected to a 10-minute 

load-hold at stress levels below the 0.2% proof stress and is in good agreement with [13], [15], [18], 

[24], where a reduction of grain size lowers the susceptibility to cold creep. As demonstrated in Fig. 

5 (c-d), in the case of the ‘fine microstructure’, slip at low stress levels is localised mainly in primary 

α grains, which is to be expected as they are considerably larger than any single secondary α 

colony. Furthermore, the primary α grains are separated from each other by plastically undeformed 

transformed β phase, preventing the link-up/transfer of slip between grains and limiting the 

maximum slip length to the size of single primary α grains. This will result in fewer dislocation pile-

up at grain boundaries and thus reduces local stress concentrations [19], [85]. On the other hand, 

in the coarser transformation product, slip is activated readily in both constituents even at the low 

stress levels. In the ‘coarse micro-structure’, the larger grain size and higher volume fraction of 

primary α grains increase the probability of neighbouring primary α grains being connected. If these 

grains have similar crystallographic orientations, the transfer of slip and formation of interconnected 

slip bands is more likely. The time-dependent deformation during cold creep is limited by pinned 

dislocations requiring thermal activation to overcome obstacles, e.g. at precipitates, dislocation 
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networks, interstitials or boundaries [14], [16], [86]. Therefore, a shorter distance between 

obstacles results in a slower deformation rate, fitting well with the observation that a finer 

microstructure, where distances between boundaries are shorter, exhibit lower creep rate. 

Active slip modes 

For both material conditions, basal slip was the dominant slip mode at low stress levels (70 and 

80%) under cold creep loading conditions. Similar observations have been reported in the literature 

for different near-α and α+β Ti-alloys, in particular Ti-6Al-4V, Ti-6242 and Ti-6246 [28], [41], [87]–

[89]. While local texture strongly influences strain localisation at higher strain levels, the initial 

activation of slip systems is expected to be mainly influenced by the orientation of each grain and 

not the local grain neighbourhood [31], [40]. With increasing stress levels, but still below the yield 

stress, prismatic slip starts to be activated in individual grains that are particularly well oriented for 

this slip mode, Fig, 5 (a & b). At the highest load step (90% of σ0.2%), the number of newly activated 

slip systems is higher for prismatic than for basal slip, indicating the beginning changeover from 

basal to prismatic slip as the dominant slip mode. This is in good agreement with previous studies 

where deformation was studied well beyond the proof stress. These studies have consistently 

reported prismatic slip and not basal slip to be the dominant slip mode [38], [90].  

The initial hypothesis to explain the prevalence of basal slip during the onset of plasticity was that 

the elastic strain heterogeneity plays a crucial role at this stage. It can be seen from Fig. 9 that high 

Schmid factor values for basal slip are associated with grains having their c-axis more orientated 

towards the loading direction than for prismatic slip. The Schmid factor contour lines for basal slip 

show that the highest values are obtained for a range of inclination angles between the loading 

direction and the c-axis.  It is interesting to note that for the ‘coarse microstructure’, Fig. 9 (d), there 

is a tendency that the grains with early basal slip are more likely to have a small inclination angle 

between the loading direction and the c-axis, promoting the idea that they might experience higher 

RSS values related to the elastic anisotropy. However, the same is not observed for the ‘fine 

microstructure’ in Fig. 9 (c).  

The CP-simulations did provide some support for the hypothesis in the case of the ‘coarse 

microstructure’ but failed to do the same for the ‘fine microstructure’. While the consideration of 

elastic anisotropy increased average RSS values for basal slip relative to the values for prismatic 

slip, the average values of the whole region of interest are still higher for prismatic slip. Regarding 

the highest, local RSS values (using the 95th percentile) the picture changes with values for basal 

slip being higher in ‘coarse microstructure’, but RSS values of the two slip systems are almost 

identical in ‘fine microstructure’. Regarding the grain averaged RSS values, the maximum values 

for basal slip are higher than for prismatic slip in both microstructures. However, the studied 

regions contain grains well aligned for prismatic slip, both primary α grains as well as secondary α 

colonies, that did not show any signs of plasticity, despite having RSS values higher than the 

grains that deformed early by basal slip.  

To further explore the effect of the declination angle between the loading direction and c-axis, Fig. 

11 is presented. It clearly shows that due to elastic anisotropy, axial stresses in the loading 

direction increase for lower declination angles and are up to 20% higher than the macroscopically 

applied stress. Based on the higher axial stresses in grains well aligned for basal slip, the increase 

of the calculated RSS values for basal slip when considering elastic anisotropy becomes apparent. 

It also, of course, explains the principle that grains deformed by basal slip in the ‘coarse 
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microstructure’ on average have declination angles smaller than 45° (Fig. 9). On the other hand, 

this effect cannot be observed for the ‘fine microstructure.’ Due to the fine morphology and high 

strength of the transformed β phase, deformation is almost entirely confined to primary α grains. At 

the same time, only one primary α grain and otherwise secondary α colonies had declination 

angles in the range that resulted in basal slip activity in the ‘coarse microstructure’. Therefore, there 

is the possibility that the ‘fine microstructure’ does not support the hypothesis stated above, due to 

a lack of suitability oriented primary α grains in the analysed region. It should be pointed out that 

there was one primary α grain that has its c-axis almost parallel to the loading direction, though the 

basal slip related Schmid factor is low. Hence, there remains some uncertainty if the elastic 

anisotropy can indeed fully explain the dominance of basal slip during the onset of plasticity while 

assuming similar CRSS values for basal and prismatic slip. 

 

Fig. 11: Grain average axial stresses normalised by the macroscopic axial stress for a) fine 

microstructure and b) Coarse microstructure.  

An alternative consideration is that CRSS values are lower for basal  than for prismatic slip, as 

reported recently in [28], [39]–[41]. However, a lower CRSS value for basal slip does not explain 

the changeover from dominant basal to prismatic slip as plasticity proceeds. Here the work by 

Hutchinson et al. might provide an explanation [47]. Firstly, their theoretical consideration 

concludes that CRSS values recorded on single crystals do not directly re ect the applied shear 

stresses that are necessary to activate di erent slip modes in polycrystalline materials. They state 

that most hardening contributions are not proportional to the CRSS values but are additional to 

them. Therefore, if basal slip is activated due to a lower CRSS value, the relative difference of the 

CRSS values of the basal and prismatic slip would decrease in a polycrystalline material with 

increasing strain levels and the fraction of all slip systems would converge. 

Complementary to this argument, it is interesting to note that higher work hardening rates have 

been reported for basal slip compared to prismatic slip [91]. Such increased hardening rate might 

be due to cross-slip onto prismatic and pyramidal planes, resulting in complex interactions between 

dislocations and reducing dislocation mobility [92]. Therefore, after the initial dominance of basal 

slip, the accumulative CRSS and large hardening contribution may reduce basal slip activity at the 

expense of prismatic slip activity. Besides, recent work on exploring strain rate sensitivity of 

individual slip systems in Ti has highlighted that basal slip exhibits a greater strain rate sensitivity 
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than prismatic slip [46], [91], [93]. As strain rate sensitivity and strain hardening are closely linked, 

these observations further confirm that basal slip strain hardens more easily than prismatic slip.  

Considering that the work is purely based on surface observations, it is also interesting to explore 

the direction of shear in respect to the surface. We assume that slip at a free surface is easier to 

initiate than in the bulk material, as there are no constraints of neighbouring grains, making slip 

easier for Burger’s vectors with a larger out-of-plane component. Fig. 12 shows the frequency 

distribution for the angle between Burger’s vectors and sample surface of grains deformed by basal 

slip (23 grains) in the material with ‘coarse microstructure’ together with all grains that have RSS 

values higher than the calculated average value. This translates to an additional 99 grains well 

aligned for basal slip and 97 grains well aligned for prismatic slip. Firstly, for grains well aligned for 

basal slip, the associated Burger’s vectors have a larger out-of-plane component than for grains 

well aligned for prismatic slip. Secondly, grains that have deformed by basal slip tend to have a 

greater out-of-plane Burger’s vector direction than grains well aligned for basal slip, which have not 

deformed.  As a maximum Schmid factor for basal slip is achieved for grains with a declination 

angle of 45° one would expect an equal distribution around this angle for grains deformed by basal 

slip. 

 

Fig. 12: : Relative frequency distributions of angles between Burger’s vectors  and the free sample 

surface for grains with RSS values higher than the mean value of the complete sample, regarding 

basal and prismatic slip separately, as well as the grains which unambiguously deformed by basal 

slip in the HRDIC experiment in the ‘coarse microstructure‘. 

It is noticeable that the sample with the finer transformation product exhibits a higher frequency of 

pyramidal slip at all load steps, with most of it being localised in the transformed β phase. As the 

fine transformation product displays no activation of slip during the early loading stage, high 

stresses are achieved in this constituent making activation of pyramidal <c+a> slip, which has a 

higher CRSS value [85] than basal and prismatic slip, more likely. In addition, the fine 

transformation product provides a hardening increment that increases the effective CRSS values in 

polycrystals for all slip systems equally and therefore reduces the relative difference between them 

[47]. 
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Fig. 13: (a) BSE-SEM image of ‘coarse microstructure’ in undeformed condition and (b) effective 

shear strain map at 90% of σ0.2%, which is a sub-set of Fig. 4 (f). 

Effect of thermal residual stresses 

Thermal residual stresses have been simulated assuming a temperature difference of 500 K, not 

considering the temperature dependence of the thermal expansion coefficients [49] and not 

allowing for stress relaxations during cooling. While the magnitude of the thermal residual stresses 

is an overestimation [49], the results clearly show the trend of how the thermal residual stresses 

increase RSS values for prismatic slip relative to basal slip, which stands in contrast to the 

observation of basal slip being activated before prismatic slip. Therefore, thermal residual stresses 

should be considered in future studies that aim to determine CRSS values for all slip systems. 

Implications 

The work has demonstrated that basal slip is the dominant slip mode in the near-α Ti-alloy studied 

here for stresses below macroscopic yield and under cold creep loading conditions. It seems likely 

that this is an observation generally applicable to Ti-alloys since it has been observed previously 

for other alloys [25]–[30]. It highlights the importance basal slip may have for deformation 

mechanisms associated with triggering CDF. Furthermore, transformed β phase regions obtained 

in a bimodal microstructure can effectively reduce the slip length that develops during the onset of 

plasticity if they are sufficiently strengthened by having a fine lath structure and a basketweave 

structure. 

Recent studies on CDF have reported that the normal of facets formed during CDF loading is tilted 

approximately 30° from the loading direction [94], while in earlier work the plane normal of facets 

were reported to be parallel to the loading direction [21], [95].  Interestingly, we have observed 

early activation of basal slip in grains with a declination angle of the basal plane normal as low as 

26° in respect to the loading direction. Generally, facets have been reported close to parallel to the 

(0002)-plane [21], [95], [96]. Hence, a hypothesis to develop from the work is that the damage 

associated with the shear along basal planes, that have a normal comparatively parallel to the 

loading direction, might be enabling decohesion and facet formation [97]. It seems that such 

process would not require neighbouring hard grains or any ‘rogue grain’ combinations [19], [86], 

[98], which are often considered to be a requirement for load shedding and CDF [99]. Finally, these 

slip bands have formed during initial loading and load hold, in the absence of cyclic loading 

indicating that the location of facets might be predefined by the initial, local plastic deformation 

during the first load cycle, while cyclic loading will be required for opening the facets and crack 

propagation. 
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5 Conclusion 

The present work has investigated the deformation mechanisms during cold creep deformation for 

applied stresses below the proof stress for the near-α Ti-alloy TIMETAL®834. It has been shown 

that secondary α colonies, particularly for fine transformation products, are stronger than primary α 

grains and that slip is more localised in discrete slip bands in primary α grains. This leads to lower 

susceptibility to cold creep deformation in material with fine transformation product. For cold creep 

loading conditions, basal slip is the dominant slip mode during initial plastic deformation, 

independently of the material condition, suggesting the importance of this slip mode to the cold 

dwell fatigue failure mechanism. Neither the consideration of the elastic anisotropy of α titanium 

phase nor the consideration of the anisotropy of the thermal expansion coefficient unambiguously 

explained the dominance of basal slip at low applied stresses. Only in the case of the coarse 

microstructure it seems possible to relate the early basal slip dominance to the elastic anisotropy of 

α titanium. While this might be related to some simplifications in the CP-model, it might also require 

the consideration that CRSS values are lower and strain hardening rates are higher for basal than 

for prismatic slip, as it has recently been reported in the literature. 
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7 Appendix 

 

Fig. A 1: Absolute frequency distribution of angles between slip line and lamellae in deformed 

secondary α colonies in (a) fine and (b) coarse microstructure. 

 

 

Fig. A 2: Maps of resolved shear stress RSS on basal and prismatic slip systems for the material 

with coarse microstructure. The simulations are for loading to 70% of 0.2% proof stress of initially 

stress-free material. The RSS values have been calculated according to three different 

approaches. Additionally, maps showing the difference between the calculation methods are 

displayed.  
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5 Summary and Conclusion 

The role of microstructure on strain localisation was studied in the near α titanium alloy 

TIMETAL®834, during initial loading after 10 minutes load/hold periods at stresses below 

macroscopic yield. Comparisons were made between samples with large and small prior β grain 

sizes, and coarse and fine transformations products.  

In-depth material characterisation showed that creating a coarser transformation product by 

applying slower cooling rates after the solution heat treatment, simultaneously results in larger 

primary α grains due to grain growth. Element segregation leads to the formation of a core-shell 

structure in these grains, with the shell being depleted in β stabilising elements, resulting in fewer 

α2 precipitates, or even a complete absence of these particles in these regions. This shows that it is 

not possible to vary one microstructural parameter by adapting the TMP route without changing 

other microstructural features. Material characterisation also showed that the sizes of prior-β grains 

in the analysed samples were not uniform and that the outlines of the grains can be diffuse. This 

may be due to partial break up or recrystallization of the β grains during TMP.  

In-situ HRDIC, in combination with EBSD mapping, was used to study the deformation 

mechanisms at applied stresses below the macroscopic yield point. For all microstructures, plastic 

deformation in the form of discrete slip bands was observed at stresses as low as 70% of σ0.2%. 

The deformation in the near-α Ti alloys TIMETAL®834 with bi-modal microstructure after dwell at 

stresses below yield proceeds as follows. Initial slip is localised in primary α grains and the 

activated slip is of basal type. Generally, secondary α colonies appear to have a higher strength 

than primary α grains, particularly when the cooling rate after the solution heat treatment was high 

and fine secondary α colonies, or a combination of fine α secondary α colonies and a basketweave 

structure, were formed. In the material with fine transformation product, slip activation in colonies is 

particularly difficult, and therefore slip during the first load-step was almost exclusively restricted to 

primary α grains and slip bands were separated from each other by undeformed secondary α 

colonies. On the other hand, slip was readily activated in colonies for the material condition with 

coarse transformation product even for the lowest applied stress, leading to the formation of slip 

traces across several grains. Longer slip bands can lead to the pile-up of more dislocations at grain 

boundaries, leading to higher stress-concentrations and later on time dependant stress 

redistributions, which could be a reason why, according to reports in the literature, samples with 

coarser microstructures generally exhibit a higher susceptibility to cold creep and CDF. 

For initial plastic deformation, basal slip was identified to be the dominant slip mode, but for 

increasing applied stresses a changeover to prismatic slip was observed. The effect of elastic 

anisotropy on local stress states and residual stresses caused by the anisotropy of the thermal 

expansion coefficient were investigated using full-field elastically anisotropic modelling. The elastic 

stresses determined by modelling showed that elastic anisotropy could not explain the early 

activation of basal slip, leading to the conclusion that CRSS values are lower for basal than for 

prismatic slip. The changeover from basal to prismatic slip as dominant slip mode for increasing 

stresses was explained by strain hardening effects that decrease the relative difference between all 

slip systems and the higher strain rate sensitivity for basal slip compared to prismatic slip, which 

leads to a higher absolute increase of slip resistance for basal slip.  



132 
 

The elastic anisotropy leads to increased stresses in grains with small declination angles between 

the loading direction and the c-axis of the grain and therefore the activation of basal slip has been 

observed in grains with declination angles as low as 26°. These grains are potential sites for the 

formation of facets under CDF loading conditions. According to proposed mechanisms for CDF, the 

formation of facets requires a ‘rogue’ grain combination, where slip is initially activated in a soft 

grain and load shedding induces slip in an adjacent hard grain. This is in contradiction with the 

results of this study, where basal slip was not only activated in well-aligned grain but also directly in 

hard grains with low declination angles. The presence of ‘rogue’ grain combinations could have 

enhanced the activation of slip in grains with low declination angles even further, but it appears that 

this grain combination is not obligatory for it. This gives a larger number of sites for the activation of 

facets than when restricting the criteria to the ‘rogue’ grain combination. This observation and the 

fact that basal slip is the dominant slip mode under cold creep loading conditions should be 

considered in the development of models for predicting CDF behaviour/deformation. 
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6 Future Work 

An ex-situ HRDIC experiment, applying loading conditions comparable to the in-situ experiment in 

this study, should be conducted to investigate the effect of a core-shell structure in primary α grains 

on slip patterns. It has been demonstrated that segregation effects during cooling after the solution 

heat treatment lead to the formation of a core-shell structure in primary α grains in alloys with bi-

modal microstructures. Lower strength and different slip behaviour may be expected in the shell-

regions, due to the lower Al-concentration and the absence of α2-precipitates. A different slip 

pattern in the shell regions may influence the interaction of dislocations with grain boundaries, e.g. 

pile-ups or slip transmission. In this study, as an in-situ approach was applied, the spatial resolution 

of the HRDIC analysis was too low to investigate such effects, while high enough spatial 

resolutions can be achieved in ex-situ experiments.   

Additional experiments should be conducted on the same material, utilising techniques that allow 

slip trace analysis or observation on a larger length scale. As grains of the high-temperature β-

phase can be large (several mm across) compared to the area that has been covered by in-situ 

HRDIC, in this study 250x250 µm², it was difficult to investigate the effect of the prior β-grain 

morphology on slip behaviour. This could be SEM-based ex-situ DIC, which enables longer 

imaging-times and therefore the coverage of larger areas. Also applying a larger speckle pattern 

would enable the imaging of larger areas, as images can be recorded at a lower spatial resolution. 

Further, optical DIC could be used, which enables to imaging of areas several times larger than in 

SEM-based DIC. Also, as has been demonstrated, slip trace observation using optical dark-field 

microscopy can be used to observe local slip events, while covering areas in the cm-range.  

The in-situ HRDIC experiments and CP-modelling performed in this study should be repeated on 

TIMETAL®834 samples with sharp microtextured regions to investigate how those influences local 

stress states/concentrations, early slip activation, time dependant development of slip patterns and 

macroscopic creep behaviour. The material investigated in the current study was free of 

preferential crystallographic orientations as well as micro-textured regions, not allowing any 

conclusions about how such microstructural features would influence the strain evolution under 

cold creep loading conditions. 

The slip behaviour has been investigated for different load steps at room temperature, for a dwell 

time of 10 minutes. The same experiment should be repeated at elevated temperature (> 230°C 

[1]) to investigate the effect of temperature on slip behaviour. This would be of interest, as it has 

been observed, that the susceptibility to CDF is diminishing for increasing temperatures and 

therefore also a change in slip behaviour and deformation mechanisms could be expected. 

Furthermore, HRDIC could be used to investigate the slip behaviour at a constant stress level, but 

at different time steps, to investigate the evolutions of the slip pattern with time during cold creep 

deformation. To be able to test enough time steps, new in-situ set-ups, with automated imaging 

and mechanical loading, could be used.  

The creep tests performed in creep rigs should be repeated using cylindrical samples, instead of 

flat dog-bone specimens, with a larger cross-section. Creep tests carried out in this study showed 

that the creep-rate is sensitive to small changes in the applied load, particularly for stresses close 

to the 0.2 % proof stress, making it difficult to investigate and quantify the differences in cold creep 
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susceptibility of the different material conditions. The dog-bone specimens used for this test had 

cross-sections of only 3 mm², making it difficult to apply accurate stresses in the used set-up. 

Furthermore, flat specimens may be susceptible to bending and torsion, which could lead to strain 

artefacts. These effects could be reduced by using cylindrical specimens with a larger cross-

section. 

3D-EBSD analysis should be applied to investigate the microstructure beneath the area on the 

surface analysed by HRDIC. This data could be used to create more representative 

representations of the microstructure for CP simulations. In the current study, quasi 3D or 2.5D 

microstructures which were created by extruding 2D EBSD maps, where used for the CP  

simulations. With this approach, it was not possible to investigate the effect of the underlying 

microstructure on slip activity at the sample surface. 
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7 Appendix 

7.1 Microstructural characterisation 

7.1.1 Optical microscopy 

 

Fig. 7-1: Optical micrographs of the microstructure of a) & b) Material A and c) & d) Material B with 

a) & c) fine and b) & d) coarse microstructure. 

 

Table 7-1: Summary of the material characterisation based on the micrographs in Fig. 7-1. 

 

 

 

 

 

 

 

 

 

Microstructure

Lamella spacing 1.2 ± 0.1 µm 2.5 ± 0.8 µm 1.1 ± 0.3 µm 1.8 ± 0.4 µm

Primary α   

Volume fraction
19.7 ± 0.7 % 24.6 ± 0.8 % 18.2 ± 1.0 % 23.1 ± 0.3 %

Average α(P)         

grain size (area)
506 ± 9 µm² 551 ± 48 µm² 379 ± 18 µm² 469 ± 11 µm²

Colonie length 41 ± 15 µm 58 ± 16 µm 37 ± 12 µm 39 ± 16 µm

Colonie width 29 ± 7 µm 32 ± 14 µm 25 ± 11 µm 23 ± 8 µm

Material A Material B

Fine Coarse Fine Coarse
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7.1.2 Grain morphology of α- and high temperature β-phase 

 

Fig. 7-2: Crystallographic orientation maps for ‘Material A – fine microstructure’. The orientation 

and location of the analysed area is identical to the ROI in the HRDIC experiments. The maps for 

the α-phase (a - c) have been recorded by EBSD mapping, the maps of the high temperature β-

phase (d - f) having been created using β-reconstruction software.  
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Fig. 7-3: Crystallographic orientation maps for ‘Material A – coarse microstructure’. The orientation 

and location of the analysed area is identical to the ROI in the HRDIC experiments. The maps for 

the α-phase (a - c) have been recorded by EBSD mapping, the maps of the high temperature β-

phase (d - f) having been created using β-reconstruction software. 
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Fig. 7-4: Crystallographic orientation maps for ‘Material B – fine microstructure’. The orientation 

and location of the analysed area is identical to the ROI in the HRDIC experiments. The maps for 

the α-phase (a - c) have been recorded by EBSD mapping, the maps of the high temperature β-

phase (d - f) having been created using β-reconstruction software. 
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Fig. 7-5: Crystallographic orientation maps for ‘Material B – coarse microstructure’. The orientation 

and location of the analysed area is identical to the ROI in the HRDIC experiments. The maps for 

the α-phase (a - c) have been recorded by EBSD mapping, the maps of the high temperature β-

phase (d - f) having been created using β-reconstruction software. 
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Fig. 7-6: Crystallographic orientation maps of the α-phase for all material conditions, showing the 

microstructure through the sample thickness.  
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Fig. 7-7: Crystallographic orientation maps of the reconstructed high-temperature ß-phase for all 

material conditions, showing the microstructure through the sample thickness. 
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7.1.3 Morphology of β-phase 

 

Fig. 7-8: BSE-SEM image of ‘Material A – fine microstructure’, revealing the morphology of the β-

phase for a) no ageing, b) 2h ageing at 700°C and c) 24h ageing at 700°C after the solution heat 

treatment. 

 

7.1.4 Characterisation of silicide precipitates 

 

Fig. 7-9: BSE-SEM images at (a & b) low and (c & d) high magnification of α/β-lamellae in (a & c) 

‘Material A – fine microstructure’ and (b & d) ‘Material A – coarse microstructure’ 
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Fig. 7-10: (a & b) SE-SEM images and (c - f) SEM-EDS line scans of silicides at boundaries 

between β-phase and (a, c & e) primary-α phase and (b, d & f) secondary-α phase. 
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7.2 Mechanical testing 

7.2.1 Baseline characterisation 

 

Fig. 7-11: Stress-strain curves for all material conditions recorded at a strain rate of 8.33·10
-5

 1/s. 

The dotted line indicates a plastic strain of 0.2% for a stiffness of  117 GPa. 

 

 

Table 7-2: Results of the mechanical baseline characterisation in Fig. 7-11.  

 

 

 

 

 

 

 

 

 

 

µ  [GPa] σ  [GPa] Strain [%] Stress [MPa]

Coarse 117 1 0.9 873 970

Fine 114 1 1.0 931 1042

Coarse 116 1 1.0 905 992

Fine 122 1 1.0 934 1029

µ mean value

σ standard deviation

UTS [MPa]
 Young's modulus 0.2 % Proof stress

A

Material

B

Microstructure
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7.2.2 Ex-situ creep testing 

  

Fig. 7-12: Engineering strain plotted as a function of time, for a load-hold at initially 90% of σ0.2%, 

followed by a reduction of load to 85% of σ0.2%.   

 

Fig. 7-13: (a & b) Plastic strain as a function of time and (c & d) strain rate as a function of plastic 

strain for room temperature creep test at (a & c) 80% of σ0.2% and (b & d) 90% of σ0.2%. 
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Fig. 7-14: (a & b) Plastic strain as a function of time and (c & d) strain rate as a function of plastic 

strain for room temperature creep test. All samples have been test at the same absolute load of (a 

& c) 745 MPa and (b & d) 838 MPa. 
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Fig. 7-15: (a & b) Plastic strain and (c & d) strain rate as a function of time for room temperature 

creep testing of two material conditions (a & c) ‘Material A- coarse microstructure’ and (c & d) 

‘Material B- coarse microstructure’ at four different stress levels.  
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7.2.3 Slip trace analysis – optical microscopy 

 

Fig. 7-16: Observation of the formation of the first slip traces at a) 60%, b) 66% and c) 68% of σ0.2% 

in material with coarse microstructure using optical dark-field microscopy. 

 

Fig. 7-17: Development of the slip pattern during cold-creep deformation at 80% of σ0.2% in material 

with coarse microstructure at different time steps. Image a) (‘initial’) was recorded directly after 

applying the mechanical load. 
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Fig. 7-18: Development of the slip pattern during cold-creep deformation at 90% of σ0.2% in material 

with coarse microstructure at different time steps. Image a) (‘initial’) was recorded directly after 

applying the mechanical load. 
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Fig. 7-19: Optical dark-field micrographs showing the appearance of a new slip trace in material 

with coarse microstructure during room temperature creep testing at 80% of σ0.2% 80 minutes after 

applying the load.  
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