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Abstract 
 

Title: Probabilistic Transient Stability Assessment and Corrective Control of 

Power Systems with Increasing Penetration of Non-synchronous Generation  

Mr. Juan Dante Morales Alvarado, The University of Manchester, October 2021 

In recent times, the operation of electrical power systems has been changed by two key 

factors. Firstly, by the liberalisation of the electricity market in many parts around the 

world, and more recently, by a growing integration of power plants using Renewable 

Energy Sources (RES) into the network, particularly wind and solar based. The main 

features of these sources of energy are their inherently highly stochastic behaviour, and 

that their connection to the network is currently made in a non-synchronous inertialess 

manner through power inverters. This means that in the years to come, power networks 

will become much more uncertain while at the same time operating with considerably 

lower levels of inertia. This thesis investigates the effects of the penetration of highly 

stochastic, non-synchronous RES generation, on power systems transient stability.  

The thesis contributes to the area of power systems stability research, particularly 

surrounding the effects of non-synchronous RES generation on first-swing transient 

stability. The detailed transient stability assessment of different test networks with 

increasing non-synchronous RES generation was performed, starting from the study of 

the basic principles through deterministic analyses of single-machine networks, and 

extending to probabilistic analyses of realistic multi-machine systems. The results 

provide a full view of how different parameters and operating conditions of the network 

are altered by the inclusion of RES generation, and how all these changes actually 

affect the transient stability of the system, making it easy to generalise the learned 

concepts to any network so that the actual influence of the high penetration of RES on 

first-swing transient stability can be readily assessed and understood. A probabilistic 

approach using Monte Carlo (MC) simulations is formally proposed for the stability 

assessment of uncertain power networks, including the introduction of new indices for 

complementing the analysis. Following these investigations, a robust methodology for 

the identification of the critical rotor oscillation patterns occurring in realistic multi-

machine power networks using Hierarchical Clustering (HC) is developed. The method 

also includes the proposal of new statistic measures for the assessment of the quality of 

clusters in order to find the optimal clustering parameters, so as to guarantee that the 

most representative and actually critical oscillation patterns are found. Finally, a 

practical systematic procedure using the information from the proposed HC approach is 

developed for the optimal implementation or deployment, either in real time or for 

planning purposes, of corrective actions for the improvement of transient stability. 

The main outcomes of this research are the comprehensive assessment of how the 

increasing penetration of inertialess RES generation actually affects the transient 

stability of power systems, particularly in the first-swing, and the development of a 

methodology for the effective deployment of corrective measures for its improvement.  
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Over the past few decades, the operation of electrical power systems has been 

increasingly altered by two key factors. Firstly, the transformation of the electricity 

industry into a market-based one, due to the widespread liberalisation of the electricity 

services that occurred in many parts around the world. This has caused the investment 

decision-making process and the system operation itself to be much more economic-

driven and complex, since there are tighter constraints in terms of the use and 

availability of existing and new assets, with many different market participants having 

their own interests at stake simultaneously. Secondly, and more recently, a growing 

integration of power plants using Renewable Energy Sources (RES) into the network, 

mostly Wind Power (WP) and solar Photovoltaic (PV) plants. The fundamental 

characteristic of wind and sun irradiation as sources of electrical energy is that they are 

inherently highly stochastic. This changes the network operating paradigm of having an 

almost total control of the conventional generation sources for real time dispatch and 

provision of reserve, to a more uncertain scenario in which the availability of power 

can change very rapidly, requiring a much more flexible or smart network at the system 

operators disposal, in order to allow them to cope with this kind of situations.  

Another significant change brought by the increasing RES integration occurs due to 

their energy transference process from the main source to the electrical network, which 

differs from the typical conversion of mechanical to electrical energy produced in 

conventional synchronous generators. PV plants are interconnected through power 

inverters, and as the technology has developed, WP plants have been more frequently 

interconnected in the same way, decoupling the mechanical wind turbine dynamics 
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from the power system. Therefore, at present time, the majority of both types of 

existing RES plants are interfaced with the network in an inertialess non-synchronous 

manner, and it is considered that this will be the case in all new projects for the long-

term future. Continuing global efforts to de-carbonise the energy mix for production of 

electricity indicate that the penetration levels of RES generation will only increase, and 

to very high extents, in the years to come, meaning that the amount of operating 

synchronous generation (inertia) will inevitably reduce, likely to eventually produce a 

definitive decommission of several of the most scarcely operated conventional power 

plants. This phenomenon removes two of the major, and so far correct, assumptions 

made when studying power systems dynamics and stability, namely that all generation 

can be considered to be of the conventional type, and that the amount of operating 

inertia present is large at all times due to the massive nature of electrical interconnected 

power networks. 

It is clear then, that power systems are currently positioned in an irreversible path 

towards high sustainability, at the cost of becoming lighter (in a low-inertia sense) and 

much more uncertain, all these on top of the economic restrictive environment in which 

they were already immersed. This research has been conducted in order to gain a 

greater understanding of how the substantial proliferation of non-synchronous RES 

generation within power networks actually affects system stability, particularly large 

disturbance transient stability, and also to explore how Corrective Control Measures 

(CCMs) can be efficiently used to improve it in a comprehensive way. The study has 

been performed so that the highly uncertain behaviour that is characteristic of current 

and future power networks can be properly accounted for, and the risks they introduce 

regarding system transient stability can be fully explored.  

1.1 Power system stability 

Since the coming of interconnected electrical power systems, over a century ago, their 

stability under normal operation and when subjected to inherent but unforeseeable 

disturbances, has been arguably one of the most important and difficult subjects in the 

general field of electrical engineering. A general dictionary definition of the term 

stability [1] describes it as a physical condition of firmness or consistency, of 

permanence or steady equilibrium, involving the ability to remain in such balanced 

state, or with a tendency to recover it, despite the occurrence of disturbing influences. 

When referring to a system, stability is defined as the capacity of maintaining a 
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permanent structure or constitution, and not likely experiencing disintegration. For a 

body that is in motion, stability is more explicitly described as the freedom from 

oscillations, or steadiness. Though the concept of stability in power systems complies 

with all the previously mentioned general definitions, it is the latter which gives a more 

accurate idea of the subject specifics while at the same time delimiting it. This is 

because historically, power system stability has mainly dealt with the rotor oscillations 

of synchronous generators between each other and with respect to their natural rotation 

speed, i.e., the system nominal frequency, after disturbances occur in the network. 

Power system stability is a broad area that has been divided into several categories for 

its study. The present section briefly presents the formal definitions and classification 

of the subject, and later elaborates on the transient stability sub-category which is the 

focus of this thesis. 

1.1.1 Definitions and classification 

Formally, power system stability can be defined as the ability or property of an electric 

power system that enables it to remain in a state of equilibrium under normal operating 

conditions, and to return to an acceptable state of equilibrium after being subjected to a 

disturbance [2-5]. The most up-to-date document defining and classifying power 

system stability is very recent and dates from year 2020 [4, 5], Figure 1.1 shows the 

proposed classification, in which five types of stability can be identified. The subject of 

this thesis is placed under the Rotor angle stability type in the Transient block within 

the classification diagram of Figure 1.1. Brief definitions of the different types of 

stability are provided in the following.  

 

Figure 1.1 Classification of power system stability (adopted from [4, 5]) 

1.1.1.1 Rotor angle stability 
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This is the classical stability first studied in power systems. Rotor angle stability is the 

ability of interconnected synchronous machines to remain in synchronism. It deals with 

the equilibrium condition in which the input of mechanical torque and the output of the 

electromagnetic torque of all generators are balanced and all rotors rotate at the same 

synchronous speed, maintaining constant relative angular displacement from one 

another. After a disturbance occurs, the balance is disrupted, and the rotors of one or 

more machines start to deviate from the initial synchronous state. An unstable 

condition can follow if either the rotor angles or the amplitude of the rotor oscillations 

start to increase indefinitely due to lack of synchronising or damping torque. Two types 

of rotor angle stability can be further classified depending on the type of disturbances, 

as follows: 

 Small-disturbance stability, which deals with the capability of maintaining 

synchronism under small disturbances, small enough that a linearisation of the 

equations describing the system can be performed around an operating point for 

the purposes of the analysis. All systems that are practically operable must be 

small-disturbance stable, since normal changes due to load fluctuations occur 

all the time. Though instability can be produced by the lack of both damping 

and synchronising torque, small-disturbance instability is more associated to the 

lack of damping torque in modern power systems.  

 Transient stability, referring specifically to the rotor angle stability after severe 

disturbances, typically short circuits, which cause large non-linear variations of 

rotor angles, power flows, voltages, etc. Therefore, if the system is able to 

recover to a new equilibrium point, it is very likely that the post-disturbance 

state differs considerably from the initial condition. Transient stability analysis 

can be done only by considering the non-linear characteristics of the network. 

It is noteworthy that in the arguably first document providing a formal classification of 

power system stability in 1982 [6], the only type of stability formally defined was rotor 

angle stability. 

1.1.1.2 Voltage stability 

Voltage stability is a more recent problem if compared to rotor angle stability issues 

experienced in power systems, it refers to the ability of the power system to keep 

steady and acceptable voltages at all buses after being subjected to a disturbance. The 

main factor producing voltage stability problems is the inability of the system to meet 
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the demand for reactive power. A system is considered voltage unstable if an increase 

in the reactive power injection at only one bus produces a drop of its voltage, therefore 

it is essentially a local phenomenon, with a potential widespread impact. Voltage 

collapse is a more complex event than just voltage instability, and is usually a 

consequence of a series of events accompanying voltage instability leading to low 

voltage profiles in significant parts of the network. Voltage and rotor angle stability are 

not usually related, though for some large disturbances, one could occur as a 

consequence of the other during strong simultaneous rotor and voltage oscillations.  

Voltage stability is also further divided according to the type of disturbance into large 

and small disturbance, and according to the timeframes associated for the analysis into 

short-term and long-term voltage stability (few seconds to tens of minutes).  

1.1.1.3 Frequency stability 

Frequency stability is the property of a power system to keep a steady frequency after a 

disturbance causes a severe imbalance between generation and load, with minimum 

unintentional loss of either. Instability is manifested in the form of sustained frequency 

swings usually leading to the disconnection of generating units and loads. Slower 

controls and protections are modelled for frequency stability analysis, particularly the 

turbine governors of synchronous generators (primary frequency control), which are 

not absolutely necessary to be included in conventional transient or voltage stability 

studies. 

For large interconnected power systems, frequency stability is mostly associated with 

conditions following the splitting of systems into islands. The analysis focuses on 

determining whether each of the islands will reach a state of operating equilibrium with 

minimal loss of load (or none). It is not a question of relative motion of machines 

within the islands, but rather of their mean frequency. Typically, frequency stability 

problems are associated with inadequacies in equipment responses, poor coordination 

of control and protection equipment, or insufficient spinning reserve and inertia. 

Frequency stability is also sub-divided into short-term and long-term according to the 

timeframe for analysis, with the latter extending to periods typical of secondary 

frequency control and Automatic Generation Control (AGC) response. 

1.1.1.4 Resonance stability 
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The resonance stability category was only recently included formally into the 

classification of power system stability in 2020 [4, 5], though it basically covers sub-

synchronous resonance issues, which are not new and have been well studied and 

researched in the past few decades. This type of instability is further divided based on 

whether the phenomenon is associated with a resonance between series compensation 

and the mechanical torsional frequencies of the turbine shaft (torsional resonance), or a 

resonance between series compensation and the electrical characteristics of the 

generator (electrical resonance).  

1.1.1.5 Converter-driven stability 

This type of instability is a new one added in [4, 5]. Its inclusion was made necessary 

due to the high penetration of non-synchronous generation caused by RES integration 

in modern power systems, and the different dynamic behaviour displayed by these in 

comparison with classical conventional synchronous machines and their associated 

controllers. Full converter non-synchronous generation possesses control loops and 

algorithms with very fast response times, which lie between the electromagnetic and 

electromechanical timeframes, with the possibility to produce unstable oscillations over 

a wide frequency range. For this reason, this category is further subdivided based on 

the frequencies of the observed oscillations, as follows: 

 Fast-interaction stability, ranging from tens to hundreds of Hz, up to possibly 

the kHz range, involving system-wide stability problems driven by fast dynamic 

interactions of the control systems of power electronic-based equipment, such 

as RES inverters, High Voltage Direct Current (HVDC) systems, and Flexible 

Alternating Current Transmission Systems (FACTS) with fast-response 

network components such as the transmission network, stator dynamics of 

synchronous machines, or other power electronic-based devices.  

 Slow-interaction stability, typically less than 10 Hz, concerning with system-

wide instabilities driven by slow dynamic interactions of the control systems of 

power electronic-based devices with slow response components of the network 

such as the electromechanical dynamics of synchronous generators and some 

generator controllers. 

1.1.2 Basic concepts of the transient stability problem 



Introduction | 29 

The main concepts involved when studying transient stability in power systems can be 

understood using a small and simple system subjected to a short circuit, consisting of a 

generator represented by a constant voltage source, i.e., the internal transient emf 𝐸′, 

behind a transient reactance 𝑋′ (known as the classical model [2, 7]) connected to an 

infinite bus through a step-up transformer and two parallel transmission lines, in which 

all resistive components are neglected. This type of network is usually referred to as 

Single Machine Infinite Bus (SMIB) system, and is shown in Figure 1.2, along with its 

reduced equivalent circuit. 

 

Figure 1.2 SMIB network and its equivalent circuit  

The equation solving the electrical power 𝑃𝐸 delivered by the generator for the reduced 

circuit in Figure 1.2 is presented in (1.1) and is called the power-angle equation [2, 7].  

 𝑃𝐸 =
𝐸′ × 𝑉𝐼𝑁𝐹

𝑋𝐸𝑄
∙ 𝑠𝑖𝑛 𝛿 (1.1) 

The parameter 𝑋𝐸𝑄 in (1.1) is the equivalent impedance of the system, and is the sum of 

the impedances of the external transmission network 𝑋𝑁𝐸𝑇, step-up transformer 𝑋𝑇, and 

generator internal transient reactance 𝑋′, as shown in Figure 1.2. The angle 𝛿 of the 

internal transient emf 𝐸′ is the rotor angle and for this case represents directly the angle 

displacement of the rotor with respect to a fixed reference represented by the infinite 

bus 𝑉𝐼𝑁𝐹 rotating constantly at the nominal frequency of the system. 

The equation of motion of the synchronous generator, known as the swing equation, is 

shown in (1.2), where H is the inertia constant of the generator, 𝜔0 is the nominal rotor 

speed, and 𝑃𝑀 is the mechanical output of the turbine, which is considered constant for 

this simplistic analysis. All damping effects have been neglected in (1.2). 

 
2𝐻

𝜔0

𝑑2𝛿

𝑑𝑡2
= 𝑃𝑀 − 𝑃𝐸  (1.2) 

In the steady state before any disturbance (the pre-fault condition), 𝑃𝑀 is equal to 𝑃𝐸 in 

(1.2), and the system operates in equilibrium at a steady state rotor angle 𝛿0, following 

equation (1.1), this is depicted in Figure 1.3, by point 1. If a bolted three-phase short 

circuit fault occurs at bus 𝑉𝑇, the transfer of electrical power between the generator and 
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the infinite bus is completely interrupted, and the sinusoidal curve of the power-angle 

equation becomes segment 2-3 in Figure 1.3. With the mechanical power of the 

generator 𝑃𝑀 constant and 𝑃𝐸 changing instantaneously to zero in (1.2), the equilibrium 

of the generator is no longer possible and the rotor starts to accelerate, 𝛿 starts to 

increase along with the accumulated kinetic energy of the rotor, the latter represented 

by the area 1-2-3-4 in Figure 1.3. Assuming that the fault is cleared without any 

equipment disconnection in the network, the system goes back to its initial topological 

pre-fault state, with the electrical power 𝑃𝐸 taking a value according to equation (1.1), 

represented by point 5 in Figure 1.3. At this moment, 𝑃𝐸 > 𝑃𝑀 in (1.2), and the rotor 

starts to decelerate, dissipating the gained kinetic energy during the acceleration period, 

while 𝛿 still continues to increase owing to the inertia of the rotor. This restoring or 

decelerating energy is represented by area 4-5-6-8 and area 4-5-6 in Figure 1.3 (a) and 

(b), respectively.  

 
                                                     (a)                                      (b) 

Figure 1.3 Power-angle curve for a SMIB system. (a) Stable case and (b) unstable case 

For the system to be stable, the gained kinetic energy due to the rotor acceleration 

during the fault period must be completely dissipated once the fault is cleared, and this 

depends on the post-fault system state and the fault clearing time. This is shown in 

Figure 1.3 (a), where it can be seen that the available decelerating area 4-5-6-8 is 

greater than the accelerating area 1-2-3-4 (A1). For this case, the rotor angle 𝛿 will 

continue to increase up to point 6, determined by the moment in which the decelerating 

area 4-5-6-7 (A2) developed by the system equals area A1. The rotor angle then starts to 

decrease and oscillates around the equilibrium point 1 and the system remains stable. 

For the case shown in Figure 1.3 (b), on the other hand, the accelerating area A1 

developed during the fault period cannot be offset by area 4-5-6 (A2). The system still 

decelerates the rotor after the fault is cleared, however, after point 6 the value 𝑃𝑀 will 

again be greater than 𝑃𝐸 in the swing equation (1.2) without having dissipated all the 
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gained kinetic energy during the acceleration period, and the rotor angle increases 

further beyond this point and the system becomes unstable.  

The use of accelerating and decelerating areas as a representation of the energy 

transference process during faults for determining the stability of SMIB systems such 

as the one presented in this section is referred to as the Equal Area Criterion (EAC). In 

simple terms, the system is stable when A2 > A1, critically stable for A2 = A1, and 

unstable otherwise. The Critical Clearing Time (CCT) for which A2 = A1 represents the 

maximum time the system can withstand a fault without losing synchronism. It is 

important to highlight here, that the stability assessment performed in this section refers 

specifically and is restricted to transient stability during the first-swing, i.e., the period 

corresponding to the first oscillation increase of the rotor with respect to its initial 

equilibrium point, immediately after the fault occurrence. 

1.1.3 Transient stability considerations in real systems 

Despite the great level of simplification involved, the basic concepts and understanding 

obtained by analysing the transient stability of a SMIB system as previously presented 

can be extended to actual systems, as it will be evidenced throughout this thesis. There 

are, however, several additional considerations that must be accounted for in real 

systems, some of the most relevant affecting particularly first-swing transient stability 

being the generator model, its associated controllers, and the fact that real networks are 

massive and complex multi-machine systems with rotors strongly interacting with each 

other both in real time and especially during disturbances. 

1.1.3.1 Generator full model and the Automatic Voltage Regulator effect 

The actual model of the generator is of sixth order [2, 7, 8], and consequently it is 

expected to differ considerably from the classical model (second order) used to analyse 

the SMIB system used previously. In general it can be said here that the classical model 

will typically yield an optimistic assessment of transient stability [7]. The equations 

describing the sixth order model of the synchronous machine are provided in Chapter 2.  

Of particular importance for transient stability is the effect of the Automatic Voltage 

Regulator (AVR), which was neglected in the analysis of the SMIB system in the 

previous section, since a strong action of the AVR immediately after a fault occurs and 

is cleared, can have considerable impact on preventing a loss of synchronism [2, 7]. 

The effect of the AVR is to increase the excitation voltage 𝐸′ of the machine, 
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producing a family of power-angle characteristics that can be thought of as varying in 

time, with increasing peak values, whose effect can be introduced even before the fault 

is cleared, if the AVR is fast enough [7]. This increased 𝐸′ will have a double positive 

effect, decreasing the accelerating power before the fault is cleared, and increasing the 

decelerating power after the fault clearance, the latter being the most important [7]. 

This positive effect however, comes at a cost, as it produces stronger back-swings due 

to the increased peak of the power-angle characteristic produced by the initial strong 

response of the AVR, and eventually this effect might reduce the damping of the 

system and produce oscillatory instability, depending on the system parameters, the 

dynamic properties of the AVR, and the time constant of the field winding [7]. This 

typical negative damping in realistic power systems introduced by the action of fast 

AVR response is tackled by the use of Power System Stabilisers (PSSs), which are 

controllers that add damping signals to the rotor oscillations by controlling the 

excitation using auxiliary stabilising signals [2, 7]. The inclusion of PSSs in the 

generator excitation control loop, however, can be considered to have a negligible 

effect on first-swing transient stability, as they are tuned to provide additional damping 

rather than synchronising torque, and any effect on transient stability will be 

manifested in oscillatory transient stability for oscillations beyond the first-swing [7]. 

1.1.3.2 Stability in multi-machine power systems 

In practice, power systems are comprised of several power plants, and a disturbance 

will affect more than one synchronous generator in the network, differing from the 

situation analysed with just one machine oscillating with respect to a known fixed 

infinite bus reference. Therefore, a disturbance may produce instability in a multi-

machine network in the following ways [7]: 

 The rotor of the generator (or generators) that is closest to the fault loses 

synchronism without showing synchronous swings. Other generators affected 

by the fault experience rotor oscillations with decaying amplitude until 

stabilising again, i.e., reaching a steady state. This case is closely related to the 

previously analysed SMIB system, when it involves the instability of a single 

machine in the network, likely during the first, or initial swings after a fault. 

 The generator (or generators) closest to the fault lose synchronism after 

experiencing rotor oscillations. This case may also involve the instability of a 
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single machine, but likely losing synchronism in further swings as its conditions 

deteriorate due to the oscillations of other generators.  

 The generator (or generators) closest to the fault are the first to lose 

synchronism, this has a major effect on other generators which lose 

synchronism subsequently, producing multi-machine instability in the system. 

 The generator (or generators) closest to the fault display rotor swings without 

losing synchronism, but one or more of the rest of generators located remotely 

from the fault lose synchronism. This can be either a single-machine or multi-

machine unstable event, not likely in the first or initial swings after a fault, due 

to the spread of oscillations and low damping in the network.  

As it is evidenced, stability in a multi-machine system is a phenomenon that is 

manifested in a much more complicated way compared to the case of a SMIB network 

and transient instability may not always occur as first-swing instability associated with 

a single mode, but as a result of the superposition of a slow inter-area mode and a local 

plant mode causing a large excursion of the rotor angle beyond the first-swing [2, 3]. It 

could also be a result of nonlinear interactions affecting a single mode causing 

instability beyond the first-swing [3].  

Another issue related to the stability of multi-machine systems relates to the measuring 

of the rotor angles, since there is no reference infinite bus. Typically, one generating 

unit (the largest) is chosen as the reference machine, and all the rotor angles of the rest 

of the machines are calculated with respect to such reference. Another option is to 

calculate the angle differences with respect to the Centre of Inertia (COI) reference 

frame [7]. The COI is a concept widely used for the stability analysis of multi-machine 

power systems. The angular position of the COI is the inertia weighted average of all 

rotor angles in the network, it represents the mean motion of the system [8]. The COI 

idea was first introduced in [9] as an analogous concept to the centre of mass for 

mechanical systems, in order to have a way of decomposing the network dynamics into 

relative and collective motions, such that a distinction between synchronous and 

frequency equilibrium could be established. Since the time derivative of the COI 

angular position represents an accurate estimate of the entire system frequency, it can 

be used to assess its frequency equilibrium. On the other hand, by measuring the rotor 

angles with respect to the COI, the synchronous equilibrium of the system can also be 

distinctively assessed.  
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1.2 Transient stability improvement  

Transient stability improvement methods can be easily understood by analysing both 

the power-angle equation (1.1) and the swing equation (1.2). Any action that allows 𝑃𝑀 

to decrease immediately after a severe disturbance occurs would reduce the power 

imbalance, thus helping stability. Another way to reduce the imbalance is by trying to 

increase 𝑃𝐸 as fast as possible. This can be done with a direct insertion of an additional 

electrical load by an external means, e.g., switched braking resistors, or by any other 

action affecting one of the parameters of the power-angle equation (1.1) that increases 

𝑃𝐸 or its characteristic, so that the accelerating power immediately after the fault is 

reduced or the decelerating power immediately after the fault clearance is increased. 

According to equation (1.1), 𝑃𝐸 can be increased by decreasing the equivalent 

reactance 𝑋𝐸𝑄 of the system, or by increasing the voltages of the generators, or of a 

bus. All methods for transient stability improvement act on one of the described 

parameters in equations (1.1) and (1.2) and are classified accordingly. These 

parameters could be also modified before a disturbance in normal operation and as such 

have a positive effect on transient stability. Transient stability improvement therefore, 

can be done by means of preventive actions taken before a disturbance, or corrective 

actions taken immediately after the disturbance. 

In this chapter and throughout this thesis, the methods for the improvement of transient 

stability, also referred to as Corrective Control Measures (CCMs), involve equipment, 

or schemes that can be deployed as an additional assistance to conventional AVRs or 

PSSs. In the case of the AVR, it is a standard controller included in all synchronous 

generators within a practical power system. PSSs on the other hand, are controllers 

associated with the damping of electromechanical oscillations and small-disturbance 

stability in general, and typically are not deployed to all generators in the system. The 

focus of this thesis is on transient stability only, hence the effect of PSSs, though 

included in the modelling, is negligible and is not particularly analysed. 

1.2.1 Transient stability improvement by preventive measures 

A comprehensive discussion of preventive measures or preventive control is presented 

in [10]. The concept of preventive control is to take a preventive action prior to the 

disturbance or to operate the system in such a way that it is more robust to avoid 

instability if a disturbance occurs, e.g., by designing the system with more parallel 
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transmission lines the impedance 𝑋𝐸𝑄 in (1.1) is greatly reduced and the transient 

stability of the system is enhanced. In practical terms, preventive measures have been 

mostly reduced to generation rescheduling actions, discussed in [10] and later in this 

chapter. The main disadvantage of preventive measures is that the high costs involved 

to deploy them may be difficult to justify due to the almost infinite, or at least very 

large number of possible disturbances with relatively low probability of occurrence 

than can cause system instability. 

1.2.2 Transient stability improvement by corrective measures 

A detailed discussion of corrective or emergency control is presented in [11]. In this 

case the parameters in equations (1.1) and (1.2) are modified immediately, or soon 

after, the disturbance occurs. Most of the methods for transient stability improvement 

are included under this category. The advantage with respect to preventive measures is 

that the corrective actions are only applied after a disturbance occurs. The system 

therefore, does not have to be operated more expensively as a result of security 

generator rescheduling or be more robustly designed, and there is a potential reduction 

in costs for ensuring transient stability. Main costs for CCMs include the capital costs 

of the corrective devices and telemetering. Disadvantages include the possible complex 

control of the CCM devices and other coordinated corrective schemes, affecting their 

dependable operation, and the low utilisation factor of expensive equipment as they 

will only operate after the occurrence of severe disturbances.  

1.3 Transient stability assessment 

Practical power systems have complex non-linear network structures and the most 

practical and typically used method available for transient stability analysis is the 

Time-Domain-Simulation (TDS) [2, 3], which allows to include detailed models of all 

components of the network, as well as different controllers (including their limitations), 

switching actions, and protections taking place during and after disturbances. The main 

objective of practical transient stability assessments is to determine if the system is able 

to maintain synchronism for a set of predefined or probable contingencies occurring in 

the network over a period of time, so that system operators and/or planners can 

estimate in advance the level of risk in the system and take appropriate action, 

protection coordination, or decide on network reinforcements.  
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Extensively researched direct methods, also referred to as energy-based or Transient 

Energy Function (TEF) approaches, mostly based on the application of the Lyapunov 

direct method, are another way to assess transient stability in power networks in which 

the system differential equations are not required to be explicitly solved [2, 7]. 

Consequently they could be faster than TDS methods, especially for large systems, and 

may be well suited for real time applications. For realistic large power systems, 

however, practical applications of these methods are still not possible due to modelling 

limitations, e.g., they assume the generator classical model without controllers, and 

show unreliability of the used computational techniques, presenting vulnerability to 

numerical problems when systems operate close to their stability limits [2, 7]. Hybrid 

methods, combining TDS and TEF techniques, are another group of methods used in 

the past. In these approaches, TEF calculations are incorporated into TDS such 

improving the capability of the latter in estimating the stability margins while requiring 

less computational effort [2]. Regardless of this, hybrid methods can still be considered 

less accurate and limited compared to typical TDS for practical power systems, due to 

the inherent drawbacks of the purely energy-based approaches involved.   

Uncertainty is a characteristic of power systems that is not related to RES generation 

alone, though it became more prominent with the increasing RES integration in power 

systems. Random failures of equipment and system electrical disturbances are outside 

the control of system operators and are inevitable, in addition to uncertainty in load 

behaviour and forecast errors, volatile markets, etc. [12]. Therefore, probabilistic 

studies for the transient stability assessment of power systems have been researched for 

quite long time, and they are becoming more relevant in the current scenario in which 

considerably more uncertainty is being introduced by the accelerated increase of RES 

generation in power systems. It can be considered that the principles of probabilistic 

assessment of transient stability were established in [13-15] around 1980, introducing 

the modelling of uncertainties for fault types, location, and other system operating 

conditions. Reference [14] is arguably the first approach for probabilistic transient 

stability assessment. 

In recent times, Wide Area Measurement Systems (WAMS) using Phasor 

Measurement Units (PMUs) [16, 17] have become more available, so that the 

collection of data in real time from various points within large interconnected networks 

is more feasible. This in conjunction with the use of advanced data mining techniques 

can be applied effectively to develop methodologies for fast real time assessments of 
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the transient dynamic behaviour of the system, helping to overcome and adding a new 

dimension to some of the disadvantages of conventional methods. Data mining can be 

defined [18, 19] as the computational process of discovering information from large 

data sets, e.g., large amount of rotor angle oscillations obtained off-line through TDS, 

which are then transformed into an understandable structure for specific applications, 

such as fast on-line stability detection or prediction. The term encompasses any type of 

computer decision support system including artificial intelligence, machine learning, 

statistics, etc. [18, 19]. The use of data mining for extracting valuable information or 

patterns from rotor angle oscillations is not restricted to real-time assessment 

applications only and it can be used for off-line planning analyses as well. 

1.4 Past work on the assessment and improvement of transient 

stability 

1.4.1 Assessment of the impact of RES on transient stability 

Since the start of the increased deployment of non-synchronous RES generation within 

power networks, many studies have been performed in order to study their impact on 

the system dynamics in general, and transient stability assessment methodologies have 

also adapted accordingly. Some literature presenting a global analysis of the impact of 

either WP or PV plants on general and transient stability include [4, 20-24]. Initially, 

around year 2005, besides the actual impact brought by RES on the dynamics of the 

system, the lack of reliable or standard models for WP and PV plants was another 

major issue hindering the analysis [20]. More recent studies, dated from year 2015 and 

beyond [4, 21-24], conclude that a definitive answer about the positive or negative 

effect of WP and PV plants on transient stability cannot be established and will depend 

on many factors, with different authors reporting even contradictory findings [21]. In 

[23, 24], it is acknowledged that higher penetrations of non-synchronous generation 

will pose the major challenge to frequency stability. It is also generally recognised and 

expected though, that lower inertia within the system will likely affect negatively the 

transient stability of the system [24] and produce larger and faster rotor swings [4]. 

1.4.1.1 Deterministic assessment studies   

Literature focusing on the analysis of WP and PV plants on transient stability using 

deterministic approaches include [25-38] and [39-46], respectively, while in [47-51], 

both types of plants are considered. In general, the main issue with these studies, 
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besides the fact that they cannot take into account the uncertainty associated with RES 

generation, is that they use very different criteria to define the scenarios for the 

assessment, as well as some modelling particularities. These are summarised as 

follows:  

 Several criteria is used in relation to how the RES plants affect the existing 

conventional generation, e.g., reduction of conventional dispatch or their entire 

disconnection [33, 37]. Sometimes the analysis is performed completely 

replacing conventional generation with same-size RES plants [46].  

 The penetration levels. Usually relative low levels of penetration are 

considered, up to an average of 30% with very few cases including levels well 

above this value, e.g., [48, 49]. 

 The modelling and settings of the Fault Ride Through (FRT) capabilities of the 

RES generation. This is done by considering the disconnection of the converter 

during low voltage conditions with and without the possibility of reconnection, 

or with no disconnection at all [34, 40, 41, 44, 51]. Voltage support during 

contingencies tends to have a positive effect on transient stability and thus the 

FRT operation is highly influential [32, 40, 44, 45].  

 The size of the network. SMIB systems [37, 41, 47] up to very large test 

systems [27, 42, 43] are used. Moreover, this results in outcomes being highly 

influenced by the location of the RES generation.  

 Different reactive power operation criteria are used, both in the steady state and 

the behaviour during disturbances. This is discussed in [33].  

 The duration of disturbances. Mostly three-phase faults lasting 100 ms are used, 

though times in the range of 50-200 ms are also reported. When the CCT is 

used for the evaluation, higher fault duration times can be simulated [47].  

 The selection of disturbances. In deterministic studies, these tend to be chosen 

at critical locations to excite specific modes or at locations that are known to 

cause problems in the different test systems, biasing the analysis [27, 45].  

 The way to account for the instability is varied. Most commonly by direct 

inspection of rotor responses, but also by using the simple rotor angle or speed 

deviation with respect to initial steady state values [42, 46], Transient Stability 

Index (TSI) [27] as defined in [52], TEF type indices [34, 41], CCT [28, 30, 37, 

39, 43, 47] and terminal voltage variations [36]. 
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 In the case of WP plants, wind disturbances are sometimes also considered [35, 

36]. 

1.4.1.2 Probabilistic assessment studies 

Literature on the assessment of transient stability, using probabilistic-type studies, and 

considering the impact of RES, include [53-65].  

Monte Carlo (MC) based methods are used in [53-60]. Authors of [53] (2010) claim 

that this is the first study to investigate the impact of WP on transient stability 

probabilistically. The effect of location and penetration levels up to 20% is analysed, 

resulting in an improvement of transient stability for the system used, stating that these 

results are strongly influenced by the location of the WP plants, so that it is not possible 

to draw definitive conclusions based on the study results. Uncertainties regarding the 

location of faults in terms of the line at which a short circuit occurs are not considered, 

and the analysis is done based on specific lines in the system. Stability is assessed by 

means of calculating the probability of stability resulting from the MC simulations. In 

[54], stability is assessed based on the probability of instability and the maximum 

relative rotor angle deviation of synchronous machines, which if exceeds a predefined 

value, identifies a case as unstable. The study is focused on analysing transient stability 

for increasing penetration of a non-synchronous WP plant at a given location, hence 

several parameters are not included as uncertain, reducing the generality of the results. 

In [55], CCT and TSI are used for the transient stability assessment, finding that in 

most situations, but not all, the transient stability of the test system is improved with 

the penetration of wind. Fault duration and fault locations are deterministically 

included in the analysis. In [56-60], a comprehensive MC assessment approach using 

TSI [52] as the main estimator of instability, is proposed. This index globally measures 

the magnitude of angular displacement between two generators in a system expressed 

in percentage. Its magnitudes though, are strongly influenced by the angle reference for 

the instability identification, which is typically set to a maximum angle separation 

between the rotors of any two generators of 360° during post-fault oscillations, but 

different values could also be used.  In general, these studies found that stability can be 

improved for higher penetration levels but do not focus the analysis on the specific 

reasons for it. 

Non MC approaches which rely on analytical calculations of the probability of stability 

or stability margins and the use of TEF or hybrid based methods for stability 
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assessment include [61-63]. These methods are usually less accurate compared to MC 

simulations and it is not feasible to include detailed RES models with their associated 

controllers. In [61], the critical transfer capacity of a transmission line is used as an 

index of system stability, reaching levels of 30% penetration, reducing the computation 

time by performing full-length time simulations only when an analytically approximate 

stability measure requires adjustment. In [62], a probabilistic Transient Stability 

Constrained Optimal Power Flow (TSCOPF) is proposed to simultaneously consider 

uncertainties and transient stability for power system preventive control and it bases the 

transient stability assessment on the simplified hybrid SIME method. The focus of the 

work is on the optimisation procedure of the method and not on the system stability 

analysis itself. Fault location and duration are selected deterministically to assess the 

method and to compare it with a MC approach in terms of the computation time. In 

[63], an assessment method under stochastic continuous disturbances is presented, in 

which a measure of the probability of stability is analytically solved by stochastic 

averaging, avoiding extensive MC simulations and using TEFs.  

Other approaches include [64, 65]. In [64], the impact of PV penetration on stability is 

studied by selecting probabilistically a set of N-2 type of contingencies, but not in a 

MC way, using a severity index defined as the peak change in the magnitude of the 

phase angle of each generator rotor angle for normal and post N-2 contingency events. 

In [65], a risk-based security assessment is applied to define reliability standards for 

electricity grids with high penetration of converter-interfaced generation. The process 

is not MC based, but uses state enumeration techniques, involving a large number of 

deterministic simulations and using a reduced contingency list for the analysis, so that a 

contour based measure of risk can be obtained. Results for the particular case analysed 

show that higher RES levels can be both beneficial and detrimental towards transient 

stability. An interesting, albeit short, analysis of the effects of RES on system stability 

is also provided, using the EAC, which is not commonly found in the references briefly 

described in this section. Fault clearing times are included in a deterministic way. 

1.4.2 Corrective and control measures for transient stability improvement 

There is a range of well-known CCMs for the improvement of first-swing transient 

stability [2, 7, 66], in this section a review of past work on these is provided. The focus 

is on classical, non-disruptive CCMs that can be implemented in addition to typical 

AVR and PSS controllers, so these controllers are not considered. 
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1.4.2.1 Braking resistors 

Connection of Braking Resistors (BRs) can be considered as an additional artificial 

load in the system, increasing directly 𝑃𝐸 in the power-angle equation (1.1). It is a 

relatively cheap and efficient control measure [7]. Relevant related work is found in 

references [67-83], which are chronologically analysed in this section.  

Most past work on the use of BRs deals mostly with the control scheme for insertion-

removal of the device to optimise the stabilisation effect. Initial papers [67-69] propose 

simple fixed times for the insertion-removal of the device, probably due to the 

technology available at the time. Later in [70-83], more complex control strategies are 

studied using generator speed variation, change in active power and voltage as inputs. 

Particularly, in more recent work [77-83], even more complex control strategies are 

discussed due to the use of thyristors to connect the BR to the network, claiming better 

performance compared to the use of simple circuit breakers. Criteria for the size 

definition of BRs is not discussed within the past work, nor are the physical design 

limitations. Other important aspect such as the energy limit of the BR is also not 

discussed in every reference, although in general, the BR is connected for short periods 

of time after disturbances so the device is not subjected to large operation regimes and 

the energy restrictions could not represent a limitation at all. 

1.4.2.2 Fast-valving applied to thermal generators 

Fast-valving (FV) can be applied only to thermal generators and consists of the sudden 

close of the intercept valves of a steam turbine following a disturbance in order to 

reduce temporarily the mechanical output, 𝑃𝑀 in the swing equation (1.2), helping to 

reduce the accelerating power during faults [84]. Past work is reported in references 

[85-106] and briefly discussed chronologically in this section. 

Initial literature on FV [85-97] focused on how to represent the close-open cycle 

behaviour of the valves following a disturbance in the system based on real data 

provided by manufacturers, the influence of the response on the actual mechanical 

power output of the turbine, and the extent of the effect on transient stability 

improvement by means of computer simulation analyses. Two aspects were mainly 

discussed which depended on each specific case or manufacturer, namely the actuation 

times of the valves, and the impact of closing the intercept valves, control valves, or 

both, on the resulting mechanical power behaviour obtained. More recently (since 1995 
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approximately), the focus has been on the control schemes for implementation of FV 

and the associated mathematical models. The proposed schemes and models in more 

recent studies [98, 101, 104] are based on the arguably unrealistic assumption that the 

actuation times and minimum position of the valves are almost completely controllable, 

casting some doubt on their actual practical application.  

In general, theoretical studies have stated that FV is possible even in nuclear units, but 

negative effects on the turbine are also possible. Therefore each case has to be analysed 

specifically in conjunction with the manufacturer. Recent work on actual turbine and 

control capabilities for FV is mostly lacking. Research including participation of 

manufacturers is essential and not found relatively recently. One of the main 

advantages of FV is that the implementation costs would be relatively small [7]. 

1.4.2.3 Switched series compensation  

Switched Series Compensation (SSC) applied immediately after a disturbance directly 

reduces the impedance of the network, 𝑋𝐸𝑄 in the power-angle equation (1.1), 

improving 𝑃𝐸 and helping stability. In [107], the extent of transient stability 

improvement by means of SSCs after a disturbance is discussed. It is demonstrated that 

a switched series compensation device connected in a tie line is better than a non-

switched one, not only technically but also economically. In [108, 109], control 

schemes for optimal connection are discussed, although no comparison with respect to 

a simpler control is made.  

There is no recent relevant work on transient stability improvement by application of 

simple SSCs devices. Applications of FACTS devices that use controlled series 

capacitors under the same basic principles described in [107] have been more 

commonly studied instead. 

1.4.2.4 Switched shunt capacitor connection 

Switched Shunt Capacitors (SSHCs) connected after a disturbance help boosting the 

voltages and can be considered to indirectly increasing 𝑃𝐸 in the power-angle equation 

(1.1) and such helping stability. In [107], it is stated that a SSHC could have the same 

effectiveness in transient stability improvement as a series capacitive compensation, 

although a device with higher MVAR rating would be needed (three to six times). 
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SSHCs application for transient stability improvement can be very effective if a 

controlled switching after a disturbance is employed [107].  

In [110] the benefits of a SSHC application for the improvement of transient stability 

are further discussed. Being a simple easy controllable device, it could be implemented 

at several buses where the voltage drop is critical after a disturbance. The effect is not 

only that it will directly increase the voltage at the bus it is connected to, but also that 

the voltages across the network will likely rise and consequently the active power 

consumption of constant impedance loads in the vicinity as well, hence further helping 

in machine deceleration. In addition, the use of shunt reactors is discussed to help 

diminish further oscillations and help the damping of the system, although only the 

shunt capacitor helps with the first-swing stability. Specific references on SSHC 

connection alone to help stability is limited, and research has been mainly focused on 

the application of its principle to FACTS devices to improve stability. 

1.4.2.5 Generator tripping and load shedding 

Tripping one or more generators from a group operating in parallel at the same bus can 

perhaps be the most straightforward and effective means of rapidly changing the power 

or torque balance of generators, reducing 𝑃𝑀 in the swing equation after a disturbance 

[7]. Additional load shedding can follow the tripping of generators in order to maintain 

the balance of power in the system and to avoid a further chain of events and a possible 

collapse. Pure load shedding schemes though, are more associated with solving 

frequency stability problems.  

The bulk of the research in generator tripping and load shedding to improve transient 

stability deals with optimising (reducing) the number of generators to be tripped (as 

well as load shedding). Several methodologies are proposed, e.g., using hybrid methods 

[11], direct optimisation techniques [111], iterative techniques to find near-optimal 

results [112], tripping based on transient stability indices [113], etc.  

It is also important to mention that the use of on-line data for generation tripping and 

load shedding schemes, e.g., [111, 112], helps to optimise load shedding by adapting to 

real time operation conditions. This is advantageous compared to conventional off-line 

methodologies. Although the level of actual implementation is still unclear, due to 

WAMS not being fully deployed in power networks, this is likely to change in the 

coming years. Even so, the on-line scheme implementation is still not an easy task to 
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achieve. Some recent work has been focused on including risk-based methodologies 

[114] to cost the actuation of generator tripping and load shedding. This is considered 

to be a better approach to the problem, although it is still difficult to combine it with 

on-line methodologies and further work is needed in this area.  

1.4.2.6 FACTS devices 

FACTS devices can have effects on different parameters of the power-angle equation in 

(1.2), as basically they apply advanced and fast control of power electronics in 

conjunction with series and shunt devices previously described in this section, which 

can be used for transient stability improvement along with other benefits. Hence, 

FACTS are not commonly installed only for transient stability purposes. In [115], a 

common application and control strategy is presented for a Static Var Compensator 

(SVC) and a Static Synchronous Compensator (STATCOM) for transient stability 

improvement. In [116], several FACTS devices are compared to assess their impact on 

transient stability stating that series devices perform better than shunt connected ones. 

The main disadvantage of FACTS is the high costs and complex control schemes 

needed for their implementation. 

1.4.2.7 Control of HVDC transmission 

Control of HVDC transmission links can influence their transmitted electrical power 

hence helping to maintain the balance of power in the swing equation (1.2). In [117-

120], relevant applications are discussed. Fast power modulation of HVDC links are 

inexpensive measures compared to generator tripping and load shedding schemes 

[117]. Unfortunately, HVDC systems are implemented mostly for the transmission of 

power only and cannot be considered a flexible measure for the sole purpose of 

transient stability control. A comprehensive study of the exploitation of HVDC links 

for control and improvement of small-disturbance stability can be found in [121], in 

which their effect on transient stability is also verified, though in relation to damping 

improvement in oscillatory transient stability and not first-swing transient stability.  

1.4.3 Preventive control measures for transient stability improvement - 

generator rescheduling  

Preventive control techniques involve mainly the rescheduling of generation (or 

generation shifting) such that a normal operating condition can cope with severe 

disturbances avoiding transient instability without any further actions other than the 
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normal operation of generation conventional control. By reducing the generation 

output, the value of 𝑃𝑀 is decreased, and after a disturbance occurs, the magnitude of 

the imbalance (𝑃𝑀 − 𝑃𝐸) in the swing equation (1.2) is reduced and also the 

acceleration of the machine. The main disadvantage is that making dispatch changes 

for security reasons is not optimal since the economic dispatch is definitely affected, 

and less efficient generators are forced to be switched on or to increase their power 

outputs. In this way, the resulting higher operating costs may not be justified as almost 

infinite number of disturbances can occur in the system with a relative low probability.  

Reference [10] represents a typical application of generation rescheduling. Research on 

the subject looks for optimising the cost of the secure dispatch by optimisation 

methods, mostly through TSCOPF techniques, which add a transient stability constraint 

into the standard OPF optimisation process. TSCOPF can be considered a rather new 

research field, and according to [122] it was in 1995 that the focus of an OPF that could 

provide support to angle stability problems started to be considered. The inclusion of 

the transient stability constraint adds more difficulty to the optimisation problem 

besides the complication of handling differential equations of the dynamic components 

in the system. There are several ways to formulate this constraint and also several ways 

to treat it. As it is stated in [123] there is no analytical expression for the definition of a 

boundary stability region that allows an explicit formulation of the transient stability 

constraint, making its treatment always approximate whatever the approach to solve the 

problem is used. Furthermore, authors in [123] present an interesting analysis of the 

subject including a revision of the main solution algorithms for the TSCOPF problem, 

proposing a classification of the different methods used based on how the stability 

constraint is handled.  

Both analytical and Artificial Intelligence (AI) algorithm methods are used for solving 

the optimisation problem, either independently or together. Three seminal papers in the 

application of analytical methods for solving TSCOPF are [124-126], each handling the 

set of constraints differently, with later papers applying mostly the same principles. 

Examples of using AI techniques for this purpose can be found in [127-129]. 

1.4.4 Effective deployment of corrective control measures for the improvement 

of transient stability  

Most of the past work on CCMs for the transient stability improvement has studied 

each method individually focusing mainly on the modelling and control of each 
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specific device to maximise its impact on transient stability. There are not many 

references dealing with the problem of deploying flexible non-disruptive CCMs 

optimally or efficiently in a comprehensive way for the transient stability improvement 

of power systems. In [75, 80], coherency was successfully employed for the installation 

of a reduced number of BRs, to one generator per group of coherent generators. In 

these studies though, either the exact location of the BRs, their size, or the fault data for 

finding the groups of coherent generators, were obtained heuristically without 

developing a consistent methodology. A deterministic strategy to find the optimal 

locations of BRs is presented in [67].  

1.4.4.1 Use of data mining techniques to help network stabilisation  

Increasingly used probabilistic approaches for the assessment of modern uncertain 

power networks generally involve the simulation of a large number of operating 

conditions, facilitating the application of data mining techniques for training or 

classification purposes so that some specific feature of the system can be assessed or 

predicted. Moreover, the increasing availability of PMUs throughout power systems 

has increased the research interest in on-line real time corrective control for transient 

stability improvement that can effectively use such information for triggering 

corrective actions [130-133]. In consequence, predictive techniques capable of 

assessing whether a network disturbance will evolve into a stable or unstable condition 

in advance by means of processing PMU information have been the focus of numerous 

research works in the past years, e.g. [58, 133, 134]. 

As previously mentioned, coherency can be used as a way to optimally deploy CCMs 

in a network. Data based clustering algorithms that use rotor angle or speed responses 

for coherency identification have been reported in [135-138]. In [139], Hierarchical 

Clustering (HC) is applied for the identification of characteristic oscillation patterns (or 

dynamic signature) of rotor angle responses obtained by a probabilistic MC approach. 

An important improvement of HC with respect to other clustering methods is that the 

number of clusters does not need to be specified in advance, and they can be 

automatically identified if a proper threshold for cutting off the hierarchical trees is pre-

defined. Nevertheless, since the clustering has to be performed by taking a sample of 

rotor angles at one point in time during the oscillation, the composition and number of 

clusters are also a function of the chosen point in time for cluster formation, in addition 

to the cut-off threshold. In [58, 59, 134], HC was studied alongside classification 
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algorithms, as data mining techniques, which can be effectively used for dynamic 

signature identification, employing different criteria for the time of cluster formation 

and cut-off threshold parameters, without discussion of their optimal values or how 

they might influence the resulting grouping patterns. As a matter of fact, results in these 

studies show that the number of oscillation patterns obtained for a system is usually 

large, making it difficult to identify critical groups/generators in a straightforward way 

that could guide a further development of a stabilisation strategy by the deployment of 

CCMs, which is the ultimate objective of these kind of methodologies. 

1.4.4.2 Angular threshold for the identification of transient instability in multi-

machine systems 

One of the key features for the success in the aforementioned applications of preventive 

and corrective control, is the transient stability criterion chosen for the accurate and 

timely identification of instability. A review of different existing methods on this 

specific subject can be found in [123, 130]. One of the most straightforward of such 

methods is the angle threshold criterion. It is based on the principle that there is a limit 

in the value that the generator rotor angles can diverge (separate) from each other or 

with respect to a predefined angle reference. If this limit/threshold is exceeded, then 

synchronism cannot be maintained anymore and the system loses stability. Although 

very simple in concept, the disadvantage of this approach is that for multi-machine 

systems there is no way to find analytically their exact stability boundaries [123, 140], 

and therefore there is not a fixed angle threshold value for identifying an instability 

condition. The boundary in angle terms, is usually defined for each system separately 

using engineering heuristic criteria as even for one system the threshold might change 

due to the many different operating conditions the network is subject to [131]. Hence 

several threshold values have been used in the past. In addition, increasing penetration 

of RES and thus an increase in the uncertainty of the system operating conditions raises 

the question of by how much the range of possible transient instability angle threshold 

values can change due to the increasing system stochastic behaviour.   

In the SMIB system analysed previously in this chapter, an angle separation of 180° 

between the generator and the infinite bus can be considered as a definitive indicator 

that a loss of synchronism has already occurred. For a practical multi-machine system, 

several rotor angles oscillate at the same time with respect to each other, and it is 

expected that strong oscillations might cause high separation of rotors without a loss of 
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synchronism. Hence, it is not expected that a 180° angle separation between rotors of 

any two generators in the system is a definitive sign or will definitely lead to a 

condition of loss of synchronism between them, or at least not in the 100% of cases 

[141, 142]. Studies that have used a 180° rotor angle separation threshold for the 

identification of instability in multi-machine systems in the past include [140, 143-

147]. On the other hand, if a separation of at least 360° during oscillations is reached 

between any two generators, it would mean these are one complete cycle away from 

each other after the disturbance, and it is expected that at this point, a loss of 

synchronism has definitely occurred. Studies reporting the use of a 360° threshold for 

the identification of instability include [27, 52, 59, 127, 134, 141, 142, 148-150]. 

References [141, 142] that investigated instability thresholds by conducting an 

extensive number of simulations for large systems found that the loss of synchronism 

actually occurs at thresholds lower than 360°, and also that these could be below and 

above 180°. It can be concluded that the 360° threshold is a conservative and the safest 

option for identifying instability, however, it will require more time for identification 

compared to lower thresholds if used in on-line applications. 

As previously mentioned, the COI reference frame can be used as well for measuring 

rotor angles in multi-machine stability studies. When the COI is defined as the 

reference for angle measurement, its behaviour can be considered comparable to a 

fixed reference like the one provided by the infinite bus in a SMIB system. This means 

that if a generator reaches a 180° separation from the angular position of the COI, a 

loss of synchronism has likely occurred. Past work reported in [124, 125, 130-133, 142, 

144, 151, 152] used thresholds for the instability identification in the COI frame in the 

range of 100-180°. 

1.4.5 Risk based approaches for the assessment and improvement of transient 

stability   

In [65, 114, 153-157], transient stability is treated using risk assessment approaches. 

Since the calculation of risk involves the estimation of probabilities in addition to the 

impact of disturbances [153], these approaches include the specific estimation of such 

impacts, typically in terms of costs or energy loss due to instability events. For the 

probabilistic part, the approach of these studies is similar to other previously discussed 

in this chapter dealing with transient stability probabilistically as well. Regarding the 

impact or cost part, a more detailed analysis will be provided in Chapter 7, when the 
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cost of stability and the subject of cost-effective stabilisation of power systems is 

discussed.  

1.4.6 Summary of past work 

According to the past work in the field, some of the identified areas that need to be 

addressed can be summarised as follows:  

 The impact of the increasing penetration of uncertain non-synchronous RES 

generation on first-swing transient stability requires further and thorough 

investigation. Several previous studies on the subject exist, with results highly 

depending on each specific scenario used for the analysis, leading to conflicting 

conclusions. All these studies fail to establish general and proper correlations 

between transient stability and the factors affecting it, so that a comprehensive 

understanding of the actual influence of such factors can be achieved. 

 There is a lack of consensus about an appropriate angle threshold definition for 

the identification of transient instability in real multi-machine power systems. 

Several methodologies developed for studying, assessing, and improving 

stability make use of an angle threshold based constraint for identifying 

instability, using a high variety of threshold values based mostly on previous 

engineering experience and heuristics.  

 Most of the past work on special non-disruptive CCMs for the transient stability 

improvement has studied each method individually focusing mainly on the 

modelling and control of each specific device to maximise its impact. 

Considering that, to a certain extent, most non-disruptive CCMs could be 

installed at will in large power systems, it is important to start considering 

methods for a comprehensive deployment of CCMs in an efficient or optimal 

way, so that a cost-effective stabilisation strategy can be achieved. This 

however, has not been addressed in a systematic way, if at all, in the past, for 

the improvement of first-swing transient stability in uncertain modern systems. 

 Several approaches for assessing stability using data mining methods have been 

reported. They generally have as the main objective the real time identification 

of network issues so that corrective actions can be deployed throughout the 

system. The corrective measures considered were mostly disruptive generation 

and load shedding or islanding schemes. The focus of these studies was the 

oscillatory transient stability, due to the timeframes involved for evaluation and 



50 | Introduction 

deployment, and the proposed solutions are too slow for actually having an 

effect on first-swing transient stability. Furthermore, the solutions that go one 

step further and propose practical control actions, especially for the 

improvement of first-swing transient stability are still lacking, either for 

planning or real-time application purposes. 

1.5 Research aims and objectives 

This thesis focusses on addressing the shortcomings, discussed in the previous section, 

that have been identified within this field of research. The aims of this investigation are 

to perform a thorough evaluation of the influence of the increasing penetration of non-

synchronous uncertain RES generation in power networks on system transient stability, 

in particular the first-swing stability, and to use modern data mining techniques to 

facilitate finding a way to optimally, or near-optimally, deploy appropriate corrective 

actions, either in real-time or for planning purposes, to stabilise the system. In order to 

achieve these aims, the following research objectives have been identified.  

1) To summarise and critically assess the existing literature that has already 

studied the impact of the increasing penetration of uncertain non-synchronous 

RES generation on transient stability in power systems, in order to establish 

what is the current state of the art and general consensus on this specific subject.  

2) To provide a literature review on the classical CCMs applied in power systems, 

especially of the non-disruptive type, for the improvement of transient stability.  

3) To investigate the impact of the increasing penetration of non-synchronous RES 

generation on system stability, so that the mechanisms in which the inertialess 

generation affects the network dynamic behaviour related to transient stability, 

in particular to the first-swing stability, can be comprehensively identified. 

4) To propose a probabilistic approach for the assessment of transient stability that 

can adequately model and reflect the influence of the penetration of stochastic 

RES generation on system transient stability using the appropriate indices and 

evaluation framework, so that a thorough statistical analysis can be performed. 

5) To develop a robust methodology to identify the critical oscillation patterns in a 

power system so that a comprehensive and effective deployment of CCMs can 
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be performed, maximising their positive impact on transient stability, and 

facilitating the development of a cost-effective stabilisation strategy. 

1.6 Main contributions of this research 

The work within this thesis contributes to the general area of power systems stability 

research, particularly encompassing the effects of non-synchronous RES generation on 

first-swing transient stability in transmission networks. The main outcome of this 

research is the comprehensive probabilistic assessment of the transient stability of 

uncertain power networks with a reduced system inertia, with a focus on the 

identification of the specific effects and different mechanisms in which the inertialess 

generation affects the transient stability of the system, and the development of a 

methodology for the improvement of the transient stability of the system using 

corrective control measures that can be applied for planning purposes or in close to real 

time applications.  

The following points summarise the main contributions of this research, with the 

references prefixed with the letter ‘B’ corresponding to the relevant research 

publications by the author where these results are presented (the full list of thesis based 

publications is given in Appendix B): 

 The proposal of a formal MC approach for the assessment of transient stability, 

including relevant new indices, and error and confidence interval criteria which 

allow to perform an accurate statistical analysis of the network’s dynamics that 

can be easily replicated or extended to any power system. (Note: research 

papers presenting the results of these contributions will be submitted to relevant 

international journals/conferences following the submission of this thesis). 

 The identification of the mechanisms in which the high penetration of non-

synchronous RES generation can affect transient stability. The analysis starts 

with a simple SMIB network, and deterministic assessment, for a better 

understanding of the physical phenomena involved, and extends to a full 

probabilistic analysis of a realistic multi-machine power system. The results of 

the analysis provide in full the specific ways in which increasing RES 

penetration levels alter the different parameters and operating conditions of the 

network, and how all these changes actually affect the system transient stability. 

This gained knowledge will be easy to generalise to any network so that the 
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influence of increasing RES penetration levels on system first-swing transient 

stability can be comprehensively assessed and readily understood. (Note: 

research papers presenting the results of these contributions will be submitted to 

relevant international journals/conferences following the submission of this 

thesis). 

 The investigation and discussion of practical aspects of the close to real time 

identification of transient instability in multi-machine power networks, so that 

practical angular threshold values for the identification of instability in real 

networks can be found, such closing the existing gap due to the lack of 

consensus in this respect [B3, B4]. 

 The proposal and comprehensive evaluation and discussion of different indices 

that can be used for the assessment of transient stability [B6, B7]. 

 The proposal of a robust methodology for the identification of the actual critical 

rotor oscillation patterns occurring in realistic multi-machine power networks 

using clustering algorithms, particularly Hierarchical Clustering. This includes 

an analysis of how the multi-machine instability phenomena can be included 

into the criteria for the definition of the clustering parameters of the HC 

algorithm. The methodology also includes the proposal of new statistic 

measures for the assessment of the quality of clusters in order to find the 

optimal clustering parameters, so as to guarantee that the most representative 

and actual critical oscillation patterns are found [B1, B2]. 

 The development of the link between the purely data-based HC process for 

identifying the critical oscillation patterns and a practical systematic method for 

the optimal implementation or deployment, either in real time or for planning 

purposes, of control actions for the improvement of transient stability [B1, B5].  

1.7 Thesis overview 

This thesis consists of eight chapters in total. The seven chapters that follow this 

introductory chapter are outlined below: 

Chapter 2 – Power System and Uncertainties Modelling, Simulation Tools, and 

Test Networks  

This chapter presents first the mathematical descriptions of the power system 

components and the way faults are represented. Following this, a description of the 
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models of the considered non-synchronous RES generation technologies is provided. 

The equations of the Probability Density Functions (PDFs) used for the random 

sampling of the selected uncertainties are subsequently presented. Finally, brief 

descriptions of the test networks alongside the software and simulations tools used 

throughout the thesis are given. 

Chapter 3 – Factors influencing the Transient Stability of Power Systems with 

RES Generation 

An initial deterministic assessment of the impact of RES on transient stability using a 

SMIB system is presented in this chapter. Analyses are performed using carefully 

defined test cases in a way that an assessment of each main factor affecting transient 

stability can be done independently, for a wide range of penetration levels of up to 

90%. An analysis of the effect of RES controllers on transient stability is also 

performed. An assessment in p.u., normalised to the generator own base, is proposed to 

better evaluate the impact of inertia reduction on system transient stability. 

Chapter 4 – Probabilistic Transient Stability Assessment of Power Systems with 

RES Generation 

This chapter focuses on probabilistic analyses. A comprehensive MC approach is 

formally proposed for this purpose, presenting and studying the properties of two new 

indices for the assessment of transient stability that can improve the analysis. Two test 

cases are presented allowing to unfold the capabilities of the proposed approach by 

performing a thorough statistical assessment of all the network parameters (still of a 

simple SMIB system) influencing transient stability, while also finding the relevant 

correlations between such parameters, all under increasing RES penetration levels of up 

to 90%. 

Chapter 5 – Probabilistic Transient Stability Assessment of Uncertain Multi-

Machine Power Systems 

A further step in the transient stability assessment is taken in this chapter, by studying a 

realistic multi-machine power system. Instability is assessed both globally and per 

generator. The occurrence of instability in the second or further swings was also 

identified and analysed. In this comprehensive statistical assessment, the stability 

performance differs from the ones obtained in previous analyses overall, however, all 

the concepts learned and observed in previous chapters hold firm and allow to explain 
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and identify the different mechanisms in which the increasing penetration of RES, of 

up to 90% levels, influences the transient stability of the system. 

Chapter 6 – Optimal Deployment of Corrective Control Measures for Transient 

Stability Improvement 

This chapter presents a novel methodology for the optimal identification of the actual 

or true critical oscillation patterns of a system as well as for determining the critical 

generators controlling such oscillations. Based on this, it is possible to design a 

methodology for the systematic deployment of corrective measures to those generators 

with a maximum impact on the oscillation control and thus on system stabilisation. In 

addition to this, the identification of instability, a key aspect in several methodologies 

for deploying preventive and corrective measures for transient stabilisation, is 

investigated with the help of the previously proposed probabilistic MC approach.  

Chapter 7 – Cost-Effective Stabilisation of Uncertain Power Systems 

In this chapter, a brief and general discussion of the value and costs associated to 

transient stability is presented. A description of some of the current unresolved issues 

for performing a robust risk-based cost-effective stabilisation of modern power 

networks using MC simulations is also given. Finally, some ideas and specific 

directions for future work on this subject are provided.  

Chapter 8 – Conclusions and Future Work 

This, final chapter of the thesis, summarises the main conclusions of the research and 

provides suggestions for the future development and improvement of the presented 

methodologies. 
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2 Power System and Uncertainties 

Modelling, Simulation Tools, and Test 
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This chapter briefly describes the fundamental modelling required to perform transient 

stability studies by means of Time Domain Simulations (TDSs). The equations and 

descriptions of these models are well documented in the classic literature on the 

subject, with a quite large list of specialised software readily available, already widely 

established and used in both research and industry, providing accurate models for all 

practical power system components and complex controllers, facilitating the analysis. 

Firstly, the mathematical models of all relevant system elements are presented, these 

include synchronous generators, Automatic Voltage Regulators (AVRs), excitation 

systems, Power System Stabilisers (PSSs), transformers, transmission lines, system 

loads and the electrical network. The way of modelling short circuit faults is also 

provided. Subsequently, a description of the models for representing the current most 

widely used Wind Power (WP) and Photovoltaic (PV) types of Renewable Energy 

Sources (RES) generation is given. The modelling of the network uncertainties and 

used Probability Density Functions (PDFs) for the probabilistic analyses to be 

performed throughout this thesis is also presented. Following this, the various test 

networks used in this research are described. Finally, the software and simulation tools 

used to perform electrical transient stability TDSs, Optimal Power Flow (OPF), and the 

sampling of uncertainties are introduced.  
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2.1 Modelling of conventional power system components 

In this section, the models of all main conventional power system components used for 

the simulations performed throughout this thesis are introduced. An orthogonal phase 

representation, under the assumption that all three phases are balanced [7], is used to 

model the power system and all the included components. 

2.1.1 Synchronous generators 

The synchronous generator has been the fundamental source of energy within modern 

electrical power systems, and this is expected to remain the case for many years to 

come, even with the current scenario of widespread increase of non-conventional 

inertialess sources of energy. As introduced in Chapter 1, the most straightforward 

representation is a second order model commonly referred to as the classical model [2, 

7], which can be represented circuit-wise by a constant voltage source behind a 

transient reactance, in addition to a swing equation. For the most part of this thesis, 

however, a full sixth order model [2, 7, 8] will be used, ensuring the most accurate and 

realistic representation available.  

The description and derivation of the differential and algebraic equations are available 

in several textbooks, e.g., [2, 7, 8, 158], although the notation of the equations given in 

this section is consistent with [8]. The first order differential equations for the sixth 

order model of the synchronous machine are given by (2.1)-(2.6), while the algebraic 

equations defining the stator voltages and generator electrical power are given by (2.7)-

(2.10), assuming the generator armature resistance is negligible.  

 
𝑑

𝑑𝑡
𝐸𝑑

′ =
1

𝑇𝑞0
′ [−𝐸𝑑

′ + (𝑋𝑞 − 𝑋𝑞
′ ) {𝐼𝑞 −

𝑋𝑞
′ − 𝑋𝑞

′′

(𝑋𝑞
′ − 𝑋𝑙𝑘,𝑠)

2 (𝜓2𝑞 + (𝑋𝑞
′ − 𝑋𝑙𝑘,𝑠)𝐼𝑞 + 𝐸𝑑

′ )}] (2.1) 

 
𝑑

𝑑𝑡
𝐸𝑞

′ =
1

𝑇𝑑0
′ [−𝐸𝑞

′ − (𝑋𝑑 − 𝑋𝑑
′ ) {𝐼𝑑 −

𝑋𝑑
′ − 𝑋𝑑

′′

(𝑋𝑑
′ − 𝑋𝑙𝑘,𝑠)

2 (𝜓1𝑑 + (𝑋𝑑
′ − 𝑋𝑙𝑘,𝑠)𝐼𝑑 + 𝐸𝑞

′ )} + 𝐸𝑓𝑑] (2.2) 

 
𝑑

𝑑𝑡
𝜓1𝑑 =

1

𝑇𝑑0
′′ [−𝜓1𝑑 + 𝐸𝑞

′ − (𝑋𝑑
′ − 𝑋𝑙𝑘,𝑠)𝐼𝑑] (2.3) 

 
𝑑

𝑑𝑡
𝜓2𝑞 =

1

𝑇𝑞0
′′ [−𝜓2𝑞 − 𝐸𝑑

′ − (𝑋𝑞
′ − 𝑋𝑙𝑘,𝑠)𝐼𝑞] (2.4) 

 
𝑑

𝑑𝑡
∆𝜔𝑟 =

1

2𝐻
[𝑃𝑀 − 𝑃𝐸 − 𝐷∆𝜔𝑟] (2.5) 
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𝑑

𝑑𝑡
𝛿 = (𝜔𝑟 − 𝜔0) = ∆𝜔𝑟 (2.6) 

 𝐸𝑑 =
𝑋𝑞

′′ − 𝑋𝑙𝑘,𝑠

𝑋𝑞
′ − 𝑋𝑙𝑘,𝑠

𝐸𝑑
′ −

𝑋𝑞
′ − 𝑋𝑞

′′

𝑋𝑞
′ − 𝑋𝑙𝑘,𝑠

𝜓2𝑞 + 𝑋𝑞
′′𝐼𝑞 (2.7) 

 𝐸𝑞 =
𝑋𝑑

′′ − 𝑋𝑙𝑘,𝑠

𝑋𝑑
′ − 𝑋𝑙𝑘,𝑠

𝐸𝑞
′ +

𝑋𝑑
′ − 𝑋𝑑

′′

𝑋𝑑
′ − 𝑋𝑙𝑘,𝑠

𝜓1𝑑 − 𝑋𝑑
′′𝐼𝑑 (2.8) 

 𝐸𝑡 = √𝐸𝑑
2 + 𝐸𝑞

2 (2.9) 

 𝑃𝐸 = 𝐸𝑑𝐼𝑑 + 𝐸𝑞𝐼𝑞 (2.10) 

In the equations above, all the electrical quantities are in p.u., time in seconds, rotor 

angle in electrical radians, and rotor speeds in electrical rad./s. The subscript d and q 

represent the d- and q- axes. 𝐸𝑓𝑑 is the field voltage. 𝐸𝑑
′  and 𝐸𝑞

′  are the transient stator 

emfs. 𝜓1𝑑 and 𝜓2𝑞 are the rotor circuit flux linkages. 𝑋𝑑 and 𝑋𝑞 are the synchronous 

reactances, 𝑋𝑑
′  and 𝑋𝑞

′  are the transient reactances, while 𝑋𝑑
′′ and 𝑋𝑞

′′ are the sub-

transient reactances. 𝑇𝑑0
′  and 𝑇𝑞0

′  are the transient open circuit time constants, while 𝑇𝑑0
′′  

and 𝑇𝑞0
′′  the sub-transient open circuit time constants. 𝑋𝑙𝑘,𝑠 is the stator leakage 

reactance. 𝑃𝐸 and 𝑃𝑀 are the electrical and mechanical power, respectively. D is the 

damping factor. H is the inertia constant. 𝛿 is the rotor angle. 𝜔𝑟 and 𝜔0 are the rotor 

speed and nominal (synchronous) rotor speed, respectively, so that ∆𝜔𝑟 is the rotor 

speed deviation. 𝐼𝑑 and 𝐼𝑞 are the stator currents. 𝐸𝑑 and 𝐸𝑞 are the stator voltage 

components, while 𝐸𝑡 is the resultant stator voltage. Finally, it is noteworthy to mention 

that the electrical power magnitudes in the given equations can be replaced by the 

corresponding torques, since both quantities are equal when expressed in p.u. [2, 7, 8]. 

2.1.2 Generator excitation systems 

The excitation system is in charge of providing direct current to the synchronous 

machine field winding. Moreover, through controlling the field voltage 𝐸𝑓𝑑, as well as 

the field current, the excitation system is able to contribute towards maintaining the 

stability of the generator with the system. Such control is provided by the AVR, which 

operates on the field voltage so that the stator terminal voltage is kept at the predefined 

reference set-point, 𝐸𝑡
𝑟𝑒𝑓

, providing steady state voltage control and helping to ensure 

the first-swing stability of the generator. A PSS controller may be included in order to 

ensure damping of rotor oscillations beyond the first-swing. Figure 2.1 shows the 
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simplified functional relationship between the synchronous generator, the excitation 

system and PSS (if included). Several types of excitation systems exist [159]. In the 

following sections, a brief description of the ones used in this thesis is given.  

 

Figure 2.1 Functional relationship between the synchronous generator, excitation system, and PSS 

2.1.2.1 Manual excitation (no AVR) 

Manual excitation is the simplest excitation system, in which the field voltage is kept 

constant at the predefined set-point during the synchronous machine parameter 

initialisation. In this case, the generator terminal voltage will vary from the desired 

value when the operating conditions change as there is no AVR to control it. 

2.1.2.2 Static excitation (IEEE type ST1A) 

Static excitation systems supply the DC to the field winding through rectifiers which 

are fed by either transformers or auxiliary machine windings [159]. A simplified 

version of the IEEE Type ST1A static exciter [121] used in this thesis is presented in 

Figure 2.2. It consists of the voltage transducer delay block and the exciter block 

without time constant. Furthermore, there is no transient gain reduction block. The 

signal 𝐸𝑃𝑆𝑆 is the stabilising signal output of a PSS, when it is present. Output upper 

and lower limiters for the field voltage 𝐸𝑓𝑑 are included, 𝐸𝑓𝑑
𝑚𝑎𝑥 and 𝐸𝑓𝑑

𝑚𝑖𝑛, respectively. 

 

Figure 2.2 Simplified block diagram of the IEEE type ST1A static exciter (adopted from [121]) 

2.1.2.3 DC excitation (IEEE type DC1A) 

These types of excitation systems use a DC generator and commutator as the source of 

current for the field winding, and are referred to as DC exciters, typically having a 

slower response compared to static systems [159]. A simplified block diagram of the 

IEEE Type DC1A excitation system [121] used in this thesis is shown in Figure 2.3. 
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AVR upper and lower output limiters are inputs to the DC exciter in this case, and are 

represented by 𝐸𝑒𝑥
𝑚𝑎𝑥 and 𝐸𝑒𝑥

𝑚𝑖𝑛, respectively. 

 

Figure 2.3 Simplified block diagram of the IEEE type DC1A DC exciter (adopted from [121]) 

2.1.3 Power system stabilisers (PSSs) 

As previously discussed, a PSS may be present if additional damping of the generator 

rotor oscillations is necessary, beyond the first-swing oscillation. This is ensured 

through the PSS by controlling the generator excitation with supplementary stabilising 

signals. The most typical used signal to monitor generator rotor oscillations is the rotor 

speed deviation ∆𝜔𝑟 [2, 7], and this is the one used within this thesis.  

 

Figure 2.4 Block diagram of a typical PSS with two lead/lag blocks and without low-pass filter 

Figure 2.4 shows a general block diagram of a PSS in which all its main components 

can be identified [160]. The damping torque component introduced by the PSS must be 

in phase with the rotor speed deviation. Therefore, the PSS must include suitable 

lead/lag phase compensation blocks to ensure such phase alignment. In Figure 2.4, two 

of those blocks are schematically shown, though up to three can be included if 

necessary [160]. These are combined with a washout filter so that steady state changes 

are ignored, and with a gain 𝐾𝑃𝑆𝑆 in order to maximise damping. Output upper and 

lower limiters can be set sometimes asymmetrically. In addition, a low-pass filter, not 

shown in Figure 2.4, may be required to reduce the high frequency PSS output to avoid 

potential interactions with the torsional mechanical modes of large steam turbines [2]. 

These are not modelled within this thesis and hence there is no requirement to include a 

low-pass filter. 
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Though PSSs are tuned with respect to the damping of small-disturbance oscillations 

using a linearised model of the power system, they also improve oscillatory transient 

stability, if adequately tuned, as introduced in Section 1.1.3.1. In the transient state 

during the first rotor oscillation, the action of the AVR and PSS can be summarised as 

follows [7]. By increasing the excitation voltage to its upper limit, during the fault and 

immediately after the fault has been cleared, the synchronising torque of the generator 

is maximised by the AVR, and it is the only controller in charge of providing 

stabilising support during this period. Also within this period, when a PSS is present, it 

will alter the AVR action, since the PSS supplementary signal 𝐸𝑃𝑆𝑆 is not zero anymore 

because the rotor speed is not constant after the fault, and it adds to the voltage error 

signal entering the AVR block in Figure 2.3. This may cause the field voltage to drop 

from the upper limit earlier than would be the case without a PSS, in an effort to 

provide the damping signal in phase with the speed deviation, and consequently, 

decrease the AVR effect and affect negatively the first-swing transient stability. This 

negative effect though, is typically of very low magnitude, if present, and it can be 

neglected, as the effect of the PSS on transient stability is mostly evidenced in rotor 

responses beyond the first-swing, starting from the first back-swing only [7]. In this 

research, since the focus is first-swing transient stability, the effect of PSSs is not 

specifically examined, though their influence will be embedded in the simulation 

results since they are present in some of the generators in the test systems that will be 

used throughout this thesis.  

2.1.4 Transmission lines 

Within this thesis, transmission lines are modelled using the common π equivalent 

circuit with lumped parameters as shown in Figure 2.5 [2]. The length of all lines 

involved in the test networks used in this research does not warrant the use of more 

complex models, such as a distributed parameter representation [158]. In Figure 2.5, Z 

represents the series impedance (ohms), while Y is the total shunt admittance (siemens). 

 

Figure 2.5 Equivalent π circuit of a transmission line 

2.1.5 Transformers 
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A π equivalent circuit of a two-winding transformer is used, shown in Figure 2.6, 

where 𝑌𝑒 = 1/𝑍𝑒, in which 𝑍𝑒 is the equivalent leakage impedance of the transformer, 

and 𝑐 = 1/𝑛, with n equal to the off-nominal turns ratio of the transformer [2]. 

 

Figure 2.6 Equivalent π circuit of a two-winding transformer 

2.1.6 Loads 

Load characteristics and their modelling can have an important influence on system 

stability [161]. Since voltage magnitudes and system frequency across the network can 

be affected by electromechanical oscillations, more detailed models for loads that are 

sensitive to these factors may be needed. More about the effects of load modelling on 

system stability can be found in [162, 163].  

Throughout this thesis, a constant impedance load model is used, represented as a shunt 

admittance 𝑌𝑖
𝑙𝑜𝑎𝑑 connected to the ith bus, as in (2.11). This type of model is generally 

considered adequate for exploratory stability studies [7] such as this one, though more 

complex models would be necessary if the analysis is centred around the specific 

effects of loads on any type of stability, or if the stability of a particular real power 

system is studied. This is not the case within this thesis, so constant impedance loads 

can be used without any loss of generality of the derived conclusions.  

 𝑌𝑖
𝑙𝑜𝑎𝑑 =

𝑃𝑖
𝑙𝑜𝑎𝑑 − 𝑗𝑄𝑖

𝑙𝑜𝑎𝑑

𝑉𝑖
 (2.11) 

2.1.7 Network 

The power system network is modelled as the combination of all transmission lines, 

transformers, and constant impedance loads. The nodal network equation for a network 

with N buses describing the relationship between the system voltages V and points of 

current injections I is shown in (2.12). Subscripts i and j in equation (2.12), are bus 

numbers, 𝑌𝑖𝑖 represents the self-admittance of bus i, and 𝑌𝑖𝑗 is the mutual admittance 

between buses i and j [7]. 
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  or  𝑰 = 𝒀𝑽 (2.12) 

2.2 Modelling of short circuit faults 

The use of symmetrical components allows for a single-phase balanced type circuit 

representation and analysis of any of the three typical unbalanced short circuit faults in 

the network, namely single-phase (single-line) to ground,  line to line (phase to phase), 

and double-phase (double line or line to line) to ground faults. These in addition to the 

inherently balanced three-phase fault which can be directly analysed without the use of 

symmetrical components. All previous four types of faults can be modelled directly by 

the use of an equivalent fault impedance 𝑍𝐹 connected between the point of fault and 

the neutral of the network, with 𝑍𝐹 depending on each type of fault and the network 

parameters, according to the values given in Table 2.1 [2, 7]. The admittance 𝑌𝐹 is 

added to the self-admittance 𝑌𝑖𝑖 of the faulted point of the network in the nodal 

admittance matrix. 

Table 2.1 Shunt impedances and admittances for representing different types of faults 

Fault type Fault shunt impedance (𝑍𝐹) Fault shunt admittance (𝑌𝐹) 

Three-phase 0 ∞ 

Single-phase to ground 𝑍2 + 𝑍0 
1

𝑍2 + 𝑍0

 

Phase to phase 𝑍2 
1

𝑍2

 

Double phase to ground  
𝑍2𝑍0

𝑍2 + 𝑍0

 
𝑍2 + 𝑍0

𝑍2𝑍0

 

Values of 𝑍0 and 𝑍2 in Table 2.1 are the zero and negative sequence equivalent 

Thevenin impedances of the network, respectively, as seen from the fault terminal. 

Network negative sequence impedances are calculated using the same topology as the 

positive sequence network. For the derivation of the zero sequence equivalent 

impedance, the topology is changed due to the presence of transformers and their 

different winding connections. Transformers in the different test networks within this 

thesis are only of the Y-Y type with both neutrals grounded, and hence there is a path 

for the zero sequence current to flow between the two windings. The equivalent zero 
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sequence circuit would be represented then, by the direct connection between the two 

windings through the 𝑍0 leakage impedance of the transformer as shown in Figure 2.7. 

 

Figure 2.7 Two-winding transformer Y-Y connection diagram and its zero sequence representation 

2.3 RES plants modelling 

The renewable sources for energy production considered in this thesis are limited to 

wind and sun irradiation, through WP and PV plants, respectively. WP plants consist of 

a set of Wind Turbine Generators (WTGs) using either a variable speed, Doubly-Fed 

Induction Generator (DFIG) with rotor-side converter technology (Type 3), or a 

variable speed generator with a Full Converted Connected (FCC) interface technology 

(Type 4) [164]. These types of technologies are considered the predominant ones in 

existing WP plants and are expected to continue to be in future implementations, thus 

no other technologies will be considered in this study. PV plants consist of a set of 

solar panel (PV arrays) units connected to the grid through a DC/AC converter [165].  

DFIG Type 3 and FCC Type 4 WTGs (indistinctively also referred to as DFIG and 

FCC units, respectively, from now on) are represented using generic models suitable 

for large scale stability studies which have a structure similar to the one proposed by 

the Western Electricity Coordinating Council (WECC) in [164] and the International 

Electrotechnical Commission (IEC) in [166]. The DFIG model takes into consideration 

the aerodynamic part and the shaft of the WTG as well as the pitch control of the 

blades. They are represented by a typical second order model of an induction machine 

neglecting the stator transients and including the swing equation, with the rotor side 

converter controlling the voltage in the rotor as in [167]. The model of the rotor-side 

converter controller also includes relevant limitations, ramp rates and protection 

mechanisms, such as the crowbar. The characteristics of the FCC Type 4 WTG (which 

decouples the dynamics of the source on the DC part) and the PV arrays interface are 

dominated by the converter, both showing very similar behaviour in stability studies. 

This is acknowledged by WECC in [165], in which a PV converter model was 

developed by slightly modifying the FCC Type 4 WTG one. Therefore, the PV 
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converters are represented in this thesis using the same model as the FCC Type 4 WTG 

following the structure proposed in [164, 166]. Both models then, even though they 

represent very different physical devices, will be referred to as the FCC units from now 

on.  

The use of grid-side voltage-source power converters by the modelled DFIG and FCC 

technologies provides flexibility in terms of reactive power control and disturbance 

tolerance. This means that despite the fact that the active power output of the WP and 

PV plants depends on the variability of their energy sources, their reactive power 

production can be dispatched independently within the current limits of their 

corresponding converters, hence they can participate in steady state and dynamic 

volt/var control. Additional plant-level reactive compensation may be provided as well, 

e.g., with a SVC, STATCOM, or controlled switched shunt compensation at the point 

of interconnection. DFIGs and FCCs typically operate with a power factor (p.f.) 

reference received from the plant controller and plant reactive power support 

equipment, if present. Regarding the disturbance tolerance flexibility, all the units are 

modelled assuming that they have Fault Ride Through (FRT) capabilities, i.e., they do 

not trip during faults in the network. 

2.4 Modelling of the network uncertainties  

Within this thesis, a probabilistic Monte Carlo (MC) methodology is used for the 

transient stability assessment of power systems. Uncertainty in these type of 

assessments is taken into account by means of randomly generating the operating 

quantities of the actual uncertain network parameters, using the appropriate PDFs for 

each of them that describe, as closely as possible, their actual practical stochastic 

behaviour. This random generation of uncertain parameters is done for each simulation 

case. Full details about the proposed MC approach are given in Chapter 4. In this 

section, the selected uncertainties to be included in the assessment and the 

corresponding PDFs are presented, these are based on those proposed in [58, 59] and 

are considered comprehensive enough to achieve a realistic representation of the actual 

uncertain behaviour of modern power systems with increasing penetration of RES. It is 

important to highlight that the conventional generation dispatch is not considered 

uncertain, and it will depend on the actual load of the system and the RES generation 

available, which for the analysis of realistic multi-machine cases will be obtained from 

the solution of an OPF. Further details will be provided in the following chapters.  
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2.4.1 Hour of the day 

The time span considered for the assessment is one day, divided in 24 intervals each 

corresponding to one hour of the day, which can be directly related to a typical hourly-

load curve in any power system. The selected hour of the day for each simulation is 

obtained through a random sample from a discrete uniform distribution, denoted 

𝐷𝑈{1,… , 𝑛}, which in practical terms means that each hour of the day has the same 

probability of being selected. The PDF for the discrete uniform distribution is given by 

equation (2.13). For the hour of the day, n = 24 in (2.13). 

 𝑓(𝑥) =
1

𝑛
          for 𝑥 𝜖 {1, … , 𝑛} and 𝑛 𝜖 {1, 2, … } (2.13) 

2.4.2 Load 

The loading level of the system in each simulation is determined by the randomly 

selected hour of the day from the PDF in (2.13), since each hour of the day is 

associated with a specific loading condition defined by the 24 hour load curve of the 

system. An additional uncertainty for loads is included allowing a ±10% variation 

around the sampled load value from the 24 hour load curve, to account for the load 

forecasting error. This is performed by using a multiplying factor generated randomly 

from samples of a normal distribution, denoted as 𝒩(𝜇, 𝜎2), with a PDF given by 

equation (2.14). For the present case, the mean parameter 𝜇 is equal to 1 p.u., 

representing the sampled load from the 24 hour load curve, with a standard deviation 

𝜎 = 3.33%, so that 3𝜎 = 10% [134]. 

 𝑓(𝑥) =
1

𝜎√2𝜋
𝑒−

1

2
(
𝑥−𝜇

𝜎
)
2

           for  𝑥, 𝜇 ∈ ℝ and 𝜎 > 0 (2.14) 

2.4.3 Wind speed and wind turbine power output  

The uncertainty of the wind speed can be directly obtained from random samples of the 

Weibull distribution, denoted as 𝑊𝑒𝑖𝑏(𝑎, 𝑏), having scale and shape parameters a and 

b equal to 11.1 and 2.2, respectively [168]. The PDF of the Weibull distribution is 

given by (2.15). The random sample obtained is considered to be constant throughout 

the day [169], so it is not influenced by the sampled hour. Then the speed-power 

characteristic of a typical 2 MW wind turbine is used to derive the final power output 

[170], shown in Figure 2.8. Full data of the used characteristic can be found in 

Appendix A. 



66 | Power System and Uncertainties Modelling, Simulation Tools, and Test Networks 

 𝑓(𝑥) =
𝑏

𝑎
(

𝑥

𝑎
)
𝑏−1

𝑒−(𝑥 𝑎⁄ )𝑏            for  𝑥 ∈ ℝ+ and 𝑎, 𝑏 > 0 (2.15) 

 

Figure 2.8 Speed-power characteristic of the used 2 MW wind turbine 

2.4.4 Sun irradiation and PV power output 

The PV power output is derived from a typical PV generation production 24 hour curve 

obtained from [171] and shown in Figure 2.9. Therefore, the PV dispatch will depend 

on the sampled hour of the day. The uncertainty of the sun irradiation is included on 

top of the previous obtained value by means of a multiplying factor randomly 

generated from the Beta distribution [172], denoted as 𝐵𝑒𝑡𝑎(𝑎, 𝑏), having first and 

second shape parameters a and b equal to 13.7 and 1.3, respectively [173]. The PDF of 

the Beta distribution is given by (2.16), in which Γ denotes the gamma function [174]. 

As it can be seen in Figure 2.9, the PV production is zero from 00:00 hrs to 05:00 hrs 

and from 20:00 hrs to 00:00 hrs. Full details are provided in Appendix A. 

 𝑓(𝑥) =
𝛤(𝑎+𝑏)

𝛤(𝑎)𝛤(𝑏)
𝑥𝑎−1(1 − 𝑥)𝑏−1           for  𝑥 ∈ [0,1] and 𝑎, 𝑏 > 0 (2.16) 

 

Figure 2.9 Typical 24 hour PV dispatch characteristic 

2.4.5 Fault type, location and duration  

Only three-phase self-clearing faults will be considered throughout this thesis. The 

selected faulted line in the system is obtained through random sampling from a discrete 

uniform distribution, with a PDF previously defined by equation (2.13), and n equal to 

the number of lines in the system in this case. The fault location is defined in 
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percentage of the line length, using a continuous uniform distribution, denoted 𝑈[𝑎, 𝑏], 

with a PDF defined by (2.17), with a and b equal to 0 and 1 p.u., respectively [134]. 

 𝑓(𝑥) =
1

𝑏−𝑎
           for  𝑥 ∈ [𝑎, 𝑏] and 𝑎 < 𝑏 (2.17) 

The fault duration is obtained through random sampling from a normal distribution as 

in (2.14), with a mean 𝜇 = 14 cycles and 3𝜎 = 2 cycles. A longer than the typical 100 

ms fault duration (6 cycles in a 60 Hz and 5 cycles in a 50 Hz system) is deliberately 

selected to generate a sufficient number of stable/unstable cases [134] in different test 

systems and for different studies performed in this thesis, so that the proposed 

methodologies and developed concepts can be properly tested and explored. 

2.5 Test networks  

Three different test networks are used throughout this thesis, these are described in the 

following sections.  

2.5.1 Modified IEEE 68-bus test network with the addition of RES 

The IEEE 68-bus test network originally introduced in [175] can be considered as an 

accurate and realistic model of a large multi-machine power system. The 230 kV, 60 

Hz system contains 72 transmission lines, 16 synchronous generators, and is a reduced 

order equivalent representation of the New England Test System (NETS), comprising 

generators G1-G9, the New York Power System (NYPS) comprising generators G10-

G13, and three external systems, each represented by equivalent generators G14, G15 

and G16. All synchronous generators are represented by a full sixth order dynamic 

model including generic governors and slow DC exciters (IEEE-DC1A), except for G9 

which is equipped with a fast static exciter (IEEE-ST1A) and a PSS. All loads in the 

system are represented using the classical constant impedance load model previously 

described in Section 2.1, and each bus-load is scaled according to a typical 24 hour p.u. 

load curve obtained from National Grid of GB [176]. All previous models, excitation 

systems, and controllers are as described in Section 2.1, while information about the 

modelling of generic governor systems can be found in [2, 84]. The complete data of 

this test network is provided in Appendix A and also in references [175, 177].  

A modified version of the IEEE 68-bus test network is used throughout this thesis. It 

contains four additional RES plants in the NETS area, three in the NYPS area, and one 

equivalent plant in each of the three external areas, adding up to a total of ten RES 
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plants on top of the original sixteen conventional generators. This modified system, 

shown in Figure 2.10 (displaying the exact locations of the additional RES plants), has 

already been used in several transient stability assessment studies of modern networks 

with the presence of inertialess RES generation, e.g., [58, 59].  

 

Figure 2.10 Modified IEEE 68-bus test system with the addition of 10 RES plants 

In a typical topology of large WP plants, each of the WTG units is connected to 

Medium Voltage (MV) radial feeders (which can be several km long), through 

dedicated step-up transformers. For large PV plants, the same typical scheme is used, 

though with several converters grouped to share one step-up transformer. The MV 

feeders arrive to a collector substation where they are connected to the High Voltage 

(HV) system by a transformer and an interconnection transmission line. Each of the 

added RES plants in the modified IEEE 68-bus test network, however, consist of a WP 

plant and a PV plant connected directly to the same HV bus, i.e., they are modelled in a 

concentrated way without the typical radial feeders and interconnection line. The 

allocated installed capacity, in percentage, to each of the WP and PV plants is the same 

for all cases, and assigned arbitrarily in a way to have a mix of both DFIG and FCC 

technologies with a higher presence of wind generation. Therefore, 66.7% (2/3) of the 

total RES plant installed capacity is comprised of DFIG wind generators, while the 

remaining 33.3% (1/3) is comprised of FCC units, out of which 30% are FCCs from 

wind and 70% FCCs from PVs. This allocation results in each RES plant having 76.7% 

and 23.3% of installed capacity coming from WP and PV generation, respectively.  

The simplified concentrated topology including the wind and solar generation 

allocation for the RES plants is shown in Figure 2.11. Each DFIG and FCC unit has a 

nominal rating of 2 MW (2.22 MVA). It is important to highlight that the total installed 

capacity of the plants varies depending on the RES penetration level in the network, 

which is calculated as presented later in this thesis. Also, this test network will be used 

in analyses in which the uncertainties of wind and sun irradiation are considered. This 
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means that the final RES dispatch will be ultimately defined by such uncertainties, with 

the plant operating at lower outputs than their installed capacity in the majority of the 

cases, and the number of units 𝑁𝐷𝐹𝐼𝐺, 𝑁𝐹𝐶𝐶−𝑊𝐼𝑁𝐷, and 𝑁𝐹𝐶𝐶−𝑃𝑉 will be automatically 

derived from such uncertainties. The reactive power dispatch is set to constant p.f. 

mode in each unit and is independent from the active power dispatch. There is no 

additional plant-level reactive power compensation in the network. Complete 

information about the RES plant equipment illustrated in Figure 2.11 can be found in 

Appendix A. 

 

Figure 2.11 Simplified concentrated topology for RES plants in the modified IEEE 68-bus test system 

Finally, after the sampling of the uncertainties defining the output of all RES in the 

network, the determination of the (pre-fault) operating condition is given by the 

dispatch of the conventional generation supplying the remaining load, obtained using 

an OPF, with cost functions for all plants of the system adopted from [178]. This 

information, in addition to the data about nominal MW capacities, and other constraints 

for each generator production, are presented in Appendix A. 

2.5.2 Single machine infinite bus test network 

The Single Machine Infinite Bus (SMIB) test network shown in Figure 2.12 is also 

used in this thesis, specifically in Chapter 3. Only inductive series components are 

modelled for all elements in the network apart from the generator. The reactance per 

km value of the double circuit line is typical of 220 kV transmission lines. The 

generator data is taken from G5 of the modified IEEE 68 bus test system introduced in 

the previous Section 2.5.1. The relevant network parameters can be seen in Figure 2.12. 

The SMIB system described in this section will be used only for deterministic analyses 

in this thesis, hence the energy source for the renewable generation, either wind or sun 

irradiation, and its uncertainty, are not relevant. The RES plant capacity is comprised of 

66.7% of DFIG and 33.3% of FCC units, respectively, with the same detailed topology 

described in the previous Section 2.5.1 and shown in Figure 2.11. 
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Figure 2.12 SMIB test system 

2.5.3 NETS equivalent single machine infinite bus test network 

Another SMIB test network, shown in Figure 2.13, is used in this thesis (Chapter 4), 

which broadly represents a reduced equivalent of the NETS area of the IEEE 68-bus 

test network introduced in Section 2.5.1. Therefore, this system is referred to as the 

NETS-SMIB network from now on, and has the following characteristics: 

 The equivalent generator parameters, represented using a full sixth order model, 

including AVR and governor controls, are taken from G5 of the IEEE 68-bus 

test network. Its size and inertia are changed so that the system represents a 

reduced equivalent of a large network. Hence, the installed capacity of the 

generator (system) is defined as 𝑆𝐺 𝑁𝑂𝑀 = 10,000 MVA, and since G5 has a 

nominal p.f. of 0.85, then 𝑃𝐺 𝑁𝑂𝑀 = 0.85 𝑆𝐺 𝑁𝑂𝑀 = 8,500 MW. The actual 

installed capacity of the NETS network is 7,250 MVA. The inertia of the 

generator is modified so that its inertia constant H is equal to the equivalent 

inertia constant of the NETS, i.e., 𝐻𝐸𝑄−𝑁𝐸𝑇𝑆 = 𝐻 = 3.898 s (using 𝑆𝐵 = 10,000 

MVA), or 𝐻100 = 389.8 s, where 𝐻100 will denote from now on that the inertia 

constant is expressed using 𝑆𝐵 = 100 MVA. The equivalent inertia 𝐻𝐸𝑄 is 

calculated using equation (2.18), where 𝑆𝑖 and 𝐻𝑖 are the installed capacity 

(MVA) and inertia constant (in seconds, at a 𝑆𝑖 MVA base) of generator i, 

respectively, while 𝑁𝐺  is the total number of generators in the system. 𝐻𝐸𝑄 in 

equation (2.18) is obtained in seconds at the total system MVA base 𝑆𝑇 =

∑ 𝑆𝑖
𝑁𝐺
𝑖=1 . 

 𝐻𝐸𝑄 =
∑ 𝐻𝑖

𝑁𝐺
𝑖=1 . 𝑆𝑖

∑ 𝑆𝑖
𝑁𝐺

𝑖=1

   (𝑠) (2.18) 

 The peak load of the system (infinite bus) is defined as 90% of the total MW 

installed capacity of the conventional generator, i.e., 𝐿𝑃𝐸𝐴𝐾 = 90%. 𝑃𝐺 𝑁𝑂𝑀 = 
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7,650 MW, having the same 24 hour p.u. load curve used for the modified IEEE 

68 bus test system. 

 The network nominal voltage is set to 230 kV as in the IEEE 68 bus test system. 

 The length of the double circuit transmission line is set to 5 km (the same 

reactance per km values of the SMIB network presented in the previous section 

are used). This length is defined to obtain a total network impedance external to 

the generator in a similar range to that observed by the generators in the 

modified IEEE 68 bus test system. In this way, the network will produce a 

reasonable number of stable/unstable responses, similar to that observed in the 

actual modified IEEE 68 bus test system. This length is also defined to curb the 

ratio between the impedances of the generator and the external network, 

limiting the introduction of negative damping from the AVR and hence 

avoiding second or further-swing stability issues, since the focus in Chapter 4 

will be only first-swing transient stability. 

 The modelling and topology of the RES part of the network is exactly the same 

as for the IEEE 68-bus test system described in Section 2.5.1 and shown in 

Figure 2.11.   

 

Figure 2.13 SMIB system data for the probabilistic analysis 

2.6 Simulations tools 

Throughout this thesis, all electrical standard power flow and transient stability 

simulations are performed using the DigSILENT PowerFactory software [179], 

versions 15.2 and 2019, in which all the previously described power system models are 

available or have been implemented, including the described test systems. Random 

sampling from all the described PDFs and clustering procedures, the latter to be utilised 

in Chapter 6, are completed using standard functions implemented in the MATLAB 

environment, version R2019a (9.6.0.1072779).  
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For the OPF required to determine the pre-fault operating conditions of the 

conventional generation in the multi-machine transient stability assessment involving 

the modified IEEE 68-bus test system, as explained in Section 2.5.1, the MATPOWER 

package [180] through the MATLAB environment is used. The flowchart for the 

probabilistic assessment in this case is presented in Figure 2.14, showing schematically 

all the followed steps and the data transfer process between software packages. 

 

Figure 2.14 Flowchart of the data process for the proposed probabilistic transient stability assessment of 

realistic multi-machine systems 

2.7 Summary 

This chapter has very concisely presented all the fundamental modelling, test systems 

and simulation tools used throughout this thesis. More detailed information can be 

found in the given references and many others existing in the open literature about the 

subject under study. 

The chapter began by presenting the mathematical models of the relevant conventional 

components of power systems, such as the synchronous generator, its associated 

standard controllers and other transmission network components, including the 

modelling of short circuit faults. Then a description of the models for the non-

synchronous RES generation was given, highlighting the key aspects to keep in mind 

for transient stability studies. The way of modelling the relevant network uncertainties 

and the equations of the PDFs describing them are subsequently presented, explaining 

how exactly the modelled uncertainty of the generation source (wind speed and sun 

irradiation) is transformed into the actual stochastic dispatch for this study. The three 

different test networks used throughout this thesis are also fully and succinctly 

described. Finally, all simulation and software tools employed during the realisation of 

this research are presented.  
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3 Factors Influencing the Transient 

Stability of Power Systems with RES 
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Generation from Renewable Energy Sources (RES) reduces the requirements of active 

power produced by conventional synchronous machines in power systems. At first, 

when the RES production availability is low, e.g., due to low wind/sun or very low 

RES installed capacity, no synchronous generators might be required to be 

disconnected from the system, and just a reduction in their dispatched power would be 

sufficient, i.e., the spare capacity (or reserve) in percentage would be actually increased 

and there will be no reduction of inertia.  

When the RES availability is high, however, and the penetration levels start to become 

important, it is not economically efficient to maintain all conventional generation 

rotating during normal operation, and some units of existing power plants will be 

disconnected, causing an actual inertia reduction in the system. The impact on reserve 

and reactive power support with considerably fewer on-line synchronous machines and 

high levels of RES in service cannot be known in advance. In this case, the variations 

in the amount of spinning reserve levels would depend on the policies of the system 

operator for procurement of reserve-based ancillary services in order to guarantee a 

secure operation, and these may vary for different countries, systems, regulatory 

frameworks, etc. In the extreme situation, under very high RES penetration levels, 

entire power plants could be definitely decommissioned since their scarce operation 

might become not profitable enough. The decommissioned power plants might be 
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replaced by more efficient and smaller ones installed in different locations due to 

planning criteria, security, or market-based decisions. Decommissioned power plants 

can also be relocated within the system for the same reasons. All this will cause an 

important topological change of the network and its operation in addition to the mere 

inertia reduction. 

The reduced active power dispatch from conventional generation due to the inclusion 

of RES plus the spinning reserve margin is what determines the minimum required 

total amount of available installed capacity of conventional MW the system must have 

on-line, and at the same time, the total on-line system inertia. This total MW capacity is 

distributed throughout the system and will ultimately define the actual on-line nominal 

installed capacity S of conventional plants in MVA. The value of S, in addition to the 

nominal turbine MWs, defines the MVAR capacity headroom of the synchronous 

machines, which also has a significant influence on their dynamic behaviour, besides 

the mechanical inertia. 

This chapter will examine the extent of influence of the main factors that have an 

impact on transient stability for increasing RES penetration levels in modern power 

systems, i.e., inertia reduction, reserve (or spare capacity), reactive power production of 

conventional generators, and RES penetration and production levels. The analysis is 

done deterministically by carrying out a set of designed experiments in the SMIB test 

network introduced in Section 2.5.2. Studies in such reduced systems allow an 

illustrative and straightforward demonstration of the concepts, as well as the drawing of 

explicit and general conclusions that can be easily extrapolated to complex and realistic 

multi-machine scenarios by means of more comprehensive probabilistic analyses, as it 

is done in the following chapters. 

3.1 Considerations for the deterministic analysis 

The general criterion for setting the experiments in this chapter is to keep all network 

parameters that can have an influence on transient stability constant, while varying in 

small steps the parameter whose influence wants to be assessed. The stability degree 

will be measured by the Critical Clearing Time (CCT). Only bolted and self-cleared 

three-phase faults as the most critical disturbance are considered. The faults are 

simulated at the sending end bus 𝑉𝑇 of the SMIB system introduced in Section 2.5.2. A 

straightforward expression for the CCT can be obtained from the simplified swing 
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equation (1.2) presented in Chapter 1, which is repeated below for clarity as (3.1). The 

MVA base used to normalise the parameters 𝐻, 𝑃𝑀 and 𝑃𝐸 in (3.1) can be defined 

arbitrarily, though it is usually the MVA rating of the machine or the system MVA 

base.  

 
2𝐻

𝜔0

𝑑2𝛿

𝑑𝑡2
= 𝑃𝑀 − 𝑃𝐸    (𝑝. 𝑢. ) (3.1) 

Since it is reasonable to consider (𝑃𝑀 − 𝑃𝐸) to be approximately constant during a 

terminal fault, (3.1) can be integrated to find an expression for the time up to the fault 

clearance. It is assumed that the fault starts at a time equal to zero, with an initial steady 

state constant rotor angle 𝛿0, and no RES is present in the SMIB system at this stage. 
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2
 → 𝑡 = √

4𝐻(𝛿 − 𝛿0)

𝜔0(𝑃𝑀 − 𝑃𝐸)
 (3.2) 

If the critical clearing angle 𝛿𝐶 is replaced in (3.2), an approximate expression for the 

CCT can be formulated as in equation (3.3). 

 𝐶𝐶𝑇 = √
4𝐻(𝛿𝐶 − 𝛿0)

𝜔0(𝑃𝑀 − 𝑃𝐸)
   (𝑠) (3.3) 

For three-phase faults at the sending end bus 𝑉𝑇, 𝑃𝐸 is equal to zero during the fault in 

(3.3). 𝑃𝑀 can be considered constant and equal to the pre-fault dispatched power output 

during and after the fault, and is limited by the turbine nominal mechanical MW of the 

synchronous machine, while 𝐻 is a constant value completely defined by the designed 

machine nominal capacity. On the other hand, 𝛿0 has more parameters influencing its 

value and these are more dependent on the specific operating conditions of the system 

rather than on the mechanical design generator parameters, i.e., active and reactive 

power production, internal electrical parameters of the machine and of the network. 

This is much clearer when analysing the dynamics of the SMIB system using the 

classical second order model of the synchronous machine, the power-angle equation in 
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this case was introduced in Chapter 1 as (1.1), and is reproduced below in equation 

(3.4) at the pre-fault condition. 

 𝑃𝐸 =
𝐸′ × 𝑉𝐼𝑁𝐹

𝑋𝐸𝑄
∙ 𝑠𝑖𝑛 𝛿0     (𝑝. 𝑢. ) (3.4) 

In equation (3.4), all parameters except for 𝛿0 are in p.u. and 𝑋𝐸𝑄 is the sum of the 

impedances of the network (transmission system), the generator step-up transformer, 

and its transient reactance 𝑋′. It is important to notice that 𝑃𝐸 = 𝑃𝑀 in the pre-fault 

condition and hence in equation (3.4). Also in the pre-fault condition, with a fixed 𝑃𝐸 

value, the ratio between 𝐸′, which defines the reactive power output of the generator, 

and 𝑋𝐸𝑄, is what completely determines the magnitude of 𝛿0, since 𝑉𝐼𝑁𝐹 is constant. 

3.2 Effect of inertia reduction on transient stability 

3.2.1 Preliminary analysis using the synchronous machine classical model 

The effect of inertia reduction on transient stability is analysed initially using the SMIB 

network, the classical model of the synchronous machine, and the Equal Area Criterion 

(EAC), thus equation (3.4) is applicable. No RES plant is considered at this stage.  

 

Figure 3.1 SMIB system operating at 100% and 50% of inertia, with SG NOM = SBASE = 350 MVA 

The initial analysis consists of comparing the stability of the system operating at a 

100% inertia capacity and at a 50% inertia capacity. For this purpose, the 595 MW 

(700 MVA) generator and 875 MVA step-up transformer of the SMIB system can be 

thought of being a power plant comprising two identical generator-transformer units 

having their nominal capacities halved to 297.5 MW (350 MVA) and 437.5 MVA, 

respectively. This configuration and the two examined operating conditions are 

depicted in Figure 3.1. It is important to note that the impedances 𝑋′ = 𝑋𝐷
′ , 𝑋𝑇 and the 

inertia constant 𝐻 of the two plant units have the same values in p.u. as when the plant 

is represented by one equivalent generator-transformer as in Figure 2.12. This is 

because each of them is expressed in their new MVA nominal base values, reduced by 
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half, i.e., 𝑆𝐵 = 350 MVA. In actual values, the inertia of each machine is halved and 

the impedances are doubled.   

As shown in Figure 3.1, the 100% inertia operating condition has the two generators in 

service operating at 90% of their nominal MW capacity (or having a spinning reserve 

of 10%) with a MVAR dispatch defined by an operating power factor (p.f.) equal to 

0.915 lag., delivering a total of 535.5 MW to the infinite bus. The 50% inertia operating 

condition has just one of the generators in service with the same MW output, reserve 

(in percentage) and operating p.f. as the 100% operating condition. This means that the 

load consumed by the infinite bus is reduced by half. Figure 3.2 (a) shows the single 

line diagrams for both operating conditions with the power plant represented simply by 

an equivalent generator, and with all the network parameters expressed in p.u. to a 

system common base of 100 MVA. The resulting CCTs for the bolted self-cleared 

three-phase fault at bus 𝑉𝑇 and the internal transient emfs 𝐸′ of the generators 

(magnitude and angle) obtained from the power flow solution for the pre-fault 

condition are also included. Figure 3.2 (b) shows the power-angle curve illustrating the 

EAC for both operating conditions, plotted at scale, displaying the critical clearing 

angles 𝛿𝐶 and maximum limit oscillation angles 𝛿𝐿. 

 
                                      (a)                                                                      (b) 

Figure 3.2 (a) Single-line diagrams. (b) Power-angle curve for 100% and 50% inertia. SBASE = 100 MVA 

It is observed that the system is more stable for the 50% inertia operating condition 

(𝐻2 = 13 s in a 100 MVA base), having a CCT of 189 ms compared to the 103 ms for 

the 100% inertia scenario (𝐻1 = 26 s in a 100 MVA base), obtained from equation 

(3.3). The 50% inertia case was defined keeping the reserve constant (in p.u. or 

percentage), with a reduction in the plant output of equal proportion (𝑃1 = 5.36 p.u. to 

𝑃2 = 2.68 p.u., i.e., half of the previous value). This means that the ratio 𝐻/(𝑃𝑀 − 𝑃𝐸) 
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is the same for both operating conditions (𝑃𝐸 = 0 for a three-phase fault at 𝑉𝑇). Hence, 

the inertia reduction itself has no effect on the CCT according to equation (3.3), and the 

increase in the CCT for the reduced inertia condition is caused entirely by an increase 

of (𝛿𝐶 − 𝛿0). 

As already discussed, the 50% inertia operating condition involves an increase of the 

transient reactance 𝑋′ of the equivalent generator of the plant and its step-up 

transformer impedance 𝑋𝑇 in the same proportion, i.e. they are doubled, as it can be 

observed in Figure 3.2. This produces an increase in the system equivalent impedance 

𝑋𝐸𝑄 in equation (3.4), reducing the peak of the power-angle characteristic, which at 

first glance would affect negatively the transient stability. Since this increased 𝑋𝐸𝑄 

value for lower inertia comes along with a reduced generator output (𝑃𝑀), however, the 

initial rotor angle 𝛿02 will be actually less than the 𝛿01 angle for the 100% inertia case. 

Furthermore, the reduction in the initial angle 𝛿02 brings also an inevitable increase of 

the critical angle 𝛿𝐶2 with respect to 𝛿𝐶1, having a double effect on the (𝛿𝐶 − 𝛿0) value 

increase in equation (3.3). It can also be inferred that for the 50% inertia condition, the 

first-swing of the rotor can reach higher values without going unstable, since 𝛿𝐿2 is 

larger than 𝛿𝐿1. All this is depicted in Figure 3.2.   

Figure 3.3 shows the same scenarios as Figure 3.2 but with the system parameters in 

p.u. normalised to the plant equivalent generator base MVA for each case, i.e., for the 

100% inertia condition the base is 700 MVA and for the 50% inertia condition the base 

is 350 MVA. Figure 3.3 (b) shows the power-angle curves for both conditions showing 

two axes for each p.u. base. It is easier to see from Figure 3.3 the actual effect of the 

inertia reduction on the electrical parameters of the system and consequently on the 

power-angle curve and accelerating-decelerating areas. For the 50% inertia condition, 

the only impedance changing in p.u. (as seen by the generator) is the external network 

impedance 𝑋𝑁𝐸𝑇, reduced in the same proportion as the inertia, i.e., to 50% of its initial 

100% inertia value. This reduction is only in p.u. because the network impedance in 

ohms is absolutely the same for both conditions. Meanwhile, also in p.u. as seen by the 

generator, the impedances 𝑋′ and 𝑋𝑇 are kept constant. This means that when reducing 

the inertia, the generator actually sees the fixed external network impedance 𝑋𝑁𝐸𝑇 

reducing as well (reflected in its halved p.u. value), so the equivalent system impedance 

𝑋𝐸𝑄 = 𝑋′ + 𝑋𝑇 + 𝑋𝑁𝐸𝑇  in equation (3.4) will always decrease for lower inertia levels. 

The outline of the power-angle curves observed in Figure 3.3 (b) is then changed and 
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shows that the mechanical power characteristics of both conditions now coincide, since 

in p.u. both values are the same (𝑃𝑀1 = 𝑃𝑀2). It also shows that the electrical power 

characteristic of the 50% inertia condition 𝑃𝐸2, is located above of the curve for the 

100% inertia case 𝑃𝐸1, the opposite of Figure 3.2 (b), due to the reduction of the system 

equivalent impedance 𝑋𝐸𝑄. This is precisely the reason why the stability is actually 

improved for the lower inertia case, and allows making a direct comparison between 

the accelerating areas A1 and A3 (or decelerating areas A2 and A4).  

It is now clear that the magnitude of the available accelerating area A3 for the 50% 

inertia condition is considerably larger than A1 for the 100% inertia one, in Figure 3.2 

(b) such comparison was not possible to do directly because the normalisation of both 

𝑃𝐸 curves was to a common system base. This way of presenting and calculating 

accelerating areas would not only facilitate comparisons between different inertia 

conditions, but also to add, subtract, or average their magnitudes for more 

comprehensive assessments, as will be presented in later chapters.  

 
                                      (a)                                                                    (b) 

Figure 3.3 (a) Single-line diagrams. (b) Power-angle curve for 100% and 50% of system inertia, SBASE = 

SG 

Table 3.1 shows the CCT and angle results for other amounts of reduced inertia 

operating conditions in steps of 10%, i.e., in the same way as the case above but 

considering that the plant consists of ten identical units instead of just two. For all cases 

the reserve and operating p.f. of the equivalent generator are kept constant to 10% and 

0.915 lag., respectively. The parameter 𝐻100 in Table 3.1 is the inertia constant 

expressed in a 100 MVA base. In conclusion, it has been evidenced that the inertia 

reduction, under the conditions presented in this section, effectively translates into a 

reduction of the system equivalent impedance seen by the generator, and this is always 

positive for first-swing transient stability.  
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Table 3.1 CCTs and angle results for different amounts of inertia reduction in the SMIB system 

𝑆𝐺  (%) 
𝑆𝐺  

(MVA) 
𝐻100 (s) 

𝑃𝐷𝐼𝑆𝑃 

(MW) 
𝛿0 (°) 𝛿𝐿  (°) 𝛿𝐶  (°) 

𝛿𝐶 − 𝛿0 

(°) 

CCT (ms) 

Eq. (3.3) 

100% 700 26.00 535.50 52.74 127.26 64.55 11.81 103 

90% 630 23.40 481.95 48.19 131.81 65.09 16.90 123 

80% 560 20.80 428.40 44.23 135.77 66.55 22.32 142 

70% 490 18.20 374.85 40.67 139.33 68.67 28.00 159 

60% 420 15.60 321.30 37.49 142.51 71.21 33.73 174 

50% 350 13.00 267.75 34.48 145.52 74.17 39.70 189 

40% 280 10.40 214.20 31.62 148.38 77.47 45.85 203 

30% 210 7.80 160.65 28.91 151.09 81.05 52.13 217 

20% 140 5.20 107.10 26.25 153.75 84.99 58.74 230 

10% 70 2.60 53.55 23.68 156.32 89.19 65.51 243 

 

3.2.2 Analysis using the full synchronous machine model 

Figure 3.4 shows rotor angle simulation results for the operating scenarios in Table 3.1 

but obtained in Power Factory, with the generator represented by the full sixth order 

model and without controllers, the CCTs (also shown) are obtained through 

simulations. It is observed that the CCTs are considerably lower compared to those 

obtained using the classical model, but the fact that the initial rotor angles 𝛿0 always 

decrease (values also presented in Figure 3.4) and that the CCTs always increase with 

the reduction of the generator inertia (capacity), still holds. 

Figure 3.5 shows results with the generator represented by the sixth order model plus 

AVR and speed governor controls. Results again show that the initial rotor angle 𝛿0 

always decreases and the CCT always increases for operating conditions with 

decreasing generator inertias (or capacities). Although it is observed that for the 

generator capacity of 700 MVA (100% inertia), the actuation of the AVR, alongside 

the network impedance, introduces negative damping to the rotor oscillations, which 

increase consistently for the second and further swings. This is expected of the AVR, 

i.e., helping with the first-swing transient stability but reducing the damping of the 

oscillations in the system, in particularly highly loaded systems or systems having high 

impedances [2, 7]. The CCT for this case (72 ms) is lower than the obtained in the case 

with the generator without controllers shown in Figure 3.4 (73 ms) and thus it is limited 

by second or further-swing instability, rather than by first-swing as all other cases. For 

the 90% generator inertia case (630 MVA), very low damping is observed, although 

not negative since oscillations are slightly reduced for the second and further swings, 
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and the CCT is not limited by these but by the first-swing instability in this case. For all 

other cases, the damping improves with the reduction of the generator capacities, i.e., 

with the reduction of the equivalent impedance 𝑋𝐸𝑄, as can be observed in Figure 3.5. 

 

Figure 3.4 Rotor angles for the CCTs, generator represented by the sixth order model without controllers 

 

Figure 3.5 Rotor angles for the CCTs, generator represented by the sixth order model with controllers 

To observe the effect of network equivalent impedances, Figure 3.6, case i), shows the 

100% inertia case (700 MVA) but with a transmission network impedance equal to half 

of the previous cases (i.e., with the SMIB system having four transmission lines instead 

of two). Figure 3.6, case ii), shows the 100% inertia case but with the initial higher 

impedance double circuit network as shown in Figure 3.5 for comparison purposes. It is 

observed that for case i) the oscillations with the reduction of the external transmission 

network impedance are very well damped. The 50% inertia case (350 MVA) with the 

initial transmission network impedance (double circuit) as shown in Figure 3.5 is also 

included for comparison in Figure 3.6, case iii). As mentioned before, the 50% inertia 

condition has the transmission impedance reduced to half in p.u. as seen from the 

generator, therefore the total 𝑋𝐸𝑄 values for cases i) and iii) are exactly the same, this is 

reflected in the value of 𝛿0, which is equal to 60.6° for both cases, as shown in Figure 

3.6. This effectively means that the electrical parameters in the pre-fault condition of 

cases i) and iii) are exactly the same in p.u., the only difference being the inertia of the 

generator, which in one case is half the other. The fact that the CCT for both cases is 

also the same (168 ms) indicates that the first-swing stability is strongly influenced by 

the initial electrical network operating conditions, implying that the general 

conclusions obtained from equation (3.3) still apply when having a full model of the 
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generator and its controllers. As observed in Figure 3.6, basically the only difference 

between cases i) and iii) is that the latter presents a larger frequency of oscillations, due 

to having a smaller inertia.  

 

Figure 3.6 Rotor angles for the CCTs, sixth order model generator with controllers and different 

transmission network impedances 

3.3 Effect of reactive power production on transient stability 

The influence of reactive power in a setting such as the defined in Section 3.2 is that for 

increasing reactive power production without varying the power output 𝑃𝑀 = 𝑃𝐸 of the 

generator (more over-excited operation), the initial steady state angle 𝛿0 decreases and 

the critical angle 𝛿𝐶 increases, but the ratio 𝐻/(𝑃𝑀 − 𝑃𝐸) will remain the same in the 

CCT equation (3.3), assuming the reserve is also fixed. Hence there is a positive effect 

on the CCT because the (𝛿𝐶 − 𝛿0) factor increases. This increase will come at a cost of 

increasing the total MVA loading of the generator. The positive effect on transient 

stability of over-excited operation in synchronous generators is a very well-known fact 

in power systems, thus no more demonstrations will be provided here.  

3.4 Effect of the inclusion of RES on transient stability 

In this section, the reduced inertia operating scenarios are modelled in the same way as 

in the previous Section 3.2. In this case, however, the active power that is no longer 

delivered to the infinite bus due to the lower generator output of the reduced inertia 

operating conditions will be covered by the RES plant production, keeping the total 

535.5 MW supplied to the infinite bus fixed. Each step reduction of the inertia 

operating condition defines a nominal RES penetration scenario, e.g., the initial 10% 

reduction of inertia and MW production of the conventional generation will require the 

RES plant to provide such 10% of MW to the infinite bus. In this way, the nominal 

RES penetration levels, i.e., the installed MW capacities of the RES plant for each 

operating scenario, are defined in percentage with respect to the total MW load of the 

system, and then the dispatch is deterministically allocated to the DFIGs and FCCs, 
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according to the predefined distribution for the RES plant in the SMIB network in 

Section 2.5.2, i.e., 66.7% and 33.3%, respectively. Therefore, a total of ten penetration 

scenarios from 0% to 90%, in 10% steps are produced.  

At first, tests will be done with the SMIB system having a reduced network impedance 

(by half) with respect to the initial configuration presented in Section 2.5.2 and shown 

in Figure 2.12, i.e., considering two double transmission circuits instead of just one. 

This is because as previously analysed, the original (large) network impedance of the 

SMIB system in conjunction with the AVR introduce negative damping to the rotor 

angle responses for some cases, and the analysis of the effect of RES on first-swing 

stability is prioritised initially. Also, the original double circuit transmission line of 200 

km can be considered in general a long and very weak interconnection with high 

impedance, and in meshed networks like the NYPS and NETS of the modified IEEE 

68-bus test network, this is not typical. Although for the three external systems of such 

test network, higher external impedances are present. Test cases with the original high 

impedance of the SMIB system are analysed subsequently.  

3.4.1 Test cases with a low impedance network  

3.4.1.1 Base case: low network impedance without RES, fixed reserve and 

operating p.f. 

Figure 3.7 shows CCTs and rotor angle results for all the inertia operating scenarios as 

in Section 3.2 but with the low network impedance for the SMIB system and no RES 

included. As previously observed, 𝛿0 decreases and the CCT increases with lower 

inertia conditions. The CCT values are higher than the ones with only one double 

circuit transmission line in the SMIB system (high network impedance) shown in 

Figure 3.5, without the negative damping introduced by the AVR. Therefore the 

obtained CCTs are limited by first-swing stability only in this case.  

 

Figure 3.7 Rotor angles for the CCTs, low impedance SMIB system, no RES, 10% reserve – Base Case 

3.4.1.2 Case 1: low network impedance with RES, fixed reserve and operating p.f. 
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Figure 3.8 shows results including RES. It is observed that 𝛿0 is not reduced as the 

inertia decreases, as before, but on the contrary, it is consistently increased for higher 

penetration levels. The CCTs, however, still increase with the penetration level (and 

inertia reduction), with their values being lower than in the Base Case in Figure 3.7. 

For this Case 1 then, stability is improved as the penetration level increases, despite 

producing larger electrical separation of the generator with respect to the infinite bus in 

the pre-fault condition, i.e., greater angle 𝛿0.  

 

Figure 3.8 Rotor angles for the CCTs, low impedance SMIB system with RES, 10% reserve - Case 1 

3.4.1.3 Case 1.1: Case 1 with RES modelled as a constant negative load 

The observed increase in the initial steady state rotor angle 𝛿0 produced by the 

inclusion of RES while at the same time improving the transient stability of the system 

seems contradictory at first. This phenomenon, however, can be explained by analysing 

the effect of the injected RES power on the power-angle curve of the generator in the 

SMIB system, represented using the classical model and without controllers. The 

power injection from the RES connected at the bus 𝑉𝑇 can be modelled as a fixed 

negative resistive impedance, whose value will have an effect on 𝑋𝐸𝑄 in the power-

angle equation (3.4). Since investigating such effect analytically directly in equation 

(3.4) may complicate things algebraically, this will be done through simulations, i.e., 

the power-angle characteristic will be obtained by plotting the output of the generator 

𝑃𝐸 versus the rotor angle resulting from the simulation of the usual three-phase self-

clearing fault at bus 𝑉𝑇 up to the CCT using the classical model of the generator. 

The effect of just connecting a constant impedance load at bus 𝑉𝑇 is analysed first. 

Figure 3.9 (a) presents three cases for the 100% inertia operating case, i) no load, ii) a 

load of 100 MW, and iii) a negative load of 100 MW. These are simplified cases of the 

RES connected at 𝑉𝑇. It is observed that connecting the 100 MW load (positive) 

effectively shifts the 𝑃𝐸 curve of the generator upwards with respect to the case in 

which no load is connected, mostly in the stable operating region (left-hand side of the 
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sinusoidal curve). This upward shifting effect causes a reduction in the 𝛿0 angle (35° to 

31°) and an increase of the peak of the 𝑃𝐸 curve, providing more stability margin in 

terms of the available accelerating and decelerating areas, consequently obtaining a 

higher CCT, increasing from 192 to 199 ms. When connecting the -100 MW load, the 

opposite effect is produced, a downward shift of the 𝑃𝐸 curve, reducing its peak, and an 

increase in the 𝛿0 angle from 35° to 38°, resulting in a reduction of the CCT from 192 

to 184 ms. All these are clearly depicted in Figure 3.9 (a). This upward/downward 

shifting effect is always present for positive/negative loads connected at bus 𝑉𝑇, with 

the size of the loads defining the magnitude or extent of the shifting.  

 
                                     (a)                                                                         (b) 

Figure 3.9 Power-angle curves for the SMIB system obtained by simulations. (a) Effect of a ± load 

connected at bus VT. (b) Additional effect of the reduction of inertia on the power-angle characteristic 

Figure 3.9 (b) shows the effect of both reducing the inertia and adding RES to the 

system. Case i) is the same 100% inertia operating condition as in Figure 3.9 (a). Case 

ii) shows the 50% inertia operating case, without RES (no load at 𝑉𝑇), as in Section 3.2, 

hence the same effect is observed, i.e., the peak of the generator 𝑃𝐸 characteristic 

effectively increases with respect to the 100% inertia case, and the 𝛿0 angle along with 

CCT are reduced and increased, respectively. Case iii) adds to case ii) the negative load 

connected at bus 𝑉𝑇, representing the MW injected by the RES plant, supplying the 

50% of the missing load, so that the total MW delivered to the infinite bus is fixed to 

535.5 MW, as is the general scenario defined throughout this Section 3.4. The expected 

downward shifting effect explained previously can be observed clearly in Figure 3.9 (b) 

for case iii), to the extent that the 𝛿0 angle is now greater than the one for the 100% 

inertia case i), increasing from 35° to 37°. Despite this increment, however, the fact that 

the reduced inertia 𝑃𝐸 characteristic has a higher peak makes that the available stability 

margin is still greater for the 50% inertia case than for the 100% inertia case. This 

produces the higher CCT for case iii) with respect to case i) despite having a greater 𝛿0 
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angle, and completely explains the seemingly contradictory results observed in Figure 

3.8. 

 

Figure 3.10 Rotor angles for the CCTs, low impedance SMIB system with RES modelled as negative 

loads, 10% reserve - Case 1.1 

Figure 3.10 shows the same simulations shown in Figure 3.8 (reduction of inertia and 

inclusion of RES, Case 1) but with the production of RES modelled as fixed negative 

loads. It is observed that the 𝛿0 angles for each penetration level are the same as the 

ones obtained when the RES are modelled in detail, as expected. Despite this, the CCTs 

observed for Case 1 when the RES are modelled in detail are slightly higher. This is 

because the controllers of the RES plant have FRT capabilities, avoiding their 

disconnection during the fault, and hence help stability just after the fault occurs by 

their active and reactive power controls. In the case when the RES are modelled as 

simple impedances, they are just passive elements without any control action and they 

have no influence on the system during the fault that might help stability further. The 

action of the RES controllers in the RES outputs (MW and MVAR) for the 50% RES 

penetration level in Case 1, up to 1 s after the fault occurrence can be observed in 

Figure 3.11. This penetration level is chosen because it is the one presenting more CCT 

increase with respect to the case when the RES are modelled as a negative impedance 

(194 ms against 187 ms). 

 
                                     (a)                                                                         (b) 

Figure 3.11 Total responses of the DFIG and FCC units from the RES plant for the 50% RES penetration 

levels scenario of Case 1. (a) MW. (b) MVAR  
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It is observed in Figure 3.11 that for the active power, both DFIG and FCC plants 

reduce their outputs to zero almost instantaneously after the fault and for all its duration 

(194 ms). This reduction in power injection from RES has a similar effect as having an 

artificial load absorbing the excess in mechanical power of the generator during the 

fault, which has a positive effect on transient stability. This effect would be similar to 

the one of a Braking Resistor (BR) connected to the bus 𝑉𝑇, a typical corrective 

measure for improving transient stability, but with the advantage of not being affected 

by the voltage reduction of the bus during a fault. Recalling that the power 

consumption of the BR device depends on the square of the bus voltage it is connected 

to, its effect during faults might be actually heavily reduced. With respect to the 

response in reactive power, in both cases but to a much higher degree for the DFIG 

units, the amount of reactive power is increased immediately after the fault, although 

only for a few ms then going back to zero. This has also a positive effect on transient 

stability since providing reactive power to the network during the fault diminishes the 

voltage drop produced by the fault helping transient stability.  

By the observed responses in active and reactive power for the case presented, the 

active power reduction is the most influential by far due to the magnitude and time of 

its controlled variations. Hence, the RES plant has an additional positive effect on this 

case because of its controllers. It can also be said that if RES controllers do not have 

full capabilities of active power reduction after a fault or if this reduction is only 

partial, its positive effect on first-swing transient stability will be reduced. The same 

will happen if for some reason, controls do not operate in this way or do not operate at 

all, e.g. internal failure, wrong settings, no FRT capabilities, etc. Also, it has to be 

noticed that for the case presented in Figure 3.11, the fault is applied at bus 𝑉𝑇, where 

the transformers of the RES plant are connected, so it is practically a terminal fault, and 

the response of controllers is the largest because of the deep voltage drop caused by the 

close-in fault. For farther faults, the response of controllers on active and reactive 

power injections will be of lower magnitude and its positive effect on transient stability 

might decrease depending on the case, although they will always have a positive effect. 

For the cases so far in this section, the increase in the penetration level has produced a 

consistent improvement on transient stability, despite increasing the initial steady state 

rotor angle. This may not always be true. For very high levels of RES production, the 

increase in the initial rotor angle could be too high and overcome the increased power-

angle characteristic brought about by the conventional generation disconnection, 
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resulting in lower stability margins. This would depend on the generator installed 

capacity, impedance, dispatch and reserve, the RES location, external transmission 

network impedance, etc., and how all these factors end up influencing the shift in the 

power-angle characteristic and its peak. These factors will also change for each specific 

case and different network configurations. For the penetration scenarios presented in 

this section, the initial angle increase is not critical, and it is offset by the increase in 

the power-angle curve peaks, so that the CCTs are always improved for higher 

penetration levels. Under these circumstances, the ultimate factors defining the total 

positive/negative impact on first-swing transient stability will be the operating p.f. of 

the generator and the level of reserve, as it will be verified in the following sections and 

chapters.  

3.4.1.4 Case 2: low network impedance with RES, fixed reserve and voltage set-

point 

For the Case 2 presented in this section, the generator will operate at a fixed terminal 

voltage (20 kV bus) set-point of 1.09 p.u., instead of a fixed operating p.f. as in 

previous sections. Figure 3.12 shows results for this case, including how the p.f. 

changes for each penetration level.  

 

Figure 3.12 Rotor angles for the CCTs, low impedance SMIB system with RES, 10% reserve and fixed 

Vset-point – Case 2 

It is observed that as the penetration level increases, the p.f. decreases, which means 

that the generator needs to make a higher use of its reactive power capabilities in p.u. to 

inject the necessary MVARs to the network in order to keep its terminal voltage at the 

predefined set-point for higher penetration levels, i.e., it operates more over-excited as 

the penetration levels increase. This higher over-excited operation makes that the 𝛿0 

angle consistently decreases for higher penetration levels, as shown in Figure 3.12, and 

therefore, the obtained CCTs are higher than the ones obtained in Case 1, where the 

penetration level increased the initial rotor angles. The impact on the CCT increase is 

enhanced for higher penetration levels, e.g., for the 90% penetration level of Case 1, 
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the CCT is 212 ms (p.f. of 0.915 lag.), whilst for Case 2, the CCT is 258 ms (p.f. of 

0.553 lag.). For Case 2 though, the generator is operating in a much more over-excited 

condition, as determined by the operating p.f., and it has a stronger effect on the initial 

steady state rotor angle and therefore on transient stability. 

3.4.1.5 Case 3: low network impedance with additional reactive power support from 

RES plants, fixed reserve and voltage set-point 

So far, the reactive power operation of the RES plant units has not been discussed. For 

all previous cases, DFIG units have been operating with a fixed p.f. of 0.99 lag., 

meaning that each one produces 2 MW and 0.25 MVAR, while FCC units have been 

operating with a fixed p.f. equal to 1, i.e., they just provide 2 MW and no MVAR each. 

These settings make that the RES plant as a whole operates approximately at a total p.f. 

at the point of interconnection (bus 𝑉𝑇) of above 0.99 leading for most scenarios, i.e., it 

actually consumes reactive power from the network (due to reactive power losses in the 

LV-MV-HV transformers). This operating p.f., however, is very close to 1, and it can 

be considered that the RES plants operate almost not altering the reactive power 

behaviour of the network and the generator, and mainly inject only MW to the system. 

 

Figure 3.13 Rotor angles for the CCTs, low impedance SMIB system with RES injecting MVARs, 10% 

reserve and fixed Vset-point – Case 3 

For the present Case 3, the RES units MVAR operation will be changed to inject 

reactive power to the network. The p.f. of the DFIG units is changed to 0.89 lag. 

(injecting 2 MW and 1 MVAR each), while for the FCC units, the p.f. is changed to 

0.94 lag. (injecting 2 MW and 0.75 MVAR each). These variations change the p.f. of 

the power flow at the RES point of interconnection to around 0.96 lagging, i.e., 

injecting reactive power to the network. Results in Figure 3.13 show that the 𝛿0 angle 

increases with the penetration levels in this case, but the increase for penetration levels 

of 60% and above is more marked compared to previous cases. The most critical 𝛿0 

increments are produced by the increase in the p.f. of the generator in addition to the 

increase produced by the upward shifting effect of the RES production. In this case, the 
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generator needs to reduce its reactive power output since the RES provides more than 

enough MVARs for maintaining the voltage requirements of the network. The p.f. 

increases until the point it becomes leading above the 70% penetration level. This fact 

proves to be detrimental to transient stability, since initially, CCTs improve but only up 

to the 40-50% penetration level, after which they start to decrease considerably 

compared to previous cases, e.g., for the 90% penetration level, the CCT is 132 ms, 

compared to the CCTs of 258 ms for Case 2 and 212 ms of Case 1. 

3.4.2 Test cases with a high impedance network  

3.4.2.1 Base Case: high network impedance without RES, fixed reserve and 

operating p.f. 

The Base Case for the high network impedance tests is the one presented in Figure 3.5, 

Section 3.2.2, i.e., just reduction of inertia without RES and the SMIB system having 

the original high impedance double circuit transmission network.  

3.4.2.2 Case 4: high network impedance with RES, fixed reserve and voltage set-

point 

For the Case 4 presented in this section, the reactive operation mode of the RES plant 

will be as initially in Case 1 and Case 2. The voltage set-point is kept constant. Results 

are shown in Figure 3.14. It can be observed that the angle 𝛿0 decreases consistently. 

The CCTs of the 0-10% penetration levels are limited by second or further-swing 

instability, due to the high network impedance. Again, the operating p.f. decreases 

considerably as the penetration level increases, having a strong positive influence on 

the CCTs, which increase significantly for higher penetration levels. The p.f. decrease 

then, dominates the transient stability behaviour and produces an overall reduction of 

the 𝛿0 angle despite its inherent increment associated with the inclusion of RES. 

3.4.2.3 Case 5: high network impedance with RES injecting reactive power, fixed 

reserve and voltage set-point 

For this Case 5, the RES MVAR output is changed as in Case 3 but with the high 

network impedance. Results shown in Figure 3.15 indicate that 𝛿0 decreases 

consistently, as opposite to Case 3 where it increased up to the point in which stability 

started to become deteriorated. Again, the key factor influencing 𝛿0 and hence the 

CCTs is the p.f., which decreases as the RES levels increase. In this case, the high 
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impedance network absorbs the extra MVARs of the RES, and the generator is not 

required to produce less MVARs to keep the voltages at appropriate levels, hence its 

operating p.f. decreases as the penetration levels increase, i.e., the high network MVAR 

requirements and the additional MVARs produced by the RES offset each other, and 

stability is improved.  

 

Figure 3.14 Rotor angles for the CCTs, high impedance SMIB system with RES, 10% reserve and fixed 

Vset-point – Case 4. *Slight variations in the RES MVAR output for avoiding network voltage collapse 

 

Figure 3.15 Rotor angles for the CCTs, high impedance SMIB system with RES injecting reactive 

power, 10% reserve and fixed Vset-point – Case 5 

 

Figure 3.16 Rotor angles for the CCTs, high impedance SMIB system with RES absorbing MVARs, 

10% reserve and fixed Vset-point – Case 6. *Variations in the RES MVAR output for avoiding voltage 

collapse 

3.4.2.4 Case 6: high network impedance with RES absorbing reactive power, fixed 

reserve and voltage set-point 

For this Case 6, the dispatch of the DFIG units is changed so they inject 2 MW and 

absorb 0.5 MVAR each (p.f. of 0.97 lead.), and the FCC units inject 2 MW and absorb 

0.25 MVAR each (p.f. of 0.992 lead.). These variations cause the RES to absorb 

reactive power at the point of interconnection, forcing the generator to fulfil such 

requirement in addition to the MVARs required by the high impedance network to keep 
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the network voltages. This yields a considerably decrease in the generator operating p.f. 

and 𝛿0 angle, more than for previous Case 5, and also more, but to a less extent, than 

Case 4, as the penetrations levels increase. This is shown in Figure 3.16. Thus, the CCT 

values are also higher and stability is improved even more than Cases 4 and 5. 

3.4.3 Summary of cases for the low and high impedance networks 

A summary of the test cases presented in this chapter is shown in Table 3.2, while 

Figure 3.17 shows the CCT results graphically. In general, it was established that 

besides the inertia reduction, the generator operating p.f. has the main influence on 

transient stability when the reserve is kept constant in percentage for different RES 

penetration levels. For the low impedance cases, Figure 3.17 (a), the CCT values are 

always improved as the penetration levels increase, except for Case 3 in which the 

reactive operation mode of the RES makes the generator to decrease its MVAR 

production, even until the point of changing to an under-excited operation, which 

eventually deteriorates the transient stability of the network. This highlights the strong 

impact that the reactive power operation mode of RES can have on transient stability, 

either positive or negative, by means of changing the reactive operating mode of 

synchronous generators.  

Table 3.2 Summary of test cases. *Base case using a low impedance network. +Base case using a high 

impedance network 

Case 
RES 

% 

S.G. 

(inertia) 
p.f. Vset Reserve 

System 

𝑋𝐸𝑄 
RES 

MVAR 
CCT 

Base* 0 ↘ Fixed Variable Fixed Low - ↗ 

1 ↗ ↘ Fixed Variable Fixed Low Neutral ↗ 

2 ↗ ↘ Variable Fixed Fixed Low Neutral ↗ 

3 ↗ ↘ Variable Fixed Fixed Low Inject ↗ up to 50%, then ↘ 

Base+ 0 ↘ Fixed Variable Fixed High - ↗ 

4 ↗ ↘ Variable Fixed Fixed High Neutral ↗ 

5 ↗ ↘ Variable Fixed Fixed High Inject ↗ 

6 ↗ ↘ Variable Fixed Fixed High Absorb ↗ 

For the high impedance cases, i.e., connection to a weak network, shown in Figure 3.17 

(b), all defined scenarios show an improvement of the transient stability with the 

increase of penetration levels of RES, basically because the strong MVAR 

consumption of the high impedance network causes the generator to always having to 

cover for such requirements, involving the reduction of its operating p.f. values for 

higher penetration levels. On the other hand, for the low impedance network, i.e., 



Factors Influencing the Transient Stability of Power Systems with RES Generation | 93 

connection to a strong grid, the MVAR requirements are much lower, and the generator 

does not necessarily have to provide reactive power to the network in all conditions. 

This is the situation observed in Case 3, in which the synchronous generator still has to 

provide reactive power for initial low penetration levels (observed decrease in lagging 

p.f.s), with a consequent improvement of transient stability, but then it has to absorb the 

excess MVARs from the network for higher penetration levels, changing its p.f. from 

lagging to leading, which eventually results in a deterioration of the transient stability. 

 
                                       (a)                                                                         (b) 

Figure 3.17 CCTs. (a) Low impedance network cases. (b) High impedance network cases 

3.5 Effect of reserve or spare capacity on transient stability 

The spinning reserve or spare capacity, referred to mostly as reserve in this thesis, has 

been fixed to 10% in the analysis so far in this chapter. This consideration has made its 

influence practically inexistent for the cases analysed in previous sections, since it 

made the quantity 𝐻 (𝑃𝑀 − 𝑃𝐸)⁄  in equation (3.3) fixed for all penetration levels. By 

plain inspection of the simplified power-angle characteristic, lower reserve values will 

be always detrimental for transient stability, since it means that the straight horizontal 

line representing PM will be shifted upwards, decreasing the stability margins, the 

opposite being also true. This is well-known and the basic principle for improving 

transient stability by rescheduling (reducing) the dispatch of generators that have the 

highest risk of losing synchronism in the network. Throughout this thesis, this dispatch 

effect is analysed in terms of the reserve rather than in generation rescheduling. In real 

systems, reserve policies can change considerably, as well as the actual reserve values 

assigned to the myriad of synchronous machines under the many different operating 

conditions occurring in the network. Thus, it can be considered that the influence of the 

overall generation dispatch on transient stability, as the RES penetration levels 

increase, will depend on and be more related to the specific reserve policy enforced in 

the network. Reserve will be analysed in more detail in the following chapter. 
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3.6 Summary 

This chapter studied the main factors having an influence on the transient stability of 

power systems by means of a deterministic analysis and a convenient definition of a set 

of specific test cases on a simple SMIB network. Initially, the classical model of the 

generator and a simplified expression for the CCT were used to show how the 

reduction of inertia specifically affected stability with the help of the EAC, showing 

that the electrical characteristics of the network (impedance) are affected by the 

reduction of inertia so that the transient stability is actually improved. Then RES were 

added into the mix, and their effect on the initial steady state rotor angle 𝛿0 and 

operating p.f. of the conventional generation in the system could be specifically 

observed and analysed. For the studied SMIB network, it was found that the inclusion 

of RES always produces an increase in the angular separation 𝛿0 of the conventional 

generation rotor with respect to the infinite bus. Despite this may seem, at first glance, 

to produce a detrimental effect on transient stability, the overall impact was still 

positive, due to the additional decelerating–accelerating area margins provided by the 

reduction of inertia and its consequent reduction of network impedance effect. The 

impact of RES controllers during and after faults were also analysed, these having an 

additional positive effect on transient stability. It was evidenced though, that the change 

in the initial pre-fault conditions produced by the RES penetration along with the 

inertia-impedance reduction have a more impactful positive effect on transient stability.  

Finally, it was demonstrated that the effect of the RES inclusion on the synchronous 

generator reactive power production is an additional factor highly influencing transient 

stability. In general, the RES reactive power flexibility can help to manage the MVAR 

network requirements so that the conventional generation can operate at a desired over-

excited operating p.f., this way ensuring that the transient stability of the network is 

improved, or at least can be controlled, when the system inertia is reduced. An 

important consideration to bear in mind for the analyses performed throughout this 

chapter is that for all the test case scenarios defined, the reserve of the conventional 

generation is kept constant to 10%. The highly important effect of reserve on the 

network transient stability will be examined in the following chapter.  

The clear identification of the factors and mechanisms influencing the transient 

stability of power systems with RES and the qualitative assessment of their influence 

represent the first original contribution of this thesis. 
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Wind speed and solar irradiation are uncertain by nature and any realistic modelling of 

these Renewable Energy Sources (RES) in power systems should take such behaviour 

into account. Probabilistic Monte Carlo (MC) simulations have been widely used for 

steady state and dynamic assessments of power systems, which are inherently 

stochastic, and more critically so in recent times with the proliferation of RES 

generation within them. This chapter formally presents a probabilistic MC approach for 

the transient stability assessment of modern stochastic power systems with RES. The 

proposed approach focuses not only on the typical estimation of the probability of 

stability (or instability) by calculating how many times a network loses synchronism 

following a disturbance for a large number of operating conditions in a merely binary 

way, but also on complementing the analysis with the introduction of additional indices 

that measure the magnitude of the developed oscillations during and after disturbances. 

In this way, the degree of stability (and instability) can also be properly estimated.  

In this chapter, the presented methodology will be tested on the NETS-SMIB network 

described in Section 2.5.3. The objective of this is twofold. Firstly, the study of a single 

generator system will allow to analyse the behaviour and physical significance of the 

proposed indices without the complex dynamic interactions introduced by other 

generators, which would obscure to a certain extent some of their key features. 

Secondly, since the presented methodology facilitates the statistical analysis of any 
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system parameter, the study of the NETS-SMIB network can be viewed as an extension 

of the deterministic analysis of Chapter 3, into a more realistic probabilistic one. The 

use of a network that is still simple enough allows getting a deep understanding of the 

actual degree of impact and significance of the different influence factors on transient 

stability and their correlation, further validating and complementing the conclusions 

obtained deterministically. This represents the main aim of the chapter. 

4.1 General framework for the Monte Carlo assessment 

4.1.1 Formal definition of estimations using a Monte Carlo simulation study  

The general objective of a MC simulation study is to estimate an unknown quantity, 

based on the outcomes produced by several independent random experiments 

(simulations). This set of outcomes is represented by random variables. It is then 

important to define first, two of the most important numerical characteristics associated 

with random variables, the expectation and the variance, which measure the mean 

value and the spread of their distribution, respectively. Random variables are denoted 

using capital letters to differentiate them from their real, integer, etc., counterparts 

presented using lower case letters. The expectation of a continuous random variable 𝑋, 

with Probability Density Function (PDF) 𝑓(𝑥), denoted 𝑋~𝑓(𝑥), is formally defined 

by equation (4.1). The expectation, i.e., the mean value, is also frequently denoted as 𝜇. 

 𝐸[𝑋] = ∫ 𝑥
+∞

−∞

𝑓(𝑥)𝑑𝑥 (4.1) 

For a discrete 𝑋, the integral in equation (4.1) is replaced by a summation. The variance 

of 𝑋 is defined by equation (4.2). The variance is also frequently denoted as 𝜎2. 

 𝑉𝑎𝑟(𝑋) = 𝐸[(𝑋 − 𝐸[𝑋])2] = 𝐸[𝑋2] − (𝐸[𝑋])2 (4.2) 

Let there be a real valued function 𝑦 = 𝐻(𝒙), called the performance function [181], 

which can be thought of as representing a feature of a complex system, where 𝒙 is a 

real vector with the relevant information of all system parameters affecting 𝑦. Vectors 

such as 𝒙 are printed in bold type to differentiate them from one-dimensional variables, 

e.g., 𝑥, and this notation is used for random vectors and random variables as well. The 

general situation is when the expectation of 𝑦 = 𝐻(𝒙) is the unknown quantity, 

denoted as 𝜃, that needs to be estimated. A formal expression for 𝜃, according to 

equation (4.1), is presented by equation (4.3), for a continuous variable case. 
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 𝜃 = 𝐸[𝑌] = 𝐸[𝐻(𝑿)] = ∫ 𝐻(𝒙)
+∞

−∞

𝑓(𝒙)𝑑𝒙 (4.3) 

where the random vector 𝑿 = (𝑋1, … , 𝑋𝑛) has a known joint PDF 𝑓(𝑥1, … , 𝑥𝑛). Again, 

for the discrete case, the integral in equation (4.3) is replaced by a summation. For 

complex systems, analytical expressions for features of interest such as 𝑦 = 𝐻(𝒙) are 

actually impossible to obtain, or in the case such analytical expression might exist or be 

approximately estimated, the strict calculation of its expected value 𝜃 as in equation 

(4.3) would be extremely time consuming, since probabilities would have to be 

evaluated for all possible values of 𝒙. Either way, it becomes necessary and/or more 

efficient to resort to a MC simulation, where each simulation experiment will produce 

independent outcome samples of the random function 𝑌 = 𝐻(𝑿), allowing to estimate 

𝜃 using the sample mean statistic, denoted as �̅�𝑁, and defined by equation (4.4). 

 �̅�𝑁 =
1

𝑁
∑𝑌𝑖

𝑁

𝑖=1

=
1

𝑁
∑𝐻(𝑿𝑖)

𝑁

𝑖=1

= 𝜃 (4.4) 

where 𝜃 denotes the estimate of 𝜃, N is the total number of MC experiments performed, 

and 𝑿1,…, 𝑿𝑁 are independent and identically distributed (iid) random vectors sampled 

from the 𝑓(𝑥1, … , 𝑥𝑛) PDF. The sample mean estimator �̅�𝑁 = 𝜃 in equation (4.4) is 

unbiased, i.e., 𝐸[𝜃] = 𝜃, and by the Law of Large Numbers, 𝜃 converges to 𝜃 with 

probability 1 as 𝑁 → ∞. It is important to highlight that �̅�𝑁 = 𝜃 is also a random 

variable itself, having a variance defined by equation (4.5) [174]. 

 𝑉𝑎𝑟(𝜃) = 𝑉𝑎𝑟(�̅�𝑁) =
𝑉𝑎𝑟(𝑌)

𝑁
 (4.5) 

The PDF of the underlying population of 𝑌 is unknown, but its variance 𝑉𝑎𝑟(𝑌) can be 

estimated using the sample variance statistic 𝑆2, defined by equation (4.6), which 

again, according to the Law of Large Numbers, converges to 𝑉𝑎𝑟(𝑌) for 𝑁 → ∞.   

 𝑆2(𝑌) =
1

𝑁 − 1
∑(𝑌𝑖 − �̅�𝑁)2

𝑁

𝑖=1

=
1

𝑁 − 1
∑(𝑌𝑖 − 𝜃)

2
𝑁

𝑖=1

 (4.6) 

4.1.2 Error and confidence intervals 

The accuracy of a point estimate such as 𝜃 is given by the provision of a Confidence 

Interval (CI), which by definition contains the actual unknown value 𝜃 with a certain 
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(estimated) probability of (1 − 𝛼), called the degree of confidence or confidence level, 

where 0 < 𝛼 < 1. Estimates of CIs for the sample mean estimator as in (4.4) usually 

involve the application of the Central Limit Theorem [174], which states that as 𝑁 →

∞, the distribution of �̅�𝑁 = 𝜃 approximates a normal distribution 𝒩(𝜇, 𝜎2), with 𝜇 = 𝜃 

and 𝜎2 = 𝑉𝑎𝑟(𝜃) = 𝑉𝑎𝑟(𝑌)/𝑁. It is typical in MC analysis that the CIs are estimated 

having a fixed width of the form [𝜃 ± 𝜖], where 𝜖 is the bounded error accuracy, 

having a predefined confidence level of  (1 − 𝛼), with 0 < 𝛼 < 1.  

A sequential estimation procedure [182] will be used in this thesis to assess the 

accuracy of an estimation through fixed width CIs. It involves a sampling plan that 

verifies the error bound at each simulation, so that it can be stopped if a predefined 

degree of accuracy is achieved. The procedure makes no assumption of the underlying 

distribution and can be defined for calculating absolute and relative error CI widths 

according to the following criteria: 

1) For a CI with absolute error width [�̅�𝑁 ± 𝜖𝐴𝐵𝑆], for the estimator 𝜃 = �̅�𝑁, with a 

(1 − 𝛼) confidence level, 0 < 𝛼 < 1, and for 𝑁 simulations, 𝜖𝐴𝐵𝑆 is defined by 

equation (4.7) [182, 183]. 

 𝜖𝐴𝐵𝑆 =
𝛷−1(1 − 𝛼

2
) × √𝑇𝑁 + 1

𝑁
 (4.7) 

2) For a CI with relative error width [�̅�𝑁. (1 ± 𝜖𝑅𝐸𝐿)], for the estimator 𝜃 = �̅�𝑁, 

with a (1 − 𝛼) confidence level, 0 < 𝛼 < 1, and for 𝑁 simulations, 𝜖𝑅𝐸𝐿 is 

defined by equation (4.8) [182]. 

 𝜖𝑅𝐸𝐿 =
𝛷−1(1 − 𝛼

2
) × √𝑇𝑁 + 1

𝑁. �̅�𝑁

 (4.8) 

In equations (4.7) and (4.8), the function Φ−1 is the inverse of the Normal Standard 

Cumulative Distribution Function (CDF) [174, 182], and 𝑇𝑁 is defined by (4.9).  

 𝑇𝑁 = ∑(𝑌𝑖 − �̅�𝑁)2

𝑁

𝑖=1

 (4.9) 

4.1.3 Simulation stopping criteria 

Either CIs with a predefined fixed error bound (absolute or relative), or a maximum 

number of simulations N are used as stopping criteria to limit the number of the MC 
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simulations. In this thesis, the latter criterion is used, with N fixed to 10,000 

simulations and errors calculated using the sequential estimation formulation in Section 

4.1.2 with a fixed 95% confidence level (𝛼 = 5%), which practically means that the 

expected values of the random variable X will be calculated with a 95% CI level with 

an error lower than 𝜖𝐴𝐵𝑆 or 𝜖𝑅𝐸𝐿 after peforming 10,000 MC simulations. It is observed 

that this number of simulations provides reasonable accuracies for the indices presented 

in the following section, and also for the majority of other network parameters that will 

be statistically evaluated in the different test cases presented in Section 4.5. Since for 

the most cases, 10,000 simulations provide high accuracies, the use of this N value will 

allow to obtain estimations about the required number of simulations that would 

guarantee a minimum acceptable level of accuracy, i.e., errors lower than 𝜖𝐴𝐵𝑆 or 𝜖𝑅𝐸𝐿, 

for general stability assessment applications in power systems with the proposed MC 

methodology and associated indices. 

4.2 Indices for the transient stability assessment  

4.2.1 Network probability of instability 

The main estimator, statistic, or index, chosen to assess transient stability by means of 

the proposed MC approach is the Probability of Instability (PI) of the network 

following a disturbance (fault). In order to calculate this probability and to present it in 

terms of the definitions given in Section 4.1.1, the output of the simulation will be the 

transient stability state of the system after being subjected to a large disturbance, i.e., 

either stable or unstable. Therefore, 𝑌𝑖 = 𝐻(𝑿𝑖) in equation (4.4) is binary and will take 

the value of 1 if the simulation is unstable, and 0 otherwise. Each random vector 𝑿𝑖 =

(𝑋𝑖1, … , 𝑋𝑖𝑛) contains all network uncertainties n, i.e., the ones defined in Section 2.4 

in Chapter 2. All these parameters are independent and sampled from their own PDFs, 

so that the joint PDF, 𝑓, would be actually the product of each individual PDF, i.e., 

𝑓(𝑥1, … , 𝑥𝑛) = 𝑓1(𝑥1)…𝑓𝑛(𝑥𝑛). Symbolically, the performance function can be 

denoted as 𝐻: ℝ𝑛 → {0,1}. Defined in this way, the instability states of the network 

obtained at each experiment (simulation) output 𝑌𝑖 = 𝐻(𝑿𝑖) are actually independent 

Bernoulli random variables [174, 181]. Hence, the sample mean 𝜃 as in equation (4.4) 

is actually an estimator of the parameter 𝑝 of the underlying Bernoulli distribution, 

denoted 𝐵𝑒𝑟(𝑝), i.e., 𝜃 = 𝑝, which for this case represents and quantifies the actual PI 

of the network, and is precisely the quantity that wants to be estimated.  
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The binary characteristic of the stable/unstable events sampling does not allow to fully 

assess the degree of instability (or stability) of the network by means of the PI only, 

e.g., in a multi-machine system, an unstable event causing strong oscillations with more 

than one generator losing synchronism is considered equal to an event that only causes 

single-machine instability. Moreover, the identification or measurement of the events 

that are more unstable is also important because it can assist in developing a system 

stabilisation strategy more efficiently. In this sense, a more unstable event means one 

that is more likely to cause critical disruptions, due to developing faster and stronger 

oscillations compared to less critical ones that may not produce any disruptions at all. 

For stable events, it is also important to quantify the degree of oscillations to assess the 

system synchronising and damping torque levels after large disturbances, facilitating 

comparisons between different scenarios or operating conditions in this respect. 

Therefore, additional indices are proposed in this thesis in order to complement the 

analysis and help to, e.g., quantify the degree of stability/instability, better identify how 

far/close the system is from its stability boundary, assess the impact of Corrective 

Control Measures (CCMs) on system stabilisation, etc. 

4.2.2 Acceleration area index 

The Acceleration Area index, denoted as 𝐴𝐴𝐶𝐶 , is defined based on the concept of the 

EAC, and quantifies the accelerating power that is gained by the generator after a fault, 

which is measured by the area developed between the mechanical power, 𝑃𝑀, and the 

electrical power, 𝑃𝐸, output characteristics of the generator, and can be defined by the 

general integral in equation (4.10). 

 𝐴𝐴𝐶𝐶(𝛿𝑡) = ∫ (𝑃𝑀 − 𝑃𝐸)
𝛿𝑡

𝛿0

𝑑𝛿 (𝑟𝑎𝑑. ) (4.10) 

The units of the 𝐴𝐴𝐶𝐶  are radians since power quantities are expressed in p.u. From the 

swing equation in (3.1), (𝑃𝑀 − 𝑃𝐸) in (4.10) can be replaced to depend entirely on the 

acceleration 𝑎 = 𝑑2𝛿 𝑑𝑡2⁄  (rad./s2), and the inertia constant H of the machine. 

 𝐴𝐴𝐶𝐶(𝛿𝑡) = ∫ (𝑃𝑀 − 𝑃𝐸)
𝛿𝑡

𝛿0

𝑑𝛿 = ∫
2𝐻

𝜔0
.
𝑑2𝛿

𝑑𝑡2
𝑑𝛿

𝛿𝑡

𝛿0

 (4.11) 

Multiplying and dividing the integrand in (4.11) by 𝑑𝑡, and recognising that 𝑑𝛿 𝑑𝑡⁄  is 

the speed deviation ∆𝜔𝑟 (rad./s), another expression for the 𝐴𝐴𝐶𝐶  is obtained in (4.12). 
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 𝐴𝐴𝐶𝐶(𝛿𝑡) = ∫
2𝐻

𝜔0
.
𝑑2𝛿

𝑑𝑡2
𝑑𝛿

𝛿𝑡

𝛿0

.
𝑑𝑡

𝑑𝑡
= ∫

2𝐻

𝜔0
.
𝑑2𝛿

𝑑𝑡2
.
𝑑𝛿

𝑑𝑡
𝑑𝑡

𝑡

𝑡0

  

 𝐴𝐴𝐶𝐶(𝑡) =
2𝐻

𝜔0
∫𝑎(𝑡). ∆𝜔𝑟(𝑡) 𝑑𝑡

𝑡

𝑡0

 (4.12) 

The value of H will always be expressed in the generator own base, to allow direct 

comparisons between different cases as discussed in Section 3.2.1, i.e., so that the 

index values of all simulations can be summed up and averaged, allowing the use of a 

sample mean estimator of the index for the MC evaluation. Magnitudes of 𝑎(𝑡) and 

∆𝜔𝑟(𝑡) as a function of time can be calculated or obtained directly from angle 

simulation responses, or in real time scenarios, from processed on-line PMU angle 

data. The expression in equation (4.12) is also convenient because the integral is 

calculated over time, instead of over angles as in equation (4.10), which would also 

require mechanical and electrical power magnitudes from the generator. It is also 

evident that the 𝐴𝐴𝐶𝐶  is time dependent. In the present application, however, it will be 

evaluated in a static way, calculating the index’s sample means at specific times within 

the post-fault oscillations in order to allow like-comparisons between the different 

cases and scenarios presented.   

4.2.3 Integral of the acceleration area index 

The Integral of the Acceleration Area index, 𝐼𝐴𝐴𝐶𝐶, is the integral of the 𝐴𝐴𝐶𝐶 , i.e., the 

area below its characteristic, defined by equation (4.13). It is also time dependent.  

 𝐼𝐴𝐴𝐶𝐶(𝑡) = ∫𝐴𝐴𝐶𝐶  𝑑𝑡

𝑡

𝑡0

 (𝑟𝑎𝑑. 𝑠) (4.13) 

4.3 Physical interpretation of the proposed acceleration indices 

4.3.1 Analysis of the acceleration indices for stable events 

Figure 4.1 shows the 𝐴𝐴𝐶𝐶  characteristic with the rotor angle and speed deviation for a 

typical stable case after a large disturbance in the NETS-SMIB network for a 5 s 

simulation. Figure 4.2 (a) shows the 𝐴𝐴𝐶𝐶  and 𝐼𝐴𝐴𝐶𝐶 indices together for the 5 s 

simulation, while Figure 4.2 (b) shows a closer look for the first 2 s of the simulation 

only. According to the expression for the 𝐴𝐴𝐶𝐶  in (4.10), it increases from zero up to 
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the fault clearing time (𝑇𝐶𝐿), since the quantity (𝑃𝑀 − 𝑃𝐸) is positive, and 𝑑𝛿 is also 

positive. This time window is when the initial accelerating area develops during the 

fault, thinking qualitatively in terms of the EAC. Once the fault is cleared, (𝑃𝑀 − 𝑃𝐸) is 

negative, so the accounted area for 𝑡 > 𝑇𝐶𝐿 is also negative, producing a reduction of 

the index up to the point at which the maximum rotor angle oscillation is reached, i.e., 

the stable first-swing at the first-swing time (𝑇𝐹𝑆), see Figure 4.2 (b), and this 

represents the immediate post-fault decelerating area. At this point, theoretically, 

according to the EAC, the decelerating area provided by the system electrical 

characteristic equals the initial accelerating area, and so the 𝐴𝐴𝐶𝐶  should reach a 

minimum value exactly equal to zero. Since the presented results are from a simulation 

with a generator fully modelled including the damping circuits and its controllers, the 

value of the  𝐴𝐴𝐶𝐶  index will not be exactly zero but still very close, as can be seen in 

Figure 4.2. The principle holds, however, and it can be said that for a stable case, when 

a local minimum of the 𝐴𝐴𝐶𝐶  index after the fault clearance, i.e., when its derivative 

equals zero, is very close to zero, then the system is first-swing stable. For the period 

𝑡 > 𝑇𝐹𝑆, (𝑃𝑀 − 𝑃𝐸) is still negative, but the angle after the first-swing peak starts to 

decrease, hence 𝑑𝛿 in equation (4.10) is now negative as well, making the 𝐴𝐴𝐶𝐶  to 

increase again. This natural swap in sign of the factors comprising equation (4.10) will 

always make the 𝐴𝐴𝐶𝐶  value to be positive.  

 
                                    (a)                                                                         (b) 

Figure 4.1 AACC index with (a) rotor angle and (b) speed deviation for a typical stable case 

Further local minima of the 𝐴𝐴𝐶𝐶  curve, occurring each exactly at one oscillation period 

after the first one, will define the first back-swing nadir, second-swing peak, etc., as 

indicated in Figure 4.2 (b). For the presented 5 s time window, it is observed that the 

𝐴𝐴𝐶𝐶  tends to zero towards the end of the simulation, as can be easily inferred from 

equations (4.10) and (4.12), since the change in angle and acceleration will decrease 
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unequivocally down to zero for a new steady state in a stable case, i.e., for 𝑡 → ∞, then 

𝐴𝐴𝐶𝐶 → 0 under all conditions.  

 
                                    (a)                                                                         (b) 

Figure 4.2 AACC and IAACC curves for a typical stable case. (a) Full 5 s and (b) first 2 s simulation times 

These 𝐴𝐴𝐶𝐶  features, namely starting at a reference value of zero, being always 

positive, and returning to zero again (the reference) for a stable case, make it 

convenient to use for assessing not only first-swing stability but also the oscillation 

levels of the system beyond the first-swing, compared to just measuring angles, speed 

deviation, or acceleration independently. Rotor angles in the new steady state after a 

fault are likely to be different from the pre-fault condition, and they oscillate around 

these values during a fault, so it is difficult to establish a reference to compare or assess 

the degree of oscillations. The speed deviation and acceleration do start and come back 

to zero for a stable event, but their values have positive and negative values during the 

post-fault oscillations, so it is difficult to define an appropriate index. The 𝐴𝐴𝐶𝐶  on the 

other hand, incorporates all three parameters, as can be seen in equations (4.10) and 

(4.12), plus adding the inertia into the mix, so that different generators can be directly 

compared regardless of their sizes, since the inertia constant H of each generator is 

expressed on its own MVA base. These characteristics allow for the use of the 𝐴𝐴𝐶𝐶  as 

a global stability index for a generator or even an entire system in MC studies, as 

proposed in this chapter.  

The 𝐴𝐴𝐶𝐶  magnitude for a time 𝑡 → ∞ after a fault, where ∞ represents in practical 

terms a time way beyond the second-swing oscillation (broadly speaking 𝑡 > 3 𝑠, 

depending on the system), can be taken as a measure of how close the generator is to 

reach a steady state condition again. Therefore, it can be used for quantifying the global 

oscillatory degree of the system at a specific long post-fault time, for comparison 

between different cases or scenarios for that same time, and for defining target 
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thresholds for generator oscillations to be met according to predefined system dynamic 

security criteria.  

The maximum value of the 𝐴𝐴𝐶𝐶  is reached during the first back-swing, as seen in 

Figure 4.2 (b). Higher 𝐴𝐴𝐶𝐶  peak values during the first back-swing are an 

unequivocally indicator of stronger oscillations for this period. Obtaining these peaks 

for comparing the degree of oscillations between events may be an intricate task either 

in a simulation or in a real time environment. Instead, the 𝐼𝐴𝐴𝐶𝐶 can be used for this 

purpose, since its value directly quantifies the area below the 𝐴𝐴𝐶𝐶 , and can be taken as 

a measure of how the system has been oscillating up to a certain time t. This is different 

to measuring the value of the 𝐴𝐴𝐶𝐶  at a time 𝑡 → ∞ as previously explained. The 

greater the 𝐼𝐴𝐴𝐶𝐶 is for any time t, the more oscillatory the response has been during all 

the post-fault condition up to that time. The fact that the 𝐴𝐴𝐶𝐶  is always positive and 

has a reference value of zero is advantageous to this end. It is then evident that different 

cases can be compared using the 𝐼𝐴𝐴𝐶𝐶 directly, facilitating the assessment, e.g., to 

determine in detail the degree of impact of corrective measures on system stabilisation. 

4.3.2 Analysis of the acceleration indices for unstable events 

Figure 4.3 (a) shows the 𝐴𝐴𝐶𝐶  and 𝐼𝐴𝐴𝐶𝐶 indices for a typical first-swing unstable case 

after a large disturbance in the NETS-SMIB system for a 5 s simulation. A closer look 

for 1 s of simulation time and indices values in the vertical axis up to 1 rad. and 1 rad.s 

is shown in Figure 4.3 (b). After the fault clearance, the magnitude of the 𝐴𝐴𝐶𝐶  index 

starts to decrease due to the available capacity of the system to decelerate the generator. 

For an unstable case, this available capacity will not be enough to keep the generator 

synchronised, so the 𝐴𝐴𝐶𝐶  will only decrease until the decelerating capability of the 

system is depleted. The loss of synchronism occurs at this instant of time, denoted as 

the pole-slip time 𝑇𝑃𝑆, see Figure 4.3 (b), and a turning point in the 𝐴𝐴𝐶𝐶  curve follows. 

I.e., the first local minimum of the index determines the loss of synchronism, but with 

the difference that the minimum is not at a value close to zero, as with the index in a 

stable case at the first-swing peak, as shown in Figure 4.3 (b). The higher this local 

minimum is, the more critical the event is in terms of first-swing instability, because it 

means that the system would be less able to decelerate the generator after that specific 

fault event and its pre-fault operating conditions. Therefore, the value of the 𝐴𝐴𝐶𝐶  index 

at the pole-slip time 𝑇𝑃𝑆 is a measure of the degree of instability. Besides its use as a 

global index in the proposed MC approach, the 𝐴𝐴𝐶𝐶  can also be used to rank the 
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criticality level of all the unstable events found within the MC simulations of a 

particular scenario or study case. For second or further-swing instability, local minima 

of the 𝐴𝐴𝐶𝐶  will also determine in the same way the pole-slip turning point, but will be 

located in subsequent cycles of the 𝐴𝐴𝐶𝐶  index characteristic. 

 
                                    (a)                                                                         (b) 

Figure 4.3 AACC and IAACC curves of a typical unstable case. (a) Full 5 s and (b) first 1 s simulation time 

It is also observed in Figure 4.3 (a) that both indices consistently increase over time 

after the pole-slip occurs, with the 𝐴𝐴𝐶𝐶  maintaining a continuously oscillatory 

response. This is an indicator that even after a loss of synchronism in the system, both 

indices could be used to assess the degree of instability of the network. If the 

assessment is to be done in this way, the 𝐼𝐴𝐴𝐶𝐶 would be better suited since it will 

account for the total oscillations of the system during all the period since the fault 

inception up to a time t, which is usually a time 𝑡 → ∞ beyond the second-swing 

oscillation as explained before. It is considered more relevant though, to analyse the 

responses up to the pole-slip time, since any oscillation beyond the loss of synchronism 

is to be avoided at all times in real systems.  

4.4 Network uncertainties and RES penetration scenarios 

4.4.1 Selection of uncertainties 

For the NETS-SMIB network analysed in this chapter, all the described uncertainties 

provided in Chapter 2 are considered, except for the faulted line, since there are only 

two identical lines in the network, and faults occurring on any of the lines will have the 

same effect on the system, thus there is no need to include the faulted line uncertainty. 

All uncertainties are considered independent, hence their distributions are sampled 

separately for each of the selected parameters of the system and any other PDF for the 
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network uncertainties could have been used. Also, if needed, it would be 

straightforward to add the correlation between loads, wind speeds and sun irradiation 

typically present in real multi-machine systems. Correlation techniques though, will not 

be included in this thesis as it is expected that their influence will only have a minor 

impact on the main results and concepts developed throughout this research. For 

practical stability assessments in a given realistic power system, these correlations 

should be included to obtain more accurate results if needed.  

4.4.2 RES penetration scenarios 

The different scenarios for the MC assessment will be defined by the nominal RES 

penetration level of the network, which is determined in a similar way as in the 

deterministic analysis performed in Chapter 3. Therefore, ten RES penetration level 

scenarios from 0% to 90% in 10% steps will be evaluated, with the penetration levels 

(RES plant installed capacity) given in percentage with respect to the total 8,500 MW 

installed capacity of the NETS-SMIB network (i.e., the equivalent generator). The 

capacity allocation to each WP and PV plant is done according to the distribution 

presented in Section 2.5.1 and Figure 2.11. In this probabilistic case, however, the 

randomly selected hour of the day determines the system load, and the RES plant 

output is determined according to the wind and sun uncertainties defined in Section 2.4 

on top of the predefined penetration scenario. The final RES dispatch obtained in this 

way is subtracted from the sampled hourly load and the remaining active power 

required to supply the load is provided by the conventional synchronous generator, 

since the NETS-SMIB network is lossless. The spinning reserve is determined 

according to different criteria for each study case in the following section. The 

definition of both the MW dispatch and reserve value determines the required MVA 

installed capacity of the equivalent synchronous generator and hence the amount of 

operating network inertia with the inclusion of RES.  

4.5 Application of the proposed Monte Carlo assessment 

Two study cases are presented in this section for the probabilistic MC assessment of the 

NETS-SMIB network, differing in the way the conventional generation is disconnected 

as the penetration levels increase, and in the applied reserve policy or criterion. The 

generator voltage set-point is fixed to 1.02 p.u. for all cases. 

4.5.1 Case 1: Continuous inertia disconnection and fixed reserve criterion 
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4.5.1.1 Inertia disconnection criterion 

In this Case 1, the equivalent generator is theoretically considered as having an infinite 

number of units, so that its installed capacity/inertia reduction due to the load 

conditions and RES penetration can be defined in a continuous fashion, rather than in a 

discreet one, as defined in equation (4.14). 

 𝑆𝐺1 =
𝑃𝐺1

(1 − 𝑅) × 𝑁𝑝𝑓𝐺1
=

(𝑃𝐿𝑂𝐴𝐷 − 𝑃𝑅𝐸𝑆)

(1 − 𝑅) × 𝑁𝑝𝑓𝐺1
 (𝑀𝑉𝐴) (4.14) 

where 𝑆𝐺1 is the installed capacity of the generator in MVA, 𝑃LOAD is the load of the 

system in MW, 𝑃𝑅𝐸𝑆 is the total MW dispatched by the RES generation, 𝑃𝐺1 is the 

generator dispatch in MW, R is the reserve in p.u. fixed to 0.15 (or 15%) for this Case 

1, and 𝑁𝑝𝑓G1 is the nominal (nameplate) power factor (p.f.) of the generator (0.85). The 

maximum possible value of 𝑆G1 is the nominal 𝑆𝐺𝑁𝑂𝑀 = 10,000 MVA installed 

capacity of the generator, and for the cases in which 𝑆𝐺1 > 𝑆𝐺𝑁𝑂𝑀, R is reduced to fulfil 

the capacity constraint, and no conventional generation disconnection takes place.  

In the NETS-SMIB test network studied in this chapter, for the penetration levels 70-

90%, there will be cases in which the available RES active power dispatch can actually 

provide the entire system load and no conventional generation would be needed. Since 

the study of this condition is not the focus of the thesis, a minimum generator MVA 

installed capacity or inertia constraint is imposed for the analysis. This value is defined 

as 5% of the total conventional installed capacity keeping the predefined reserve value 

of 15%, i.e., 𝑆𝑀𝐼𝑁 = 5% 𝑆𝑁𝑂𝑀 = 500 MVA, with 𝐻100−𝑀𝐼𝑁 = 5% 𝐻100 = 19.49 s. 

With these values, the minimum conventional generator active power dispatch is 

𝑃𝑀𝐼𝑁 = (0.85). (0.85) 𝑆𝑀𝐼𝑁 = 361.25 MW, recalling that the nominal p.f. of the 

generator is 0.85. The enforcement of this minimum capacity/inertia policy involves 

the excess of available MW from RES to be cut off. Specifically for this study, the 

shedding of excess MW will take the form of wind curtailment only. 

4.5.1.2 System PI and error accuracies 

The estimated PI results for all RES scenarios are shown in Figure 4.4. All unstable 

cases lost synchronism in the first-swing. It is observed that the PI decreases as the 

penetration level increases, from 14.33% for the 0% RES down to 4.32% for the 90% 

RES scenario. It is concluded then, that the RES penetration consistently improves 

first-swing transient stability for the NETS-SMIB network under the conditions defined 
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for this Case 1. Figure 4.4 also shows the absolute and relative errors 𝜖𝐴𝐵𝑆 and 𝜖𝑅𝐸𝐿 

with a 95% CI, and it is verified that for 10,000 simulations, 𝜖𝐴𝐵𝑆 is always below 1%, 

while 𝜖𝑅𝐸𝐿 is always below 10%, showing consistently decreasing and increasing 

magnitudes, respectively, as the penetration level increases.  

 

Figure 4.4 System PI, absolute and relative errors with 95% CIs for all RES penetration levels, Case 1 

The increasing trend of 𝜖𝑅𝐸𝐿 is due to the decreasing PI values. This can be explained 

in simple terms by realising that for obtaining an unlikely event in a MC study, it will 

take more time, i.e., more MC simulations to be performed. Hence for probability 

values tending to zero, much more simulations will be required to get a higher 

precision. Strictly speaking, this happens because when estimating low probability 

events, the ratio between the standard deviation and the mean of the estimator, called 

the coefficient of variation [184], estimated using equations (4.6) and (4.4), 

respectively, increases. This coefficient is a rough measure of the relative error of the 

estimation. This increase is sharper when the probability value tends to zero, and to 

keep this ratio acceptably low, more simulations will have to be performed. This 

phenomenon is true for any parameter estimation other than probabilities through MC 

studies, i.e., if the true value of the parameter that wants to be estimated tends to zero, 

higher number of MC simulations will be required to perform in order to keep the 

relative error to a low level. The obtained PI absolute error values are always lower 

than 1% and this can be considered accurate enough for the stability assessment as 

proposed in this chapter. Moreover, for the presented Case 1, the 𝜖𝐴𝐵𝑆 for penetration 

levels of 50% and above, i.e., for PIs below 7%, are lower than 0.5%. 

 

Figure 4.5 Convergence of the network PI and 95% CI error widths, 0% RES scenario, Case 1 
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Figure 4.6 Convergence of the network PI and 95% CI error widths, 90% RES scenario, Case 1 

Figure 4.5 and Figure 4.6 show the PI and error convergence trends as a function of the 

number of simulations, showing the two extreme RES penetration scenarios 0% and 

90%, respectively. Both errors show similar convergence trends. For the absolute error 

case, 0% RES level, it is seen that a number of around 5,000 simulations would be 

enough to get an 𝜖𝐴𝐵𝑆 < 1%, while for the 90% RES level, a number of simulations 

below 2,000 achieves the same accuracy. The number of simulations for getting an 

𝜖𝐴𝐵𝑆 < 1% decrease in a linear fashion for the in-between RES scenarios. Therefore, 

when the stability is improved, i.e., when the PI values decrease, the number of 

required simulations could be considerable lower if a fixed absolute error criterion of 

1% is required. 

4.5.1.3 AACC and IAACC indices results 

Since the 𝐴𝐴𝐶𝐶  and 𝐼𝐴𝐴𝐶𝐶 indices vary in time, it is necessary to analyse their behaviour 

also at different points in time, and to verify how it changes for different RES 

penetration levels. Figure 4.7 (a) and (b) show the histograms for the 𝐴𝐴𝐶𝐶  and 𝐼𝐴𝐴𝐶𝐶 

indices results, respectively, measured 50 ms after the fault inception. There are four 

histogram sub-plots per index in each Figure 4.7 (a) and (b). The upper-left sub-plot 

presents the histogram considering only the stable cases, while the upper-right one 

presents the histogram considering only the unstable cases. The bottom-left sub-plot 

presents both the previous described histograms together in one chart, but normalised 

to their probability rather than to the number of cases, for clarity and to facilitate 

comparisons. Finally, the bottom-right sub-plot shows the histogram for all 10,000 

simulations, without distinction whether they are stable or unstable. All histograms 

except for the one in the bottom-left sub-plot also display the resulting values of the 

sample mean for the corresponding data, denoted as 𝜇𝑆, and the 95% CI relative error 

bound 𝜖𝑅𝐸𝐿. In the remaining of this chapter, figures showing histogram results for any 

other parameter will follow the same structure, unless otherwise specified, so the 

previous description will not be repeated. Only relative errors will be displayed for all 
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parameters other than the PI, because such parameters are not probabilities and the 

accuracy estimation of the sample mean will be clearer using relative quantities. Figure 

4.8 and Figure 4.9 show the indices histogram results for the 50% and 90% RES 

scenarios. 

 
                                     (a)                                                                        (b) 

Figure 4.7 Histograms of (a) AACC and (b) IAACC at 50 ms after fault, 0% RES, Case 1 

  
                                     (a)                                                                        (b)    

Figure 4.8 Histograms of (a) AACC and (b) IAACC at 50 ms after fault, 50% RES, Case 1 

  
                                     (a)                                                                        (b) 

Figure 4.9 Histograms of (a) AACC and (b) IAACC at 50 ms after fault, 90% RES, Case 1 
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For the indices at 50 ms, it can be expected to be too early for having a clear 

assessment of the system behaviour by means of the indices, due to the short time for 

the system to actually develop long enough trajectories during the initial fault period. 

This is also evident from the indices formulae in equations (4.12) and (4.13), as the 

indices values depend on the integral limits, so the shorter the analysed time the smaller 

the index values. It is observed in Figure 4.7 to Figure 4.9 that this is specially the case 

for the 𝐼𝐴𝐴𝐶𝐶 index, having very small values around 2-4 x 10-4 rad.s, so the obtained 

sample mean values 𝜇𝑆 present high relative error in all cases and more simulations 

would be needed to improve them. For the 𝐴𝐴𝐶𝐶 , this is the case for the unstable events, 

but to a much less extent, with values of around 1-2 x 10-2 rad. and a relatively low 

𝜖𝑅𝐸𝐿 of 5-17%, increasing with the RES level. These 𝜖𝑅𝐸𝐿 values increase in this way 

since there are fewer unstable cases for higher RES levels, so the sample mean 

estimation will be less precise. For the 𝐴𝐴𝐶𝐶  stable cases on the contrary, since more 

stable cases are available for higher RES levels, error magnitudes decrease, and show 

good accuracy of around 2% for all cases.  

The more relevant feature observed is that even for the short time of 50 ms, the 

unstable cases produce distinguishable higher indices values, with their means being 

approximately twice as the stable ones, so these indices might be used for early 

identification of instability in real-time applications. Though as seen in the chart where 

the histograms for stable and unstable cases are put together, there is some overlap 

between them, meaning that a perfect identification based solely on the found range of 

indices values would not be possible. This overlapping error, which is quantifiable, 

rather small, and increases slightly for the 𝐴𝐴𝐶𝐶 , but does not vary much for the 𝐼𝐴𝐴𝐶𝐶 , 

with the RES levels, can be managed and accounted for if using these indices for real 

time instability estimations or predictions. 

Figure 4.10 to Figure 4.12 show the indices histograms but measured at the fault 

duration time 𝑇𝐹𝐷. As described in Chapter 2, the 𝑇𝐹𝐷 is not fixed for each case but 

sampled using a normal distribution with 𝜇 = 14 cycles (233 ms in a 60 Hz system) 

and 3𝜎 = 2 cycles (33 ms). Most of the features observed for the 50 ms case hold, but 

since in this case the system has been oscillating for a time mostly above 200 ms, the 

indices have reached higher magnitudes and can be better estimated. This is reflected in 

the 𝜖𝑅𝐸𝐿 values, which are considerably reduced compared to the 50 ms case, lower 

than 2% for all cases except for the 𝐼𝐴𝐴𝐶𝐶 of the unstable cases, which error goes from 

3-10%, still very low compared to the 50 ms case. The difference between the indices 
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values for stable and unstable cases increases considerably, but there is still some 

overlap, though smaller in magnitude. It is then clearly seen as expected, that longer 

times accentuate the indices values difference and reduce sample mean errors. Hence, 

predictions/estimations in real time would be improved.  

 
                                     (a)                                                                        (b) 

Figure 4.10 Histograms of (a) AACC and (b) IAACC at the fault duration time TFD, 0% RES, Case 1 

  
                                     (a)                                                                        (b) 

Figure 4.11 Histograms of (a) AACC and (b) IAACC at the fault duration time TFD, 50% RES, Case 1 

  
                                     (a)                                                                        (b) 

Figure 4.12 Histograms of (a) AACC and (b) IAACC at the fault duration time TFD, 90% RES, Case 1 
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                                     (a)                                                                        (b) 

Figure 4.13 Histograms of (a) AACC and (b) IAACC at first-swing/pole-slip time TFS/TPS, 0% RES, Case 1 

  
                                     (a)                                                                        (b) 

Figure 4.14 Histograms of (a) AACC and (b) IAACC at first-swing/pole-slip time TFS/TPS, 50% RES, Case 1 

  
                                     (a)                                                                        (b) 

Figure 4.15 Histograms of (a) AACC and (b) IAACC at first-swing/pole-slip time TFS/TPS, 90% RES, Case 1 

Figure 4.13 to Figure 4.15 show the indices results for the peak of the first-swing time 

𝑇𝐹𝑆 (stable cases) and the pole-slip time 𝑇𝑃𝑆 (unstable cases). These times are also 

different for each case and occur generally after the 𝑇𝐹𝐷. The 𝑇𝐹𝑆/𝑇𝑃𝑆 times are 

obtained by finding the first local minimum value of the 𝐴𝐴𝐶𝐶  after the fault clearance, 

as described in Section 4.3. As explained before, the 𝐴𝐴𝐶𝐶  values for stable cases are 
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almost zero at this point, and hence the corresponding histogram is unnoticeable when 

compared to the one of the unstable cases in the bottom-left subplot of Figure 4.13 (a) 

to Figure 4.15 (a). So for this case, only the unstable 𝐴𝐴𝐶𝐶  magnitudes are of 

importance.  

It is observed that for higher RES levels the 𝐴𝐴𝐶𝐶  decreases, showing that not only the 

PI is reduced, but also that the unstable cases obtained for higher penetration scenarios 

are, in addition, less critical. The relative error levels are low and around 3-8%, with 

their magnitudes increasing due to the considerably lower number of unstable cases 

available for higher RES levels. For the 𝐼𝐴𝐴𝐶𝐶  index case, its values are increased due 

to the more time available for its calculation. This is reflected in the reduced 𝜖𝑅𝐸𝐿 

values for the sample mean always lower than 5% even for the unstable cases, which 

are fewer available in occurrences as the RES levels increase. It is also observed that 

the overlap between the stable/unstable histograms for the 𝐼𝐴𝐴𝐶𝐶  is smaller than in 

previous cases. 

  
                                    (a)                                                                        (b) 

Figure 4.16 Sample mean, maximum and minimum values as a function of time for the (a) AACC and (b) 

IAACC indices, with ϵREL values included, 0% RES, Case 1 – stable cases 

 
                                    (a)                                                                        (b) 

Figure 4.17 Sample mean, maximum and minimum values as a function of time for the (a) AACC and (b) 

IAACC indices, with ϵREL values included, 0% RES, Case 1 – unstable cases 
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                                    (a)                                                                        (b) 

Figure 4.18 Sample mean, maximum and minimum values as a function of time for the (a) AACC and (b) 

IAACC indices, with ϵREL values included, 0% RES scenario, Case 1 – all cases 

For a complete view of the indices behaviour in time along with the associated errors, 

Figure 4.16 to Figure 4.18 show the sample mean, maximum and minimum values, 

including the 𝜖𝑅𝐸𝐿 values as a function of time, for the stable, unstable and all cases, 

respectively, for the 0% RES scenario. For clarity, values of 𝜖𝑅𝐸𝐿 are shown only for 

times above 100 and 150 ms for the 𝐴𝐴𝐶𝐶  and 𝐼𝐴𝐴𝐶𝐶 indices, respectively, since values 

for lower times present much higher relative errors. For the stable cases, the sample 

mean of the 𝐴𝐴𝐶𝐶  converges to 0 rad., as expected, and to around 0.2 rad.s for the 𝐼𝐴𝐴𝐶𝐶 

towards the end of the simulation. The 𝜖𝑅𝐸𝐿 behaviour also shows a clear convergence 

to low values of around 2-2.5% and 1% for both the 𝐴𝐴𝐶𝐶  and 𝐼𝐴𝐴𝐶𝐶, respectively. It is 

also seen that for the time ranges presented, i.e., above 100-150 ms after the fault, the 

errors are always below 5%, showing that sample mean estimations of the indices 

would produce low relative errors for most of the time after the fault occurs, which 

represents a positive behaviour when using them for assessment purposes.  

For the unstable cases results presented in Figure 4.17, on the contrary, the values 

continue to raise consistently in time as expected, since the system oscillates away 

without control after the pole-slip. Errors, however, also show a good behaviour under 

these conditions converging to low values below 1% as the oscillation time increases. 

Results considering all cases, both stable and unstable, are shown in Figure 4.18. For 

this case, the errors also show a good behaviour in terms of convergence, stabilising at 

a value close to 5% towards the end of the simulation. This happens despite indices 

values for stable and unstable cases diverging from each other very sharply as time 

goes by, so it becomes clear that the proposed indices can be useful for the assessment 

and comparison of either stable, unstable, and all cases independently. Figure 4.19 to 

Figure 4.21 show the indices behaviour in time but for the 90% scenario. It is 



116 | Probabilistic Transient Stability Assessment of Power Systems with RES Generation 

confirmed that the indices behaviour as a function of time is the same as in the 0% RES 

level, varying only in the indices magnitudes, but keeping the errors to mostly the same 

values for the stable and unstable cases. For the indices of all the cases, as observed in 

Figure 4.21, the error towards the end of the simulation converges to a value close to 

9%, still low but higher with respect to the 0% RES level, which was of around 5%.  

 
                                    (a)                                                                        (b) 

Figure 4.19 Sample mean, maximum and minimum values as a function of time for the (a) AACC and (b) 

IAACC indices, with ϵREL values included, 90% RES scenario, Case 1 – stable cases 

 
                                    (a)                                                                        (b) 

Figure 4.20 Sample mean, maximum and minimum values as a function of time for the (a) AACC and (b) 

IAACC indices, with ϵREL values included, 90% RES scenario, Case 1 – unstable cases 

 
                                    (a)                                                                        (b) 

Figure 4.21 Sample mean, maximum and minimum values as a function of time for the (a) AACC and (b) 

IAACC indices, with ϵREL values included, 90% RES scenario, Case 1 – all cases 



Probabilistic Transient Stability Assessment of Power Systems with RES Generation | 117 

 
                                      (a)                                                                        (b) 

Figure 4.22 Boxplots, μS and ϵREL for (a) AACC and (b) IAACC at TFS and TPS, Case 1 – all RES scenarios 

Figure 4.22 (a) and (b) show the 𝐴𝐴𝐶𝐶  and 𝐼𝐴𝐴𝐶𝐶 indices results, respectively, but in 

this case using boxplots in order to show a panoramic view of the results for all RES 

penetration scenarios, facilitating comparisons and the overall assessment. In each box 

within the boxplots, the central mark indicates the median, and the bottom and top 

edges of the box indicate the 25th and 75th percentiles, respectively. The whiskers 

extend to the most extreme data points not considered outliers, and the outliers are 

plotted individually using the '+' symbol coloured in red. Each Figure 4.22 (a) and (b) 

has four sub-plots, with the following detailed description referring specifically to 

Figure 4.22 (a). The upper-left sub-plot shows the boxplot for the 𝐴𝐴𝐶𝐶  indices results 

considering only the stable cases (i.e., measured at the first-swing time 𝑇𝐹𝑆), while the 

upper-right sub-plot shows the 𝐴𝐴𝐶𝐶  results considering only the unstable cases (i.e., 

measured at the pole-slip time 𝑇𝑃𝑆). The bottom-left sub-plot shows the boxplot of the 

𝐴𝐴𝐶𝐶  index results considering all 10,000 cases, stable and unstable together without 

differentiation (i.e., measured at either 𝑇𝐹𝑆/𝑇𝑃𝑆). All these boxplots show results for all 

the penetration level scenarios produced from 0-90%. On top of all the boxplots, the 

sample mean results 𝜇𝑆 are also plotted in light green colour, helping to see if sample 

mean results follow the same tendency as the boxplots and the median values displayed 

within them. Finally, the bottom-right sub-plot displays the 95% CI relative error 

magnitudes 𝜖𝑅𝐸𝐿 as a function of the penetration level, for stable, unstable and both 

cases combined. In the remaining of this chapter, and in the subsequent chapter, figures 

showing boxplot results for any other parameter will follow the same structure, unless 

otherwise specified, and descriptions will not be repeated.  

It is important to highlight that the boxplot at the bottom-left sub-plot in Figure 4.22 (a) 

showing the results of the total 10,000 stable and unstable cases combined is almost 

completely dominated by the presence of outliers. This occurs because the difference 
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between the magnitudes of the parameter analysed, the 𝐴𝐴𝐶𝐶  index in this case, for the 

stable and unstable cases, differ considerably, and because the number of stable cases is 

always much higher. The boxes of the boxplots are practically not visible for this case, 

since they are mostly comprised of stable 𝐴𝐴𝐶𝐶  values, which have low magnitudes 

always close to their sample mean (around 2 x 10-3 for all scenarios), while unstable 

index values are much higher (sample means around 0.2 for all scenarios) but with 

considerably fewer samples available. Therefore, most of the unstable 𝐴𝐴𝐶𝐶  values are 

considered as outliers in the bottom-left boxplot in Figure 4.22 (a), consequently filling 

up the plot area almost completely. This particularity is also observed in several 

boxplots of other parameters presented in the remaining of this thesis. For these cases 

then, the boxplots showing results of stable and unstable cases independently are more 

informative regarding the statistical behaviour of the analysed parameter. On the other 

hand, for some parameters, e.g., the inertia as later discussed and shown in Figure 4.26 

to Figure 4.29, the difference between their obtained values for the stable and unstable 

cases is not that significant, and the corresponding boxplots showing both will provide 

additional insights into the parameter’s behaviour as the penetration levels increase. 

Figure 4.22 results confirm the trends previously discussed about the obtained indices. 

The tendency of the sample mean values is clearly descendent as the penetration levels 

increase, in accordance with the decreasing PI results. It is verified then, that the 

sample mean is a good indicator of the global behaviour of the indices for stable, 

unstable, and all cases, showing sufficiently low error values for all RES penetration 

levels. Therefore, these could be used for making direct comparisons between different 

scenarios. Figure 4.23 to Figure 4.25 show the 𝐴𝐴𝐶𝐶  and 𝐼𝐴𝐴𝐶𝐶 results as in Figure 4.22 

but measured at 1, 3, and 5 s after the fault occurrence, respectively. It is confirmed that 

the tendencies are the same as previously explained while keeping low error values. 

 
                                       (a)                                                                        (b) 

Figure 4.23 Boxplots, μS and ϵREL for (a) AACC and (b) IAACC at 1 s, Case 1 – all RES scenarios 
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                                         (a)                                                                       (b) 

Figure 4.24 Boxplots, μS and ϵREL for (a) AACC and (b) IAACC at 3 s, Case 1 – all RES scenarios 

 
                                        (a)                                                                       (b) 

Figure 4.25 Boxplots, μS and ϵREL for (a) AACC and (b) IAACC at 5 s, Case 1 – all RES scenarios 

4.5.1.4 Statistical analysis of other system parameters 

Results for other network parameters are statistically analysed in this section. Figure 

4.26 to Figure 4.28 (a) and (b) show the histograms for the inertia 𝐻100 and installed 

capacity 𝑆𝐺1 according to equation (4.14) for the 0%, 50% and 90% RES penetration 

scenarios, respectively. For the 0% RES scenario, most cases result in high inertia 

values, since no RES is available to allow for conventional generation disconnection. 

For the 50% and 90% RES scenarios, the inertia values are more spread, taking values 

throughout the full range from 0 to 10,000 MVA or from 0 to 389.8 s. Figure 4.29 (a) 

and (b) show the boxplot results for 𝐻100 and 𝑆𝐺1, respectively. It is observed that 𝜖𝑅𝐸𝐿 

values are below 2.5% in all cases, and that the behaviour of 𝐻100 and 𝑆𝐺1 is practically 

the same, while the 𝜖𝑅𝐸𝐿 values for both are exactly the same, hence either could be 

used indistinctively to measure the inertia variation in the system. The consistent 

decrease of inertia with the penetration levels is evidenced overall, as seen in the 

boxplot results for all cases and for the stable cases in Figure 4.29. For the unstable 

cases, however, it is seen that the inertia mean values are always higher than for the 

stable cases, and also their decrease is not so steep. In addition, for the 60% RES level 

and above, the inertia mean values for the unstable cases are kept approximately 
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constant, increasing their difference with respect to the stable cases. This latter effect is 

of particular importance and details the way in which the reduction of inertia caused by 

the increase in RES levels actually acts on the instability of the network. 

  
                                    (a)                                                                        (b) 

Figure 4.26 Histograms of (a) H100 and (b) SG1 for stable, unstable, and all cases, Case 1 – 0% RES level 

  
                                    (a)                                                                        (b) 

Figure 4.27 Histograms of (a) H100 and (b) SG1 for stable, unstable, and all cases, Case 1 – 50% RES level 

As previously mentioned, for the inertia there is not such a significant differentiation 

between its values for the stable and unstable cases as it was the case with the 𝐴𝐴𝐶𝐶  

index results already discussed. This is shown in the bottom-left sub-plot histograms in 

Figure 4.26 to Figure 4.28, in which a clear overlap between the inertia values for the 

stable and unstable cases is observed, especially for the 0% RES level in Figure 4.26. 

Nevertheless, by looking at the same histograms of the inertia for the 50% and 90% 

RES levels in Figure 4.27 and Figure 4.28, respectively, it is seen that instability tends 

to occur more frequently for higher values of inertia, closer to the maximum value of 

10,000 MVA or 389.8 s. Despite this trend, a considerable overlap is still observed and 

either stable or unstable inertia values can take magnitudes over the whole range from 0 

to 10,000 MVA or 0 to 389.8 s. Hence the inertia only, could not be used as a 
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sensitivity parameter to distinguish between stable and unstable cases, as was the case 

with the 𝐴𝐴𝐶𝐶  index discussed previously. This characteristic is a clear sign that 

stability is not actually inertia-only dependent and other network parameters play a 

very significant role in the overall dynamic behaviour of the system as well.   

  
                                    (a)                                                                        (b) 

Figure 4.28 Histograms of (a) H100 and (b) SG1 for stable, unstable, and all cases, Case 1 – 90% RES level 

 
                                       (a)                                                                         (b) 

Figure 4.29 Boxplots, μS and ϵREL for (a) H100 and (b) SG1, Case 1 – all RES scenarios 

The observed skewness of instability occurring towards higher inertia values with the 

presence of RES, occurs because as the penetration levels increase, despite the overall 

more sharply inertia reduction that starts to take place, there will always be some 

operating conditions in which high inertias will still be required in the network. This 

occurs due to the inherent uncertain RES behaviour and is seen in the histograms of 

Figure 4.26 to Figure 4.28. Cases showing high inertias are the ones that present higher 

risk of producing instability. This explains the nearly constant behaviour of the mean 

inertia values for the 50-90% penetration levels in Figure 4.29 for the unstable cases, as 

instability can be considered, broadly speaking, more or less restricted to occurring for 

higher inertias. Higher RES penetration levels will yield increasing cases requiring a 

lower operating inertia, but these would not add up to the unstable cases results. This is 

also reflected in the PI values, i.e., between the 0-50% penetration levels, instability 
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decreases 7.99% (from 14.33% to 6.34%), while for the 50-90% RES levels, the 

change is less pronounced with a decrease of just 2.02% (from 6.34% to 4.32%). 

 
                                    (a)                                                                        (b) 

Figure 4.30 Histograms. (a) X’D+XEXT and (b) X’D/XEXT, stable, unstable and all cases, Case 1 – 0% RES 

 
                                    (a)                                                                        (b) 

Figure 4.31 Histograms. (a) X’D+XEXT and (b) X’D/XEXT, stab., unstable, and all cases, Case 1 – 50% RES 

Figure 4.30 (a) to Figure 4.32 (a) show the transient impedance of the generator 

(represented by the transient impedance in the direct axis 𝑋𝐷
′ ) plus the external 

impedance (𝑋𝐷
′ + 𝑋𝐸𝑋𝑇) histogram results for the 0%, 50% and 90% penetration levels, 

respectively. Where 𝑋𝐸𝑋𝑇 = 𝑋𝑇 + 𝑋𝑁𝐸𝑇, 𝑋𝑇 is the generator step-up transformer 

impedance and 𝑋𝑁𝐸𝑇 is the network impedance of the NETS-SMIB system. Figure 4.30 

(b) to Figure 4.32 (b) show the impedance ratio (𝑋𝐷
′ /𝑋𝐸𝑋𝑇) histogram results for the 

same RES levels. All impedances have only the reactance component since the NETS-

SMIB network is lossless, and are calculated in p.u. with respect to the variable 

equivalent generator own base 𝑆𝐺1. So actually the transient reactance of the generator 

as well as of the step-up transformer are fixed values in p.u. for all cases, and only the 

𝑋𝑁𝐸𝑇 varies due to the change in the p.u. base. The magnitude (𝑋𝐷
′ + 𝑋𝐸𝑋𝑇) represents 

then the system equivalent impedance 𝑋𝐸𝑄 as analysed in Section 3.2 and presented in 
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the simplified power-angle equation (3.4) using the classical model of the synchronous 

machine. Though here the full sixth order model is used, including all controllers, 

quantifying the values of (𝑋𝐷
′ + 𝑋𝐸𝑋𝑇) and (𝑋𝐷

′ /𝑋𝐸𝑋𝑇) will help to assess the overall 

effect of the inertia on these parameters as viewed by the generator and hence on 

transient stability. Figure 4.33 shows the boxplots for all penetration levels. 

 
                                    (a)                                                                        (b) 

Figure 4.32 Histograms. (a) X’D+XEXT and (b) X’D/XEXT, stab., unstable, and all cases, Case 1 – 90% RES 

 
                                      (a)                                                                       (b) 

Figure 4.33 Boxplots, μS and ϵREL for (a) X’D+XEXT and (b) X’D/XEXT, Case 1 – all RES scenarios 

Results of the system equivalent impedance (𝑋𝐷
′ + 𝑋𝐸𝑋𝑇) follow the same trend as 

those of the inertia, i.e., they are consistently reduced as the RES level increases, with 

the unstable cases always having higher values though stabilising for the 60% RES 

levels and above. Therefore, as in the deterministic analysis in Chapter 3, the reduction 

of inertia caused by the RES penetration effectively translates into a reduction in the 

equivalent impedance seen by the generator, increasing the decelerating-accelerating 

area margins available to it and hence impacting positively on transient stability. 

Results for the impedance ratio (𝑋𝐷
′ /𝑋𝐸𝑋𝑇) follow the opposite trend, as expected, since 

the 𝑋𝐷
′  is constant and the 𝑋𝐸𝑋𝑇 continuously reduces with the reduction of the inertia. 

Error values are very low for all cases and are always below 2% approximately. 
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                                    (a)                                                                        (b) 

Figure 4.34 Histograms of (a) Reserve and (b) p.f. for stable, unstable, and all cases, Case 1 – 0% RES 

  
                                    (a)                                                                        (b) 

Figure 4.35 Histograms of (a) Reserve and (b) p.f. for stable, unstable, and all cases, Case 1 – 50% RES 

Figure 4.34 to Figure 4.36 (a) and (b) show the reserve and operating p.f. histograms 

for the 0%, 50% and 90% penetration levels. It is observed that the reserve for the 0% 

RES scenario is generally close to 15% as the predefined criterion for Case 1, but still 

shows some spread among different lower values. This is because without any RES, the 

load is provided only by conventional generation and in several cases a 15% of reserve 

cannot be maintained. For the 50% and 90% scenarios, the reserve is 15% or very close 

for the vast majority of cases, since the installed conventional capacity is enough to 

keep the reserve requirement due to the inclusion of RES supplying part of the load. 

Figure 4.37 shows the boxplots for the reserve and operating p.f. for all penetration 

levels. It is clearly seen that the reserve is mostly 15% for all penetration levels except 

for the 0% one. For the p.f. results, as with the inertia and impedances shown 

previously, the trend is overall consistently descendent with the penetration level, with 

the unstable cases showing higher values than the stable cases, less steep decrease, and 

stabilising for the 60% RES scenario and above. Therefore, as the penetrations levels 

increase, the generator needs to operate more over-excited to maintain the fixed voltage 
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set-point (1.02 p.u.), as seen by the decreasing trend of the p.f. results. This behaviour 

is beneficial for transient stability. Error results for the p.f. are always below 0.5%. 

 
                                    (a)                                                                        (b) 

Figure 4.36 Histograms of (a) Reserve and (b) p.f. for stable, unstable, and all cases, Case 1 – 90% RES 

 
                                      (a)                                                                        (b) 

Figure 4.37 Boxplots, μS and ϵREL for (a) Reserve and (b) p.f. for Case 1 – all RES scenarios 

Figure 4.38 (a) to (d) show the actual RES penetration level histograms for the 10%, 

30%, 60% and 90% RES penetration scenarios. Figure 4.39 (a) and (b) show the 

boxplot results for the 10-60% (for clarity as the data is greatly disperse for RES levels 

above 60%) and all penetration scenarios, respectively. It is observed that up to the 

50% RES scenario, the sample mean of the actual penetration levels are below the 

nominal RES penetration. For the 60% scenario and above, the number of cases having 

actual penetration levels considerably high is increased. For the 90% RES scenario, 

actual penetration levels of up to 2,000% are observed, with a mean of 414.7%. This is 

expected since for those cases, the high installed capacity of RES allows them to 

supply most of or all the load in several cases, reaching the point of having to enforce 

the predefined minimum inertia policy of 10% or 500 MVA for the 70% RES 

penetration levels and above. Therefore, very high actual penetration levels occur for 

these scenarios. 
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                                    (a)                                                                        (b) 

  
                                    (c)                                                                        (d) 

Figure 4.38 Histograms of the actual RES penetration levels. (a) 10%, (b) 30%, (c) 50% and (d) 90% 

RES penetration scenarios, for the stable, unstable, and all cases - Case 1 

 
                                      (a)                                                                        (b) 

Figure 4.39 Boxplots, μS and ϵREL of the actual RES penetration levels for (a) 0-60% and (b) 0-90% RES 

penetration scenarios – Case 1  

The correlation between the improvement of transient stability and the inclusion of 

RES is clearly evidenced when comparing results between stable and unstable cases for 

all scenarios. It is always the case that unstable cases show lower actual penetration 

levels compared to stable cases, but this difference is sharply increased for the higher 

penetration levels, e.g., for the 90% RES scenario, the sample mean of the actual 

penetration level for stable cases is 431.5%, while for the unstable cases it is only 
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41.3%. Also, in a similar way as with the results for other parameters (e.g., the inertia, 

as discussed previously in this section) for the unstable cases the actual penetration 

levels sample mean values are kept approximately constant around values of 30-40% 

for nominal levels of RES penetration above 50%. This is in accordance with the 

phenomenon explained previously when analysing the inertia results, i.e., instability is 

associated mostly with high inertia values, and these cases only occur when the actual 

penetration levels are low. Cases like these, on the other hand, will always occur for 

some scenarios, even for the higher penetration levels. Therefore, very high penetration 

levels have a strong positive impact on transient stability for this case. Regarding 

errors, they increase with the RES levels especially for the unstable cases, reaching 

values close to 20% for the 90% RES scenario, only due to the high dispersion obtained 

in the actual penetration values. For the stable and all cases, errors are below 3%.  

 
                                    (a)                                                                        (b) 

Figure 4.40 Histograms of (a) δ0 and (b) fault location, stable, unstable, and all cases, Case 1 – 0% RES 

 
                                    (a)                                                                        (b) 

Figure 4.41 Histograms of (a) δ0 and (b) fault location, stable, unstable, and all cases, Case 1 – 50% RES 

Figure 4.40 to Figure 4.42 (a) and (b) show the initial rotor angle 𝛿0 and fault location 

histogram results for the 0%, 50% and 90% penetration levels, respectively, while 

Figure 4.43 shows the boxplots for all penetration levels. Results of 𝛿0 for the different 



128 | Probabilistic Transient Stability Assessment of Power Systems with RES Generation 

RES scenarios in Figure 4.43 (a) show the same statistical trend as the inertia, 

equivalent impedance, and the p.f. values previously presented, i.e., a consistent 

decrease with higher penetration levels, with unstable cases having higher sample mean 

values, a less steep characteristic, and stabilising for the 60% RES scenario and above. 

The reduction of the equivalent impedance and p.f. as the penetration levels increase 

will unequivocally produce a global reduction of the 𝛿0 values. This reduction is 

somewhat counterbalanced by the increase in 𝛿0 produced by the RES production in 

the system and the shift effect on the electrical characteristic of the generator explained 

in Section 3.4.1.3. For this case, however, the effect of the equivalent impedance and 

p.f. is stronger and prevails, producing the consistent decreasing magnitudes of 𝛿0, as 

shown in Figure 4.43 (a), and explaining further the overall improvement of transient 

stability observed in the network.  

 
                                    (a)                                                                        (b) 

Figure 4.42 Histograms of (a) δ0 and (b) fault location, stable, unstable, and all cases, Case 1 – 90% RES 

 
                                       (a)                                                                       (b) 

Figure 4.43 Boxplots, μS and ϵREL for (a) δ0 and (b) fault location, Case 1 – all RES scenarios 

With respect to the impact of reserve, which is also a major factor influencing 𝛿0 and 

transient stability in general, it was observed in Figure 4.37 (a) that for the 10-90% 

RES penetration levels, the fixed reserve criterion of 15% is mostly fulfilled. This 

means that for such penetration levels, the reserve conditions are similar to the 
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deterministic analysis of Chapter 3, in which the reserve was kept constant throughout. 

Therefore, for the 10-90% RES penetration scenarios, the improvement of stability is 

mainly due to the inertia, impedances and p.f. reductions only. Reserve values for the 

0% RES scenario are somewhat lower than the predefined 15% criterion, which makes 

the improvement of stability observed initially for the 10% RES scenario with respect 

to the 0% RES scenario, to be the most pronounced among all other 10% step increases 

in the penetration levels. This occurs precisely because besides the inertia, impedances, 

and p.f. reductions, a noticeable increase in the reserve is observed when going from 

the 0% to the 10% RES penetration scenarios, and is verified by the PI values of the 

system in Figure 4.4, which show their highest reduction (2.51%) for such initial RES 

penetration increase. The influence of reserve on 𝛿0 and transient stability will be more 

comprehensively assessed in the following case study (Case 2) presented in Section 

4.5.2. Finally, the errors observed for the 𝛿0 results are very low, always below 0.3%. 

For the fault location results, it is evidenced, as expected, that faults close to the 

generator are the ones more likely producing instability, and that as the RES level 

increases, faults need to occur even closer to make the system unstable. This is because 

the network initial conditions due to the RES penetration levels are more robust to 

faults producing transient instability, as already explained, and the system is subjected 

to the same fault location and duration uncertainties for all penetration scenarios. It is 

important to notice that a fault location interval exists in which, under the uncertainties 

considered, there is 0% probability of instability occurring for any RES penetration 

scenario, and in this case it is for faults at around 40% of the line and above. The errors 

for the fault location results are always below 10%, showing higher values for the 

unstable cases, as expected, since results are in percentage relatively close to 0% and a 

relatively low number of unstable cases are available, even fewer as the penetration 

level increases. 

Figure 4.44 (a) to Figure 4.46 (a) show the histograms of the first-swing rotor angle 𝛿𝐹𝑆 

(stable cases) and the pole-slip rotor angle 𝛿𝑃𝑆 (unstable cases), while Figure 4.44 (b) 

to Figure 4.46 (b) show the histograms of the first-swing time 𝑇𝐹𝑆 (stable cases) and the 

pole-slip time 𝑇𝑃𝑆 (unstable cases), for the 0%, 50% and 90% penetration levels, 

respectively. Figure 4.47 shows the boxplot results for all penetration levels. It is 

observed that the 𝛿𝐹𝑆 consistently decreases making the stable cases to become less 

critical, in terms of the transient first-swing oscillation, with the increase in the 

penetration levels, while for the 𝛿𝑃𝑆, the trend is ascending, and the unstable cases 
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display angles reaching higher levels before a loss of synchronism occurs as the 

penetration levels increase. Though sample mean values of the 𝛿𝐹𝑆 and 𝛿𝑃𝑆 are well 

apart, showing error magnitudes below 0.5% for all cases, the histograms show that 

there is some overlap of their values for all penetration levels. This means that there 

will always be cases, though very few, and fewer for higher penetration levels, where 

rotor oscillations will reach very high values but manage to stay in synchronism, while 

for other cases, reaching the same rotor oscillation magnitudes, will unequivocally 

produce instability. Therefore, a 100% accurate identification of instability cannot be 

made solely based on defining an angle threshold for the pole-slip condition. Since the 

error is small, however, it could be accounted for and managed, and would still be a 

straightforward and highly accurate way of identifying instability in real time 

applications. Moreover, the identification and measuring of the overlap between the 

𝛿𝐹𝑆 and 𝛿𝑃𝑆 would give insights into identifying and delimiting the stability boundary 

of the system. 

  
                                    (a)                                                                         (b) 

Figure 4.44 Histograms of (a) δFS/δPS and (b) TFS/TPS, stable, unstable, and all cases, Case 1 – 0% RES 

 
                                    (a)                                                                         (b) 

Figure 4.45 Histograms of (a) δFS/δPS and (b) TFS/TPS, stable, unstable, and all cases, Case 1 – 50% RES 
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                                    (a)                                                                         (b) 

Figure 4.46 Histograms of (a) δFS/δPS and (b) TFS/TPS, stable, unstable, and all cases, Case 1 – 90% RES 

 
                                         (a)                                                                   (b) 

Figure 4.47 Boxplots, μS and ϵREL for (a) δFS/δPS and (b) TFS/TPS, Case 1 – all RES scenarios 

Regarding the 𝑇𝐹𝑆/𝑇𝑃𝑆 results, they follow the same trend as 𝛿𝐹𝑆/𝛿𝑃𝑆, since lower 𝛿𝐹𝑆 

for the stable cases and higher 𝛿𝑃𝑆 for the unstable cases are expected to be reached 

sooner and later, respectively. Cases having higher 𝛿𝑃𝑆/𝑇𝑃𝑆 values will allow more time 

for deploying CCMs. It is observed, however, that the difference between the 𝑇𝐹𝑆 and 

𝑇𝑃𝑆 values for each scenario is not as pronounced as the one found for the 𝛿𝐹𝑆 and 𝛿𝑃𝑆, 

as seen clearly in the histogram results, e.g., for the 0% RES scenario in Figure 4.44, 

either the 𝑇𝐹𝑆 and 𝑇𝑃𝑆 take practically the same range of values. Though their values 

drift apart as the RES levels increase, it is not to an extent in which a differentiation 

between stable and unstable cases can be established clearly based on the 𝑇𝐹𝑆/𝑇𝑃𝑆 only, 

as it is the case with the 𝛿𝐹𝑆/𝛿𝑃𝑆 angles. Errors for the time results are below 1.5%. 

Figure 4.48 (a) to (d) show the histograms of the number of stable and unstable cases 

per hour of the day for the 0%, 30%, 60% and 90% penetration scenarios, with the 

system 24 hour load curve shown on top of the charts. (Note: these results do not 

follow the same structure of the histogram figures shown previously in this chapter. 

The figures show results for stable and unstable cases only). For the 0% RES scenario, 
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as expected, the number of unstable cases presents peaks at the hours of the day having 

higher loads, i.e., 10-14 h and 18-21 h. It is important to highlight, that as the 

penetration level increases, this tendency is maintained mostly for the 18-21 h period 

and not for the 10-14 h period. This phenomenon is a result of the higher amount of 

PVs available at those hours in the system due to the sun conditions, not present for 

later hours of the day, indicating the further expected positive effect of RES availability 

on transient stability, under the conditions defined for this Case 1 study.  

 
                                    (a)                                                                         (b) 

 
                                    (c)                                                                        (d) 

Figure 4.48 Histograms of stable and unstable number of cases per hour of the day, for a) 0%, b) 30%, c) 

60% and d) 90% RES penetration scenarios, Case 1 

4.5.2 Case 2: discrete inertia disconnection and minimum reserve criterion 

4.5.2.1 Inertia disconnection criterion 

For Case 2, the equivalent generator of the NETS-SMIB network is considered as 

comprising ten identical units of 𝑃𝐺𝑈−𝑁𝑂𝑀 = 850 MW and 𝑆𝐺𝑈−𝑁𝑂𝑀 = 1,000 MVA 

each (see Figure 4.49), and the unit disconnection is done according to the dispatch 

determined by 𝑃𝐺1 = (𝑃LOAD − 𝑃𝑅𝐸𝑆), with an operation criterion that guarantees a 

minimum reserve of 5% of the total dispatch. This criterion can be formulated in the 

following way:  

1) The interval in [0; 8,500] is divided into ten equal segments representing the 

nominal MW capacities of the plant units 𝑃𝐺𝑈−𝑁𝑂𝑀 = 850 MW. 

2) For each 𝑃𝐺1 obtained dispatch, find the location jth of the quantity 𝑃𝐺1/0.95 in 

the interval defined in 1). The 0.95 factor enforces the minimum 5% reserve 

policy. The number of operating units is then j. 

3) Then 𝑆𝐺1−𝑁𝑂𝑀 = 𝑗 × 𝑆𝐺𝑈−𝑁𝑂𝑀 = 𝑗 × 1,000 MVA, with 𝑅 > 5%. 
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The minimum inertia policy of 10% (500 MVA) applied in Case 1 is also enforced in 

this case, including keeping the amount of reserve for those cases fixed to 15%. For 

clarity, the schematic depiction of the reserve policy is presented in Figure 4.50 and a 

numerical example is provided here. Assuming that the required dispatch of the 

conventional generation is 𝑃𝐺1 = 5,900 MW, then 𝑃𝐺1/0.95 = 6,211 MW. This last 

quantity belongs to the eight interval in Figure 4.50, i.e., j = 8 units are required to 

operate. Therefore, the nominal MW capacity of the synchronous generator is 

𝑃𝐺1−𝑁𝑂𝑀 = 8×850 = 6,800 MW, the reserve is 𝑅 = (6,800-6,211)/6,800 = 8.66% and 

the nominal MVA capacity of the generator is  𝑆𝐺1−𝑁𝑂𝑀 = 8 × 1,000 = 8,000 MVA. 

It is important to note that the dispatch 𝑃𝐺1 = 5,900 MW belongs to the seventh 

interval, and actually j = 7 units will be able to supply the power demand. This, 

however, will violate the reserve policy which will result in 𝑅 = (7×850-

5,900)/(7×850) = 0.84%. Graphically in Figure 4.50, the tip of the blue arrow is what 

defines the number of operating units and the actual final reserve ensuring 𝑅 > 5%. In 

practice, this reserve policy will tend to produce greater values of reserve, in 

percentage, for lower values of conventional generation dispatch 𝑃𝐺1. This will occur 

when the penetration level of RES is high in the network. Despite this tendency, the 

defined policy will still produce reserve values close to the minimum of 5% even for 

high penetration levels. Further detailed analysis is provided in the following sections.  

 

Figure 4.49 Schematic depiction of the plant configuration for Case 2 

 

Figure 4.50 Schematic depiction of the reserve policy criterion 

4.5.2.2 System PI and error accuracies 

The estimated PI results and errors obtained for all RES scenarios are shown in Figure 

4.51 together with results of Case 1. RES penetration improves stability consistently as 

in Case 1, though PI values for Case 2 are higher and hence the system is less stable.  
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Figure 4.51 System PI, ϵABS and ϵREL - 95% CIs for all RES penetration levels, Case 1 and Case 2 

4.5.2.3 Results and comparison of other system parameters 

The resulting 𝜇𝑆 values of the inertia in MVA terms and the equivalent impedance 

(𝑋𝐷
′ + 𝑋𝐸𝑋𝑇) are shown in Figure 4.52 and Figure 4.53, respectively. In general, both 

show the same behaviour for Cases 1 and 2 as the penetration levels increase, i.e., the 

external impedance is reduced along with the inertia, with Case 2 displaying lower 

inertias and lower external impedances (both directly related) for all stable, unstable 

and all cases. The stabilisation of inertia sample mean values phenomenon and other 

related parameters observed and discussed previously in Case 1 around the 60% levels 

and above is also observed in Case 2. It is noteworthy that Case 1 is still more stable 

despite having higher external impedances overall, compared to Case 2. Therefore, the 

inertia as such seems to be a more relevant factor affecting stability for Case 2. 

 

Figure 4.52 μS values of SG1 for stable, unstable and all cases, all RES penetration levels, Cases 1 and 2 

 

Figure 4.53 μS values of X’D+XEXT for stable, unstable and all cases, all RES levels, Cases 1 and 2 

Figure 4.54 and Figure 4.55 show the resulting 𝜇𝑆 values of the operating p.f. and the 

actual RES levels, respectively. The p.f. values for Case 1 are slightly higher overall 

and for the stable cases they are mostly the same except for the 60% RES scenario and 

above. For the actual RES penetration levels, the values are mostly the same for all 
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scenarios, as expected, since the uncertainties for the renewables are modelled in the 

exact same way for both cases. Since both parameters are mostly the same for Case 1 

and Case 2, neither of them explains the higher instability of Case 2. 

 

Figure 4.54 μS values of p.f. for stable, unstable and all cases, all RES levels, Cases 1 and 2 

 

Figure 4.55 μS values of actual RES levels, stable, unstable and all cases, all RES levels, Cases 1 and 2 

Figure 4.56 and Figure 4.57 show the 𝜇𝑆 values of reserve and 𝛿0. It is observed that 

the reserve values for Case 2 are at first lower than for Case 1, but they increase with 

the penetration level for the stable and all cases, and from the 60% RES level they even 

exceed the values of Case 1. A similar phenomenon occurs with the 𝛿0 values but in the 

opposite way. For Case 2 then, the total 𝛿0 mean values, 𝜇𝑆, for the 60% RES level and 

above are lower than for Case 1, but still Case 1 is more stable, hence the lower 𝛿0 

global results do not produce necessarily more robust system conditions against faults.  

 

Figure 4.56 μS values of reserve for stable, unstable and all cases, all RES levels, Cases 1 and 2 

 

Figure 4.57 μS values of δ0 for stable, unstable and all cases, all RES levels, Cases 1 and 2 
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The key factor causing the higher instability of Case 2 is the reserve, evidenced when 

observing the results for the unstable cases. The mean values of reserve, 𝜇𝑆, for the 

unstable cases are always around 10%, as seen in Figure 4.56 (lower than the mostly 

constant 𝜇𝑆 = 15% of Case 1). This happens regardless of the RES penetration level, 

even for the 60% RES level and above, not only because of the lower reserve policy 

constraint limit of 5% allowed in Case 2 compared to the fixed 15% in Case 1, but also 

due to the way of representing the available conventional generation and its 

disconnection for Case 2. A discrete representation of the number of generators is more 

realistic, as this is the case in practical networks, which possess a wide portfolio of 

distributed power plants having different sizes (i.e., installed capacities or inertias) and 

number of operating units. The system load is first supplied by the available stochastic 

RES dispatch, then the remaining load and spinning reserve requirements are provided 

by the minimum possible number of conventional generation units/plants following an 

economic dispatch or unit commitment strategy. As the RES penetration increases, the 

conventional generation production will decrease in a continuous way. The reduction of 

inertia (disconnection of conventional generation), however, occurs in discrete steps 

according to the available installed capacities of the plants and their available operating 

units. For Case 2, even if increasing RES penetration levels continuously increase the 

overall reserve as well, as seen in Figure 4.56 for the results of all cases, there will be 

always some operating conditions in which the system will operate with low reserve 

values close to the minimum enforced limit of 5% according to the available number of 

conventional generators and their individual capacities for those specific conditions. 

This occurrence of low values of reserve regardless of the penetration level is reflected 

in the results for the unstable cases in Figure 4.56, in which the mean values of reserve, 

𝜇𝑆, for all penetration levels are approximately constant around 10%. These cases with 

low values of reserve are the ones presenting a higher risk of becoming unstable after 

faults occur in the system.  

Specifically, the reduction of reserve in Case 2 has two effects on the network. Firstly, 

the occurrence of lower reserve values causes an overall reduction of inertia in the 

system, explaining the lower inertia levels of Case 2 compared to Case 1 seen in Figure 

4.52. This also results in lower network equivalent impedances, as shown in Figure 

4.53. As previously discussed in Chapter 3, and also when analysing results for Case 1 

in previous sections, this effect is positive for transient stability as it increases the 

decelerating-accelerating area margins. Hence in this respect, Case 2 would have an 



Probabilistic Transient Stability Assessment of Power Systems with RES Generation | 137 

advantage from the transient stability point of view, with respect to Case 1. Secondly, 

however, the reduction of the reserve yields a direct decrease of the decelerating-

accelerating area margins of the generator, which has a negative effect on transient 

stability. Referring to the classical power-angle curve, a reduction of reserve translates 

into an increase of the 𝑃𝑀 value, producing a shift upwards in the 𝑃𝑀 characteristic in 

the power-angle curve, such increasing the available accelerating area and reducing the 

decelerating one. This also leads to an increase of the 𝛿0 value, reflected in the higher 

values of 𝛿0 obtained for the unstable event results in Case 2 as observed in Figure 

4.57. It is this second detrimental effect of reserve, which counteracts the positive 

inertia-impedance reduction effect in this case, that causes Case 2 to be more unstable 

overall, making reserve the most influential parameter in transient stability for this 

case, when comparing it to Case 1. The variability of reserve and 𝛿0 for Case 2 is 

illustrated in the boxplots of Figure 4.58 (a) and (b). When comparing these results 

with the reserve and 𝛿0 values obtained for Case 1, shown in Figure 4.37 (a) and Figure 

4.43 (a), respectively, it is easy to see the different and higher dispersion obtained for 

these parameters in Case 2. This higher spread is also reflected to some extent in the 

error values, which are influenced by the dispersion (variance) of the corresponding 

distributions, with errors for Case 2 being somewhat higher, though still very low.  

 
                                      (a)                                                                          (b) 

Figure 4.58 Boxplots, μS and ϵREL of (a) Reserve and (b) δ0 for Case 2 – all RES scenarios 

 

Figure 4.59 μS values of fault location for stable, unstable and all cases, all RES levels, Cases 1 and 2 

Figure 4.59 presents the fault location results, showing higher values for the unstable 

events in Case 2, decreasing with the penetration level. This confirms the more fragile 



138 | Probabilistic Transient Stability Assessment of Power Systems with RES Generation 

pre-fault conditions of the system in Case 2 (due to the reserve reduction) against faults 

from the transient stability point of view, since for the same uncertainties for fault 

location and duration, faults farther from the generator are still able to make it unstable.  

 

Figure 4.60 μS values of δFS and δPS for stable, unstable and all cases, all RES levels, Cases 1 and 2 

 

Figure 4.61 μS values of TFS and TPS for stable, unstable and all cases, all RES levels, Cases 1 and 2  

Figure 4.60 and Figure 4.61 show results of the first-swing and pole-slip angles 𝛿𝐹𝑆/𝛿𝑃𝑆 

and times 𝑇𝐹𝑆/𝑇𝑃𝑆. For the stable cases, the 𝛿𝐹𝑆 values show the same behaviour as the 

𝛿0 results, with Case 2 having initially lower values, but exceeding Case 1 for the 60% 

RES scenarios and above. Therefore, as observed in the deterministic analysis, the peak 

value of the first-swing oscillation for the stable cases is strongly correlated to the 𝛿0 

values. Even though Case 2 as a whole is more unstable than Case 1, for higher 

penetration levels the first-swing stable responses of Case 2 are less critical, i.e., they 

have lower first-swing peak values than those of Case 1. As discussed previously, 𝛿0 

values are strongly influenced by the reserve. It can be concluded then, that the spread 

of the reserve is the actual reason for these less critical stable oscillation responses. 

Regarding the 𝛿𝑃𝑆 results, as expected, Case 2 results in lower 𝛿𝑃𝑆 values than Case 1, 

i.e., a more unstable system will need to reach a lower angular separation for losing 

synchronism. For all 𝛿𝐹𝑆/𝛿𝑃𝑆 results together, the behaviour is the same as in the stable 

cases for 𝛿𝐹𝑆, due to the much higher number of stable events available influencing the 

behaviour of all cases, a fact which is also true for some of the parameters previously 

analysed. It is seen that the 𝛿𝐹𝑆/𝛿𝑃𝑆 results for all cases could not be used for 

comparing the stability degree of Case 1 and Case 2, in a similar way to the situation 

with the global 𝛿0 results already discussed. Results of 𝑇𝐹𝑆/𝑇𝑃𝑆 follow the same trend 

as the 𝛿𝐹𝑆/𝛿𝑃𝑆 ones.  
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4.5.2.4 Results and comparison of the acceleration indices 

Figure 4.62 and Figure 4.63 show results of the 𝐴𝐴𝐶𝐶  and 𝐼𝐴𝐴𝐶𝐶 indices at the first-

swing and pole-slip times 𝑇𝐹𝑆/𝑇𝑃𝑆. For the 𝐴𝐴𝐶𝐶  index, the relative short times 𝑇𝐹𝑆/𝑇𝑃𝑆 

are enough for it to develop high enough magnitudes to provide an accurate assessment 

of the transient stability of the network. The solely analysis of the 𝐴𝐴𝐶𝐶  results then 

allows to identify the following: i) for the stable cases, the 𝐴𝐴𝐶𝐶  shows the lower 

criticality of the first-swing oscillations of Case 2 for the 60% RES penetration level 

and above, as seen from the analysis of 𝛿𝐹𝑆 in the previous section. It is noteworthy that 

even though the values of the 𝐴𝐴𝐶𝐶  at 𝑇𝐹𝑆 are very close to zero, their behaviour is still 

able to identify this reduction in criticality. ii) For the unstable cases, the 𝐴𝐴𝐶𝐶  values 

for Case 2 are always higher than Case 1, clearly indicating which one is more 

unstable, providing a measure to the extent of the unstable oscillations. And iii) for all 

cases together, the combined 𝐴𝐴𝐶𝐶  index values are able to reflect the greater instability 

of Case 2 for all RES levels. The swap in the level of stability (𝐴𝐴𝐶𝐶  values) observed 

for the 60% RES level and above, for the stable cases, is hidden in the results showing 

the 𝐴𝐴𝐶𝐶  index for all cases. This behaviour for all cases follows very closely the one of 

the PI results throughout all penetration levels shown in Figure 4.51, while additionally 

providing a global measure to the degree of the observed oscillations. On the other 

hand, it is observed that the 𝐼𝐴𝐴𝐶𝐶 results at 𝑇𝐹𝑆/𝑇𝑃𝑆 in Figure 4.63 do not show such a 

good differentiation between Cases 1 and 2 for the unstable and all cases, so the 

𝑇𝐹𝑆/𝑇𝑃𝑆 times are still short to allow for the 𝐼𝐴𝐴𝐶𝐶 index to develop values that are high 

enough for the system stability assessment comparing both scenarios. 

 

Figure 4.62 μS values of AACC at TFS/TPS for stable, unstable and all cases, all RES levels, Cases 1 and 2 

 

Figure 4.63 μS values of IAACC at TFS/TPS for stable, unstable and all cases, all RES levels, Cases 1 and 2 
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Figure 4.64 μS values of AACC at 1 s for stable, unstable and all cases, all RES levels, Cases 1 and 2 

 

Figure 4.65 μS values of AACC at 3 s for stable, unstable and all cases, all RES levels, Cases 1 and 2 

 

Figure 4.66 μS values of AACC at 5 s for stable, unstable and all cases, all RES levels, Cases 1 and 2 

Figure 4.64 to Figure 4.66 show results of the 𝐴𝐴𝐶𝐶 , while Figure 4.67 to Figure 4.69 

results for the 𝐼𝐴𝐴𝐶𝐶, measured at 1 s, 3 s, and 5 s, respectively. For these times, the 

𝐼𝐴𝐴𝐶𝐶 index magnitudes are able to provide enough differentiations between Case 1 

and 2, therefore it can also be used to assess the stability of the network providing 

basically the same information as the already discussed for the 𝐴𝐴𝐶𝐶  index. As 

mentioned in Section 4.3, however, the 𝐼𝐴𝐴𝐶𝐶 measured at times beyond the typical for 

second-swing oscillations can be used for different purposes as the 𝐴𝐴𝐶𝐶 , as a total 

measure of how the system has been oscillating up to a certain time. This kind of 

information is different from the one provided by the 𝐴𝐴𝐶𝐶  index, and can be 

complementary and also used for comparison purposes. Additionally, the relative 

behaviour of the indices between Cases 1 and 2 for the stable, unstable, and all cases is 

the same regardless of the times they are measured at, despite the considerable different 

magnitudes of the indices at those different times. This means that the information 

provided by the indices is also, to a certain extent, independent of the time at which 

they are measured, showing a desirable quality of consistency. All the features analysed 

confirm the capabilities and robustness of the proposed indices to comprehensively 
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assess the network transient stability within different scenarios, with any level of 

uncertainty, and operation criteria. 

 

Figure 4.67 μS values of IAACC at 1 s for stable, unstable and all cases, all RES levels, Cases 1 and 2 

 

Figure 4.68 μS values of IAACC at 3 s for stable, unstable and all cases, all RES levels, Cases 1 and 2 

 

Figure 4.69 μS values of IAACC at 5 s for stable, unstable and all cases, all RES levels, Cases 1 and 2 

4.6 Summary 

An approach to assess the transient stability of uncertain power systems via MC 

simulations was formally defined in this chapter. Three indices (estimators) were 

proposed for the overall assessment, namely the Probability of Instability (PI), 

conventionally calculated using a Bernoulli distributed random variable, considering 

the stability/instability condition of the network after a fault in a binary way, and two 

additional indices, the Area Acceleration index (𝐴𝐴𝐶𝐶), and the Integral of the Area 

Acceleration index (𝐼𝐴𝐴𝐶𝐶). The proposed acceleration indices provide a measure of the 

degree of oscillations by quantifying the accelerating power developed by a generator 

after faults, using the concepts of the EAC, for stable and unstable events, adding an 

extra criticality measure to the traditional assessment achieved solely based on the 

classical estimation of the PI of a network. The proposed indices possess the valuable 

feature of including into their single formulation all relevant generator parameters 

which have an influence on its transient stability, namely the inertia, rotor angles, 
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speed, and acceleration. Another important quality of the 𝐴𝐴𝐶𝐶  index in particular is 

that it provides a simple way to identify the point at which the loss of synchronism 

occurs during a post-fault oscillation. This feature will be especially useful in multi-

machine settings such as the one in the following chapter. The introduction and 

evaluation of these indices represent the second original contribution of this thesis.  

Uncertainties for all relevant parameters of modern power networks including RES for 

the MC evaluation were taken from suitable PDFs found in literature. Two study cases 

were performed using the methodology applied to the NETS-SMIB system, each with 

defined RES penetration level scenarios from 0% to 90%. The differences between the 

two study cases presented are the operational reserve policy and the modelling of the 

conventional generation disconnection (reduction of inertia). Case 1 enforces a fixed 

15% of reserve, only reduced if the total installed conventional generation capacity is 

not able to provide it, while modelling the reduction of inertia in a continuous way. 

Case 2 allows a more flexible allocation of reserve enforcing a minimum of 5%, 

resulting in a much more spread of reserve values, and models the reduction of inertia 

in a discrete way by considering the equivalent generator as a ten-unit power plant 

dispatching only the minimum integer number of units necessary to provide the system 

load plus the reserve requirements.  

Statistical analyses of the three proposed indices and a set of all other network 

parameters that have an influence on transient stability were performed, as well as of 

errors and Confidence Intervals (CIs), by means of histograms for each RES scenario, 

and boxplots for facilitating the comparison between different penetration levels. 

Boxplot results showed that the obtained sample mean results for all studied parameters 

always follow the same trend as the median displayed within them, hence the median 

could be also used as a statistic for the evaluation. It was also evidenced that the sample 

mean obtained for the network parameters analysed is a consistent indicator of their 

overall behaviour and can be used directly for comparison purposes between different 

scenarios or study cases. 

Results for both Cases 1 and 2 are in complete agreement with the findings obtained in 

the deterministic analysis of Chapter 3. It is confirmed that the inclusion of RES has an 

overall positive effect on first-swing transient stability due to the reduction of the 

network equivalent impedance (as seen by the generator) that occurs as a consequence 

of the reduction of inertia due to the presence of RES. This improvement is consistent 
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as the penetration levels increase. Another major factor influencing transient stability in 

a positive way for the study cases presented in this chapter is the lagging operating p.f. 

of the conventional generation, which is reduced, i.e., the p.f. becomes more lagging, as 

the penetration levels increase due to the reactive power requirements of the network.  

The effect of reserve on transient stability was assessed specifically in Case 2, since for 

Case 1 the reserve values are mostly kept constant for all RES scenarios, making its 

influence practically inexistent as in the deterministic analysis in Chapter 3. Case 2 on 

the other hand, presents highly variable reserve results, including low values close to 

the minimum of 5% regardless of the penetration level, which is precisely the reason 

why it is more unstable than Case 1. This happens because the reserve reduction effect 

on decreasing the decelerating-accelerating area margins counteracts to a certain extent 

the increase of these margins caused by the reduction of the network equivalent 

impedance when the system inertia is reduced due to the RES production. In addition, it 

was established that the great spread of reserve values is also the reason for the stable 

events in Case 2 to present lower first-swing peaks, i.e., less critical first-swing stable 

oscillations, for higher penetration levels, despite having an overall higher transient 

instability. The reserve then is the most important factor influencing transient stability 

for Case 2 when compared to Case 1. 

The proposed 𝐴𝐴𝐶𝐶  and 𝐼𝐴𝐴𝐶𝐶 indices provided a full picture of the transient stability 

performance of the network, either within each Case 1 or Case 2 as the penetration 

level increases, and when comparing the level of performance between the two cases. 

Statistical results of the indices show that their behaviour conveniently reflects those 

presented by all relevant parameters of the network influencing transient stability. This 

confirms the validity of their use for the assessment, and also indicates that they could 

be used independently without the need to monitor several other parameters in the 

network. It was also observed that the indices calculated for the unstable, stable, and all 

cases independently, present also an independent behaviour, which is convenient for 

the analysis, and is caused by the previously mentioned general correlation of the 

indices with other relevant parameters of the network influencing stability. Specifically 

for the study cases presented, indices results for the stable cases were able to show that 

Case 2 presents less critical stable first-swing oscillations for higher penetration levels, 

despite being more unstable overall. For the unstable cases, the higher criticality of 

oscillations of Case 2 is consistently observed through the indices magnitudes for all 

penetration levels. For all cases together, the indices are able to adequately combine the 
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results of both the stable and unstable cases, so that the overall results conveniently 

hide the particularities observed for the stable and unstable cases independently, 

showing a behaviour that follows broadly that of the PI network results, with the added 

feature of providing a total measure for the oscillations.  

Finally, regarding the time dependency of the proposed indices, it was observed that 

the 𝐴𝐴𝐶𝐶  in particular, is able to provide information about the system in a relatively 

short time, which could be as low as 50 ms after a fault. For the 𝐼𝐴𝐴𝐶𝐶, more time is 

needed for it to develop values that allow an adequate assessment with acceptably low 

error magnitudes. It was observed, however, that both indices measured at times of 1 s 

and above, present the same consistent behaviour and can provide the same information 

about the system, and can also be used directly for making comparisons between 

different scenarios and network conditions in planning environments. 

The comprehensive assessment of different parameters and factors influencing the 

transient stability of power systems with RES generation, and the identification of the 

critical ones, represent the third original contribution of this thesis. 
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The probabilistic assessment is extended in this chapter to study the transient stability 

of a large multi-machine power system with increasing penetration of RES generation, 

i.e., the modified IEEE 68-bus test network introduced in Section 2.5.1. The process is 

straightforward, and no further conceptual aspects related to the Monte Carlo (MC) 

probabilistic method are further discussed, just a recount of the preliminary 

considerations focusing on how they change in this case for analysing a multi-machine 

system. Most of the key pre-fault uncertain conditions are basically the same as the 

ones in the previous chapter. A quick review of the criterion for identifying unstable 

cases and most importantly, for identifying the unstable generator or generators in the 

system is provided, which will be important for the analysis. The main aim is to verify 

if the observed phenomena and correlations present and learned from the previous 

studies are effectively replicated in a realistic multi-machine system, under realistic 

operating scenarios. And if not, to learn how these change so that they can be explained 

and evidenced statistically. Then, the mechanisms of instability produced by non-

synchronous RES generation in large practical networks will be able to be fully and 

readily identified, and finally, generalised. 

5.1 Preliminary considerations for the probabilistic transient 

stability assessment of multi-machine networks 
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Each of the studied scenarios will be defined by the RES penetration levels of the 

network following the same process as in Chapter 4. For this case, however, it is 

necessary that the allocation of the nominal RES plant installed capacity is done in a 

per-area basis, so that the nominal penetration level in percentage is equal for all areas 

as well as for the total system. A total of eleven RES penetration levels from 0% to 

90% in 10% steps are produced, with an additional 55% RES scenario included. This is 

due to an observed change in the behaviour of the stability performance of the studied 

network around the 50-60% RES penetration levels, as seen later in this chapter, 

allowing a more detailed analysis in such interval. Finally, following the criteria 

defined in Chapter 4, a total of 10,000 MC simulations per scenario are produced.  

All uncertainties detailed in Section 2.4 are considered in this chapter. After all the 

sampling of uncertainties, an Optimal Power Flow (OPF) calculation is performed to 

obtain the required conventional generation dispatch in the network. RES production in 

MW and MVAR in the OPF model used are represented as simple negative loads. The 

reserve criterion and conventional generation disconnection are the same as those 

applied to Case 1 in the previous chapter, described in Section 4.5.1.1, i.e., fixed 

reserve of 15% and continuous disconnection of conventional generation. Regarding 

short circuits, all related uncertainties are as detailed in Section 2.4, this is the same 

situation as the analysis in Chapter 4 with the addition of the uncertainty of the faulted 

line. The simulation time is 5 s, with the fault applied at 1 s. Hence, a total of 4 s of 

effective post-fault simulation time is available. This is considered enough for the focus 

of this thesis, since the loss of synchronism because of first-swing related transient 

instability is usually evident within 2 to 3 s of the initial disturbance [2]. 

5.2 Identification of transient instability in multi-machine systems 

In multi-machine systems, the instability phenomenon is manifested as the separation 

of a generator with respect to the rest or as a separation between groups of generators, 

until they cannot maintain synchronism and start shifting away from each other 

indefinitely. As discussed in Section 1.4.4.2 regarding past work on angle thresholds 

for the identification of instability in multi-machine systems, it can be concluded that a 

360° angular separation between any two generators during a post-fault oscillation is a 

safe option for ensuring that instability has already occurred in the network. Moreover, 

for the modified IEEE 68-bus test network, it has been verified by direct inspection of 

the rotor angle responses that for all RES penetration scenarios considered in all study 
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cases performed in this chapter, instability has already definitely occurred when a 360° 

angular separation between any two generators is reached during the post-fault 

oscillation period. Therefore, such threshold value will be used to identify unstable 

cases for the multi-machine case studied in this chapter.  

In this thesis, the focus is transient stability, and as large disturbances, only the most 

typical ones, i.e., short circuit faults, are considered (sudden disconnection of 

transmission lines or generation could have also been considered). This helps to delimit 

the problem and means that the main instability issue is the acceleration of generators 

with respect to their initial synchronous rotation equilibrium point at nominal speed, 

and/or with respect to the rest. The increase of the rotational speed will not be damped 

if instability is going to occur, hence the accelerated rotor will not return to rotate at the 

initial synchronous speed, or close to the rest of generators in the system. This 

unequivocal sign of transient instability will also produce an angle shift in the positive 

direction, and never negative, with respect to the initial angular position. Based on the 

previous analysis, when the angular separation of any two rotor angles exceeds the 

360° threshold for instability identification, the larger rotor angle of the two will be the 

unstable one. Formally then, the instability criterion is given by condition (5.1), if it is 

reached at some point within the simulation period. 

 𝑊ℎ𝑒𝑛 |∆𝛿𝑖𝑗−𝑀𝐴𝑋| > 360°, 𝑖𝑓 𝛿𝑖 > 𝛿𝑗  →  𝐺𝑖  𝑖𝑠 𝑢𝑛𝑠𝑡𝑎𝑏𝑙𝑒 (5.1) 

In (5.1), 𝛿𝑖 is the rotor angle of generator i (𝐺𝑖) and ∆𝛿𝑖𝑗−𝑀𝐴𝑋 is the maximum angle 

difference between any two generators in the system for each instant of time during the 

post-fault simulation. It is important to notice that rotor angles 𝛿𝑖 and 𝛿𝑗 can take either 

positive or negative values during oscillations, e.g., if the chosen reference machine 

loses synchronism for a simulated event, the angles of all other (stable) generators will 

have negative values, while the angle of the reference machine will always be zero. 

Physically, this actually means that the rotor angle of the reference machine is the one 

deviating towards the positive direction with respect to the other group of stable 

generators and also with respect to its initial position. The criterion in (5.1) allows the 

identification of this fact for any condition and reference machine chosen, hence 

ensuring the correct identification of machines losing synchronism in the system. Once 

stable and unstable cases are determined, the latter including the identification of the 

unstable generators, the first peak of stable oscillations and the exact point of loss of 

synchronism for unstable cases will be identified with the help of the 𝐴𝐴𝐶𝐶  index 



148 | Probabilistic Transient Stability Assessment of Uncertain Multi-Machine Power Systems 

behaviour as explained in Section 4.3. G13 is chosen as the reference machine for the 

modified IEEE 68-bus test network. 

Differently from the cases studied so far in this thesis, for the multi-machine test 

system analysed in this chapter, stability can occur either in the first-swing or in the 

second or further swings. This will also be identified and considered in the analysis by 

classifying unstable cases as i) total unstable cases, including all first-swing and non-

first-swing unstable cases identified, and ii) first-swing unstable cases only. In this 

way, the assessment of instability in second or further swings can also be completed.  

5.3 Probability of instability results for the modified IEEE 68-bus 

test network 

5.3.1 Whole system results 

Figure 5.1 shows the system PI for all unstable cases and for the first-swing unstable 

cases separately for all RES scenarios, including the absolute and relative error 

magnitudes with a 95% CI. The total and first-swing system PIs show initially a 

general descending trend as the penetration levels increase from the 0% RES scenario 

(13.37% and 11.63%, respectively) to the 55% RES scenario (8.44% and 8%, 

respectively), with a slight increase for the 30% and 40% RES levels. For the 60% RES 

scenario and above, the PI trend is consistently ascending, reaching values of 17.31% 

and 12.72% for the total and first-swing unstable cases, respectively. Absolute and 

relative error magnitudes stay low with 𝜖𝐴𝐵𝑆 < 1% and 𝜖𝑅𝐸𝐿 < 7% for all scenarios, as 

analysed in Chapter 4. From Figure 5.1 it can be inferred that second and further-swing 

loss of synchronism also reduces initially with the penetration levels, but increases 

again from the 60% RES level and above, having a relatively strong impact on the 

overall increase of instability for the higher penetration levels. 

 

Figure 5.1 System total PI and first-swing PI results, ϵABS and ϵREL (95% CI), all RES penetration levels 

Another important aspect for the assessment is to identify the cases that are Single-

Machine Unstable (SMU) and Multi-Machine Unstable (MMU), since the latter are 
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more dangerous for the system and can produce major network disruptions. Figure 5.2 

shows the PI values for the SMU and MMU cases. It is observed that the SMU cases do 

not vary much with the penetration level, though a minor increase is observed. On the 

other hand, the MMU cases follow almost exactly the same trend as the total system PI 

characteristic, hence it can be concluded that it is the MMU cases that mostly 

determine the general behaviour of the total instability of the system.  

 

Figure 5.2 PI per type of instability, SMU and MMU 

 
                                       (a)                                                                       (b) 

Figure 5.3 Boxplots, μS and ϵREL of (a) inertia (MVA) and (b) reserve – all RES scenarios, whole system 

Figure 5.3 shows the boxplots for all scenarios of the installed capacity S of the 

conventional generation and the reserve, calculated for the total system. Boxplot results 

in this chapter follow the same structure as the ones in Chapter 4 already described, 

unless specifically described otherwise, showing results for the stable, unstable and all 

cases, additionally showing relative error magnitudes. Reserve values are calculated for 

the system as a whole considering the capacities of all generators combined. It can be 

observed from Figure 5.3 that the mean S values reduce approximately only 50% when 

comparing penetration levels for the 0% and 90% RES scenario. Therefore, even with a 

90% RES scenario a considerable amount of conventional generation (and hence 

inertia) is required to operate in the system. Regarding reserve, only for the 0-10% 

penetration levels, the fixed 15% policy is not able to be generally fulfilled, since 
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penetration levels are still low and the conventional generation is required to operate 

closer to their maximum capacities. For higher penetration levels the reserve is 

practically kept constant to 15%. 

Figure 5.4 (a) shows the actual penetration levels boxplots for all scenarios. Though for 

higher penetration levels outliers are showing very high actual penetration values of 

200-600%, the mean values of the actual penetration levels follow relatively closely the 

magnitudes of the nominal RES penetration levels. Extremely high actual penetration 

levels like the ones observed in studies with the reduced NETS-SMIB system are not 

possible to occur in this realistic multi-machine case due to the distribution of the RES 

generation plants throughout the system.  

 
                                      (a)                                                                        (b) 

Figure 5.4 Boxplots, μS and ϵREL of (a) actual RES levels and (b) TPS/δPS only – all RES scenarios, whole 

system 

Figure 5.4 (b) shows the boxplots of the pole-slip times 𝑇𝑃𝑆 and pole-slip rotor angles 

𝛿𝑃𝑆 occurring in the system for all scenarios, both taken from the first generator that 

loses synchronism for each unstable event, including their relative error magnitudes. 

Boxplots in Figure 5.4 (b) only show results for the unstable cases for 𝑇𝑃𝑆 and 𝛿𝑃𝑆, 

showing error magnitude values also for unstable cases only. 𝑇𝑃𝑆 boxplot results in the 

top-left sub-plot in Figure 5.4 (b) replicate broadly the same behaviour as the PI values, 

i.e., they follow a “U” shape characteristic, decreasing for the mid-penetration levels 

and increasing again for the higher ones. This is a reflection of the amount of second or 

further-swing unstable cases for the system discussed previously. For the mid-

penetration levels, the number of second or further-swing unstable cases is reduced, 

and the 𝑇𝑃𝑆 values are mostly from first-swing unstable cases, hence they are lower in 

this penetration range compared to other extreme RES levels. Regarding the 𝛿𝑃𝑆 results 

in the top-right sub-plot in Figure 5.4 (b), they follow a slight ascending trend around 

just below 200°, showing higher dispersion for the higher penetration levels. 
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Figure 5.5 (a) shows the mean values of the inertia, reserve, and actual penetration 

levels for the stable cases, unstable cases, and all cases, each in a single plot for clarity. 

Figure 5.5 (b) shows the same data but considering as the unstable cases only the ones 

losing synchronism in the first-swing, for comparison purposes. In general there are not 

major differences between results for the total unstable and first-swing unstable cases. 

Figure 5.5, however, allows to observe the differences between parameters resulting 

from unstable and stable cases, particularly the inertia and actual penetration levels. For 

higher RES scenarios, the unstable cases display lower values of inertia compared to 

the stable cases, as seen in the sample mean results of S in Figure 5.5 (a) and (b). 

Related to this, actual penetration levels results in the same figure show that for the 

higher penetration levels, their values for the unstable cases are clearly higher 

compared to the stable and all cases. Therefore, there is a clear correlation between 

high penetration levels and instability for this multi-machine case. This is contrary to 

what happened in the analysed cases in Chapter 4, in which higher penetration levels 

were correlated with lower instability.   

 
                                                                             (a) 

 
                                                                             (b) 

Figure 5.5 μS values of the inertia, reserve actual penetration levels for the total system. (a) Stable, 

unstable and all cases. (b) Stable, first-swing unstable, and all cases 

Figure 5.6 (a) and (b) shows the 𝑇𝑃𝑆 and 𝛿𝑃𝑆 mean values for all unstable cases and 

only first-swing unstable cases. As already mentioned, the 𝑇𝑃𝑆 results for all cases 

display a “U” shape characteristic. The 𝑇𝑃𝑆 values for the first-swing unstable events in 

Figure 5.6 (a) are mostly constant for all scenarios and around 450-500 ms with a slight 

descending trend. For the 𝛿𝑃𝑆 values in Figure 5.6 (b), no major difference is observed 

between the first-swing and total unstable cases for the mid-penetration levels, with 

some differences for the extreme values. 



152 | Probabilistic Transient Stability Assessment of Uncertain Multi-Machine Power Systems 

 
                                                    (a)                                                      (b) 

Figure 5.6 μS values of (a) TPS and (b) δPS for the whole system, total and first-swing unstable cases 

So far, two fundamental differences are found for the overall stability performance of 

the modified IEEE 68-bus test system compared to the analysis of simple SMIB 

networks in previous chapters. Firstly, instability decreases consistently with the 

penetration levels up to the 55% RES penetration scenario, after which it starts to 

increase to levels even above values with no RES in the network. Secondly, there is no 

positive correlation between very high actual penetration levels and the number of 

stable cases. On the contrary, for the 60-90% RES penetration scenarios, the higher 

actual penetration levels are associated with increased instability, as seen in Figure 5.5. 

Occurrence of not only first-swing but also second or further-swing instability in 

addition to MMU events are two major phenomena that have an influence on this 

divergent behaviour, as it will be analysed in the following sections in a detailed 

fashion.  

5.3.2 Area PI results 

Figure 5.7 (a) and (b) shows the PI results for the total and first-swing unstable cases 

per area of the modified IEEE 68-bus test system, respectively. For the total PI results, 

all areas follow the “U” shape characteristic of the whole system. The NETS is the 

most unstable area, followed by the NYPS, and finally the external areas G14-G16, 

showing all three very similar PI values. It is noteworthy that for the NETS area, the 

first-swing PI keeps a consistent general descending trend as the penetration level 

increases, as it was the case in previous chapters for the SMIB networks. Both the total 

PI and first-swing PI of the NYPS area follow the general “U” shape system behaviour. 

Regarding the external areas G14-G16, they mostly present first-swing unstable cases 

only for the 80-90% RES penetration levels, and even for these scenarios their first-

swing instability is very low. This means that for the external areas, instability occurs 

mostly only in the second or further swings. Also, according to Figure 5.7 (a), the total 

PI of G14-G16 starts to increase more markedly from the 60% RES level and above. 
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Therefore, the increase of the system first-swing instability above the 55% RES 

scenario comes mainly from the NYPS only, and the increase of total PI values for that 

same range of penetration scenarios comes additionally, mostly from second or further-

swing instability either in the NETS or G14-G16 areas, and recalling the information 

presented in Figure 5.2, mainly from MMU events.  

 
                                              (a)                                                           (b) 

Figure 5.7 PI per area for all RES penetration levels. (a) Total and (b) first-swing unstable cases 

5.3.3 Generator PI results per area 

5.3.3.1 NETS area 

Figure 5.8 and Figure 5.9 show the total PI and first-swing PI results, respectively, per 

generator in the NETS area, with a zoomed view of the bottom-right part of the plot 

included for clarity. It is observed that G9 is the most unstable generator with marked 

difference. Figure 5.9 shows clearly the overall descending behaviour of the first-swing 

instability for all generators in the area. The same descending trend is observed in 

Figure 5.8 for all generators except for G9, indicating that it is in fact the only 

generator in the area showing second or further-swing instability for the higher 

penetration levels, determining the general behaviour of the area in this respect as seen 

in Figure 5.7 (a).  

Figure 5.10 and Figure 5.11 show the PI values for the SMU and MMU events per 

generator in the NETS area, also with zoomed sub-plots included for clarity. For the 

SMU cases, G9 is again the most unstable with difference, with a PI mostly constant in 

the range of 4-4.5% for all penetration levels. All other generators show a low SMU-PI 

mostly below 0.5%, hence it is quite unusual for a NETS generator other than G9 to 

lose synchronism alone after a fault. For the MMU cases, these define the overall area 

instability behaviour, with a consistent descending trend for all generators except for 
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G9. The four generators G4-G7 show higher MMU-PIs with G4-G5 having the highest, 

and showing very similar values. All other generators in the area show the same trend 

with lower instability values as the penetration levels increase, except for G9, which 

increases its MMU-PI for the 80-90% penetration levels. From results of Figure 5.11 

and Figure 5.8, it is confirmed that the increasing G9 instability for higher penetration 

levels occurs almost exclusively in the second or further-swing in a MMU event. 

 

Figure 5.8 Total PI per generator in the NETS area, all RES penetration levels 

 

Figure 5.9 First-swing PI per generator in the NETS area, all RES penetration levels 

 

Figure 5.10 SMU-PI per generator in the NETS area, all RES penetration levels 
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Figure 5.11 MMU-PI per generator in the NETS, all RES levels 

 

Figure 5.12 First-swing MMU-PI per generator in the NETS, all RES levels 

 

Figure 5.13 First unstable MMU-PI per generator in the NETS, all RES levels 

For MMU cases, several generators lose synchronism in the same event either in the 

first-swing or further swings, the generator MMU-PI results shown in Figure 5.11 

consider all of these events without distinction. For MMU events, however, it is also 

important to acknowledge which generators lose synchronism in the first-swing. This 

will allow to have an idea of how critical the MMU cases are in general, as well as to 

have the information of the generator that loses synchronism first in a MMU event, to 
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identify which generators may be key in starting dangerous MMU oscillations in the 

system and hence that could be acted upon to prevent such events. Figure 5.12 shows 

the MMU-PI of generators losing synchronising in the first-swing and it can be 

observed by comparison with Figure 5.11 that there is a considerable portion of MMU 

cases (much larger than 50%) out of the total that results in the first-swing instability of 

several generators in the NETS area for the same disturbance, which is quite critical for 

the network. Figure 5.13 shows the probability of each generator in the NETS area first 

losing synchronism in a MMU event. The tendency is approximately maintained with 

respect to the previous MMU-PI results with G4-G5 having the greater instability, and 

G8 having somewhat high values for the initial penetration levels but then decreasing. 

It is observed that G9 despite being the most unstable generator overall, does not 

frequently lose synchronism in the first-swing and is not usually the first generator 

going unstable for MMU events. Therefore, the high instability of G9 occurs normally 

in second or further swings, losing synchronism after other generators in the network.  

5.3.3.2 NYPS area 

Figure 5.14 (a) and (b) show the total PI and first-swing PI results, respectively, per 

generator in the NYPS area. Both G12 and G13 do not lose synchronism for any 

scenario and hence their PI is always 0%. G11 is the most unstable generator in the 

NYPS area and the second overall of the modified IEEE 68-bus test system after G9 in 

the NETS area. Its first-swing instability is kept approximately constant for all 

scenarios, showing an increased second or further-swing instability for the 0% RES 

scenario. G10 shows the same increased second or further-swing instability for the 0% 

RES level, however as the penetration levels increase its instability decreases 

considerably down to values below 0.5% and very close to 0% for the mid-range RES 

scenarios. For the 60% RES level and above, its first-swing instability increases 

considerably and it is the generator critically dictating the general behaviour of first-

swing PI values of the whole NYPS area as seen in Figure 5.7 (b). 

Regarding results for the SMU and MMU cases shown in Figure 5.15, G11 shows 

relatively high SMU-PI, while G10 only increases its SMU-PI instability for the higher 

penetration levels, confirming its increased criticality for this range of RES scenarios. 

For the MMU cases, both generators show increased unstable cases for the lower and 

higher penetration levels only. For the MMU first-swing instability and first unstable 

MMU-PI in the NYPS area results shown in Figure 5.16, the same trend is maintained 
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for both G10 and G11, as they only display increased PI values for the lower and 

higher penetration levels mostly. The criticality of G11 is confirmed for higher 

penetration levels showing increased values as the first generator losing synchronism in 

a MMU event. 

  
                                       (a)                                                                    (b) 

Figure 5.14 (a) Total PI and (b) first-swing PI per generator in the NYPS area, all RES levels 

 
                                        (a)                                                                  (b) 

Figure 5.15 (a) SMU-PI and (b) MMU-PI per generator in the NYPS area, all RES levels 

 
                                          (a)                                                              (b) 

Figure 5.16 (a) First-swing MMU-PI and (b) first unstable MMU-PI per generator in the NYPS area, all 

RES levels 

5.3.3.3 External areas G14, G15 and G16 

Total PI and first-swing PI values for the external systems were shown in Figure 5.7. 

Figure 5.17 shows the SMU-PI and MMU-PI results, confirming that the instability of 
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the three external systems is practically always due to MMU events. Figure 5.18 shows 

the first-swing MMU-PI and the first unstable MMU-PI results, showing mainly that 

the increased instability of the external systems for higher penetration levels occurs 

both in the first-swing and as the first generators losing synchronism in the second or 

further swings.  

 
                                         (a)                                                                  (b) 

Figure 5.17 (a) SMU-PI and (b) MMU-PI for the G14-G16 external systems, all RES levels 

 
                                         (a)                                                                  (b) 

Figure 5.18 (a) First-swing MMU-PI and (b) first unstable MMU-PI for the G14-G16 external systems, 

all RES levels 

5.4 Analysis of other parameters per generator 

According to the PI analysis in the previous section, generators G9 and G11 are the 

most unstable overall regardless of the penetration level, with G9 having the highest PI 

by a considerable margin. G4 and G5 show high PI values for initial penetration levels, 

even higher than G11 for up to the 20% RES scenario, but decrease as more RES are 

included in the network. The case of G6 and G7 is similar to G4 and G5, though with 

lower PI values. G10 is critical for lower and higher penetration levels, but especially 

for the latter scenarios developing first-swing instability. All other generators in the 

NETS and NYPS areas show very low PI values and are of less concern to the network. 

Regarding the external systems, they are particularly critical for penetration levels of 
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60% and above, mostly unstable in the second and further swings and in MMU events. 

The analysis in this section will show the exact mechanisms as to why the generators 

display particular stable/unstable behaviour.  

5.4.1 Comparison between generators per scenario 

In previous chapters when dealing with a SMIB system, only the inertia of one 

generator was monitored, measured either by its installed capacity S in MVA or inertia 

constant normalised to a 100 MVA base (𝐻100). It was also observed, however, that by 

changing the analysis to a p.u. system in the own generator base, the inertia constant H 

expressed precisely in the own generator base is actually the quantity directly involved 

in its instability through the CCT equation (3.3). Figure 5.19 shows the installed 

capacity of the generators in the modified IEEE 68-bus test system along with their 

inertia parameters. G16 has the largest installed capacity, however its 𝐻100 value is 

lower than the one for G13. Therefore, for comparing actual inertias between 

generators in multi-machine systems, it is the 𝐻100 parameter that has to be used. It can 

also be said that the inertias of generators G1-G11 are broadly in the same range, with 

G8 having the lowest value overall, lower than 25 s, as can be seen in the zoomed sub-

plot for 𝐻100 in Figure 5.19.  

 

Figure 5.19 Installed capacity and inertia magnitudes of generators in the mod. IEEE 68-bus test system 

From a point of view of inertias only then, it makes sense to have chosen G13 as the 

reference generator as comparatively it has the largest inertia overall and hence it 

would be the least likely to be affected by a disturbance in the system. Further 

discussion on this will be provided later in this section. On the other hand, the plot of 

the inertia constant H values in the own generator base tells a somewhat different story, 

i.e., the inertia of G1 is at level with G13, and the external system G15 has the largest 

inertia, G11 has the smallest inertia, and G2-G12 inertias are all in a close range. Since 

the own generator p.u. base approach applied in previous chapters does not change for 

multi-machine systems and the approximation of equation (3.3) is still valid, it is 

actually the H value in the generator own base that will have to be considered 
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comparatively in terms of its influence on the generator transient stability and not the 

inertia given in a common base 𝐻100. Therefore, G11 is the generator that should be the 

most susceptible to transient stability issues from the inertia-only point of view, having 

an H value of 2.01 s, which is approximately 1.5 to 2 times lower than the inertia H of 

generators G2-G12 as seen in the zoomed sub-plot in Figure 5.19. This significantly 

lower inertia of G11 is reflected in the instability results analysed in the previous 

section, in which G11 is the second most unstable generator overall, regardless of the 

penetration level, and showing PI values that are approximately constant for all 

scenarios. It is also noteworthy that the most unstable generator identified in the 

previous section, G9, does not have a particularly lower inertia compared to others, 

therefore its instability is not caused by the magnitude of its inertia. 

Figure 5.20 shows the boxplots statistical results and sample means of the installed 

capacity S and inertia constant 𝐻100 per generator in the modified IEEE 68-bus test 

system for the 0% RES scenario. For clarity, Figure 5.21 shows the same information 

as Figure 5.20 but only for G1-G11. It is observed that the behaviour of the statistical 

magnitudes of the operating S and 𝐻100 parameters follow the characteristics of their 

nominal values shown in Figure 5.19. 

 
                                      (a)                                                                        (b) 

Figure 5.20 Boxplots, μS and ϵREL of (a) S and (b) H100 for all generators, 0% RES scenario 

 
                                      (a)                                                                        (b) 

Figure 5.21 Boxplots, μS and ϵREL of (a) S and (b) H100 for G1-G11, 0% RES scenario 
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                                      (a)                                                                        (b) 

Figure 5.22 Boxplots, μS and ϵREL of (a) δ0 and (b) X”D+XEXT for all generators, 0% RES scenario 

Figure 5.22 shows boxplots results of the initial rotor angle 𝛿0 and the 𝑋𝐷
′′ + 𝑋𝐸𝑋𝑇 

impedances, calculated in the own generator p.u. base, for all generators in the 0% RES 

scenario. Similarly to Chapter 4, the quantity 𝑋𝐷
′′ + 𝑋𝐸𝑋𝑇 is an approximation of the 

equivalent impedance 𝑋𝐸𝑄. Its calculation for this multi-machine case, however, has to 

be done differently since there is no infinite bus as a reference causing the impedance 

of the external network magnitude (𝑋𝑁𝐸𝑇 in previous chapters) to be constant in actual 

magnitudes (ohms). Instead, there is a set of existing generators interconnected in the 

system, which at the same time have their own internal impedances varying for every 

operating condition or event. For this case then, the 𝑋𝐸𝑋𝑇 is assumed equal to the 

equivalent Thevenin impedance of the network 𝑋𝑇𝐻𝑉 calculated at the LV bus of the 

generator for each event. Therefore, its value will take into account all the internal 

impedances of the other generators in the system. The short circuit calculation in the 

Power Factory software used for finding the Thevenin parameters involves the use of 

sub-transient reactances of generators, hence the use of 𝑋𝐷
′′ for the present multi-

machine case instead of 𝑋𝐷
′  as in Chapter 4 for the approximation of 𝑋𝐸𝑄 = 𝑋𝐷

′′ + 𝑋𝐸𝑋𝑇.  

The convenience of choosing G13 as the reference machine for the modified IEEE 68-

bus test system can be further verified in Figure 5.22 (a), which shows that all 

generators except for G1 present a positive steady state angle 𝛿0 displacement with 

respect to G13 for all the 10,000 simulated operating conditions. For G1, its 𝛿0 values 

are always close to 0°, i.e. to G13. In addition to this, as observed in Figure 5.22 (b), 

G13 impedance magnitudes 𝑋𝐷
′′ + 𝑋𝐸𝑋𝑇 display values of around 0.6 p.u. which is in 

the same order with most generators in the system, but with the major difference that 

G13 is a massive machine in terms of installed capacity having the highest actual 

inertia in the system as already discussed. It is this combination of its actual massive 

inertia and its electrical impedance characteristics that makes G13 behave very closely 

to an actual infinite bus for the present multi-machine system. An additional assurance 
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of this is that G13 does not lose synchronism for any case throughout all the eleven 

RES penetration scenarios in the analysis. Hence, angle magnitudes measured directly 

from G13 are more straightforward to use for the stability analysis in this chapter, 

without the need to transform them to a COI reference frame. Finally, the reason for the 

low 𝛿0 values of G1 is its very low 𝑋𝐷
′′ + 𝑋𝐸𝑋𝑇 magnitudes, which are below 0.1 p.u., 

the lowest by far of all generators as seen in Figure 5.22 (b). This is also the reason 

why, unsurprisingly, G1 displays very low PI values as shown in the previous section.  

It can be seen from Figure 5.22 (b) that G9 has considerable higher 𝑋𝐷
′′ + 𝑋𝐸𝑋𝑇 

magnitudes, of around 1.1 p.u., than other generators in the system, except G16. So G9 

is effectively very far electrically (large 𝑋𝐸𝑄) from all other generators, which explains 

its poor stability performance in the network. Despite this, 𝛿0 values of G9 are not 

extremely high and not very different from other generators, they are not even the 

highest in the system. On the other hand, G11 has 𝑋𝐷
′′ + 𝑋𝐸𝑋𝑇 magnitudes of around 0.6 

p.u., i.e., approximately half of the corresponding G9 values. For this case then, the 

external equivalent impedance factor is much more influential, making G9 far more 

unstable regardless of having considerable higher inertia than G11. 

 
                                      (a)                                                                        (b) 

Figure 5.23 Boxplots, μS and ϵREL of (a) reserve and (b) operating p.f. for all generators, 0% RES scenario 

Figure 5.23 shows the reserve and operating power factor (p.f.) boxplot results of all 

generators for the 0% RES scenario. The p.f. values in Figure 5.23 (b) are “scaled” and 

expressed in the range [0, 2]. Values of lagging p.f.s are kept within their normal 

magnitudes, i.e., between [0, 1], while the values of leading p.f.s are transformed to be 

located in the [1, 2] range by subtracting their original values from 2, e.g., a p.f. of 0.9 

leading is represented as 2 - 0.9 = 1.1 for the statistical analysis. This is done to allow 

sample mean values to be calculated without the discontinuity that is caused when a 

generator operates both with leading and lagging p.f.s in the same scenario, making the 

sample mean to be an effective representation of the overall operating p.f. regime of the 

generator. E.g., if the p.f. sample mean is greater than 1 then the generator operates 
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mostly absorbing reactive power, if the sample mean is lower than 1, its p.f. is mostly 

lagging and hence it mostly injects MVARs to the system.  

It is observed that all generators in the NETS area and the G14-G16 systems are able to 

allocate the predefined fixed 15% reserve (or very close) practically in all cases. In the 

NYPS area, however, G10 displays values of reserve in the whole range 0-15% with a 

mean of 8.2%, explaining its relative high PI for this 0% RES penetration scenario. It is 

observed that G10 becomes unstable when its reserve magnitudes are especially low, 

with a mean of around 3.4% for the unstable cases. G11 shows a similar situation than 

G10, having reserve values lower than 15%, but still being higher compared to G10, 

however it is still more unstable than G10 because inertia-wise, G10 is far more robust, 

i.e., has larger inertia. Regarding the p.f. values, the cases of G1 and to a less extent 

G10 are noteworthy. G1, which has a large inertia constant, operates highly under-

excited for all cases with a sample mean value of around 0.85 leading, but it is still the 

least unstable generator overall (except from G12 and G13 which do not display 

instability). For G1, even a strong under-excited operation does not make its 𝛿0 values 

to increase mainly because the very low 𝑋𝐸𝑄 magnitudes observed for this generator as 

discussed and shown previously. Thus, despite this disadvantageous operating regime it 

is still a very robust generator stability-wise. G10 also operates mostly under-excited, 

though to a lesser extent, with low values of reserve as discussed above, which further 

explains its relatively high instability for this 0% RES penetration level. It is still less 

unstable though, than G11, due to having considerably higher inertia. All other 

generators operate mostly with p.f.s close to 1 in either direction, with a tendency 

towards a lagging p.f. 

G4-G7 show relative high PI values according to results presented in the previous 

section, but so far neither of these have shown a particular characteristic indicating the 

reason for their relative unstable behaviour. Namely, they do not show particular low 

inertia values, their 𝛿0 values, especially for G5-G7, are among the lowest in the NETS 

area, their operating p.f.s are markedly lagging except for G4 which is slightly leading, 

they do not have high 𝑋𝐸𝑄 values, and they are also able to keep reserve levels fixed at 

15% throughout. So far, the analysis has focused on the pre-fault operating conditions 

of the system, which are of course a major influence on stability. Fault uncertainties, as 

defined for the study performed in this chapter, ensure that faults in any line have the 

same probability of occurrence, with the same criterion for simulating the location of 

the fault within the lines. This approach as such, however, has a bias in the sense that 
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the modified IEEE 68-bus test system has more lines within the NETS area (33) 

compared to the NYPS (29), hence it would inherently produce more faults closer to 

generators in the NETS. In addition, transmission lines in the NETS area are shorter on 

average compared to the NYPS, with a ratio of 84.2% counting the total length of all 

the lines in both systems. Furthermore, the NETS area has more generators, and just by 

this fact it is more likely to have more cases of instability. Particularly G4-G7 are to an 

extent more affected by these topology conditions and tend to be closer to faults on 

average. This can be evidenced by looking at the boxplots of the 𝐴𝐴𝐶𝐶  indices for the 

first-swing unstable cases only, which are shown in Figure 5.24 (a) and (b), measured 

at 𝑇𝐹𝐷 and 𝑇𝑃𝑆, respectively. No indices are shown in Figure 5.24 for G14-G16 since 

these generators do not lose synchronism in the first-swing for this 0% RES scenario.  

 
                                                 (a)                                                       (b) 

Figure 5.24 Boxplots, μS and ϵREL of AACC at (a) TFD and (b) TPS for first-swing unstable cases only, all 

generators, 0% RES scenario 

It can be seen that for the indices measured at 𝑇𝐹𝐷, besides the most critical G9/G11, 

generators G4, G5, G7 and G6 (in that order) display the highest index magnitudes. As 

analysed in Chapter 4, the 𝐴𝐴𝐶𝐶  index takes into account the post-fault oscillation in 

addition to the pre-fault operating conditions influencing transient stability. Since it 

was observed that G4-G7 do not display particularly critical pre-fault conditions as 

compared to other generators whose critical conditions were already identified, then the 

𝐴𝐴𝐶𝐶  results are a clear indication that this group of generators are subject to closer 

faults overall compared to others. As a result of this, by the time 𝑇𝐹𝐷, G4-G7 will 

develop strong first-swing oscillations, some of which even stronger than the ones of 

G9 which is the most unstable generator in the system. Results of the 𝐴𝐴𝐶𝐶  index at 

𝑇𝑃𝑆, which measure more accurately the criticality of unstable cases as concluded in 

Chapter 4, confirm the previous phenomenon stressing now G5 as the most critical 

among the group G4-G7, at level with G9 and below G11. It should be noted that for 
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this case and these measured times, the 𝐴𝐴𝐶𝐶  is more sensitive to the instability of G11 

rather than G9 which shows higher PI values. Also, index values for G10 do not show 

high magnitudes at 𝑇𝑃𝑆, this is particularly due to the main drivers of instability for 

G10, which as seen before, are both the low values of reserve and leading p.f.s. These 

two factors (especially the reduced reserve values) decrease considerably the stability 

margins, as the low values of reserve shift the mechanical characteristic 𝑃𝑀 upwards 

within the power-angle curve, while leading p.f.s increase further the 𝛿0 values, as seen 

in Figure 5.22 (a) for G10. These considerably reduced stability margins when these 

critical conditions concur, make that even mild faults cause instability without 

developing high amounts of accelerating power, hence explaining the low values of the 

𝐴𝐴𝐶𝐶  index for G10 in this case.  

Regarding 𝜖𝑅𝐸𝐿 magnitudes for the 𝐴𝐴𝐶𝐶  index shown in Figure 5.24, it is observed that 

these can be considered quite high. This occurs because the values developed by the 

𝐴𝐴𝐶𝐶  are still somewhat low for the measured times 𝑇𝐹𝐷 and 𝑇𝑃𝑆 shown in Figure 5.24 

for this multi-machine case. This is an additional drawback, regarding convergence for 

error magnitudes, to the fact that for unstable cases, a reduced number of samples is 

always available. A way to circumvent this, is to express the indices in the normalised 

100 MVA base or even in a 103 MVA base. By multiplying the index values by an 

MVA base, its values will increase considerably and will be not close to zero, 

eliminating the numeric error convergence issues inherent due to their very low values. 

Since the indices are used comparatively, this change of base would not affect the 

actual assessment achieved by them. Other solution is to calculate errors in absolute 

values with adequate ranges according to typical values. Any of these solutions would 

work properly since the very high errors are originated due to a numeric cause rather 

than a physical one. Still, the error reduction will be always limited by the fact that the 

number of unstable cases, i.e., the instability, is usually low in practical power systems. 

 
                                     (a)                                                                        (b) 

Figure 5.25 Boxplots, μS and ϵREL of (a) TFS/TPS and (b) δFS/δPS for all generators, 0% RES scenario 
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Figure 5.25 shows boxplots results of 𝑇𝐹𝑆/𝑇𝑃𝑆 and 𝛿𝐹𝑆/𝛿𝑃𝑆, considering all the 

unstable cases, while Figure 5.26 shows the same results but considering as unstable 

only the first-swing unstable cases, for the 0% RES level scenario. Figure 5.25 (a) 

shows that for G1-G11, both first-swing and second or further-swing unstable cases are 

present, since 𝑇𝑃𝑆 magnitudes for all these generators (except G9) reach values up to 

3,000 ms, not typical for first-swing instability. It is observed that for the external 

systems, all 𝑇𝑃𝑆 come from second or further-swing instability, showing similar values 

around 2,700 ms, and consequently yielding lower error magnitudes. Regarding 𝛿𝑃𝑆 

values in Figure 5.25 (b), G4-G7 display the highest oscillation angles at the pole-slip 

time without counting the external systems.  

 
                                     (a)                                                                        (b) 

Figure 5.26 Boxplots, μS and ϵREL of (a) TFS/TPS and (b) δFS/δPS for all generators, 0% RES scenario – 

first-swing unstable cases 

Figure 5.26 (a) shows more concentrated values of 𝑇𝑃𝑆 since only first-swing instability 

is considered, these magnitudes are also a measure of the criticality of generators since 

the lower the pole-slip time the harder any stabilisation attempt is. According to 𝑇𝑃𝑆 for 

first-swing instability then, G11 is the most critical with a sample mean of 344 ms, this 

clearly demonstrates that the H value is very influential in transient stability as 

previously discussed. G9 follows in criticality showing a sample mean of 529 ms for 

the 𝑇𝑃𝑆. The next critical generator in terms of the 𝑇𝑃𝑆 is G8 with a sample mean of 568 

ms, not a particularly unstable one according to its PI values. Also, from the group G4-

G7, it is actually G4 the one that first loses synchronism overall. It is concluded then, 

that the criticality yielded by the 𝑇𝑃𝑆 is different from the obtained by the PI values and 

acceleration indices. Consequently, generators that lose synchronism not necessarily a 

large number of times in a certain system or specific scenario, could still be critical due 

to their fast oscillations following the disturbance. Regarding 𝛿𝑃𝑆 values in Figure 5.26 

(b), the same behaviour as in Figure 5.25 (b) for the total unstable cases is observed, 

i.e., G4-G7 display larger values of 𝛿𝑃𝑆 at the point of loss of synchronism, with G5 

showing the highest magnitude in this respect. The low values of 𝛿𝑃𝑆 of G1 and G10 
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are particularly noticeable. The reason for this in case of G1, is that its 𝛿0 values are 

lower compared to all other generators and very close to zero, then when it loses 

synchronism, its rotor angle does not need to reach as high values as other generators. 

For the case of G10, it was observed in Figure 5.22 (a) that its 𝛿0 magnitudes are 

among the highest in the system, then by showing low values of 𝛿𝑃𝑆 it means that it 

does not need to oscillate much before actually reaching a loss of synchronism. This 

confirms the phenomenon previously explained, i.e., the instability of G10 occurring 

due to mostly low values of reserve and the consequent low stability margins, so that 

even a relative mild oscillation makes it unstable without developing high 𝐴𝐴𝐶𝐶  values. 

Figure 5.27 and Figure 5.28 show the boxplot results of the S and 𝐻100 magnitudes for 

the 55% and 90% RES penetration scenarios, respectively. In general their behaviour is 

maintained comparatively the same as for the 0% RES case, with reduced values due to 

lower requirement of conventional generation due to RES penetration. Outliers are 

present in the 90% RES case, while they are practically inexistent for the 55% RES 

case. This means that the operating conditions for the former case produce more 

dispersion of the inertia. Figure 5.29 shows reserve values for the 55% and 90% RES 

scenarios, confirming that as the penetration levels increase, reserve requirements are 

practically always fulfilled. 

 
                                     (a)                                                                        (b) 

Figure 5.27 Boxplots, μS and ϵREL of S for (a) 55% and (b) 90% RES scenarios, all generators 

 
                                     (a)                                                                        (b) 

Figure 5.28 Boxplots, μS and ϵREL of H100 for (a) 55% and (b) 90% RES scenarios, all generators 
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                                     (a)                                                                        (b) 

Figure 5.29 Boxplots, μS and ϵREL of reserve for (a) 55% and (b) 95% RES scenarios, all generators 

 
                                      (a)                                                                        (b) 

Figure 5.30 Boxplots, μS and ϵREL of X”D+XEXT for (a) 55% and (b) 95% RES scenarios, all generators 

 
                                       (a)                                                                        (b) 

Figure 5.31 Boxplots, μS and ϵREL of δ0 for (a) 55% and (b) 90% RES scenarios, all generators 

 
                                      (a)                                                                        (b) 

Figure 5.32 Boxplots, μS and ϵREL of p.f. for (a) 55% and (b) 90% RES scenarios, all generators 

Figure 5.30 shows the 𝑋𝐷
′′ + 𝑋𝐸𝑋𝑇 magnitudes for the 55% and 95% penetration 

scenarios. The comparative behaviour between generators is generally maintained the 

same as for the 0% RES case, with the expected reduction of impedance values due to 
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the inertia reduction. Again, more outliers and dispersed parameters are observed for 

the 90% RES scenario. Figure 5.31 and Figure 5.32  show the 𝛿0 and p.f. magnitudes, 

respectively, for the 55% and 90% RES scenarios. The 90% scenario displays higher 𝛿0 

values and more leading p.f.s in general, both behaviours that affect negatively 

transient stability as discussed throughout this thesis. The increase of both the 𝛿0 and 

p.f. is expected since these two parameters are correlated. The considerably higher 

dispersion of 𝛿0 and p.f. values for the 90% penetration level is noticeable, which is a 

major and consistent feature caused by higher penetrations of RES. 

Figure 5.33 shows the results of 𝑇𝐹𝑆/𝑇𝑃𝑆 considering all the unstable cases, while 

Figure 5.34 shows results for the same parameters but counting as unstable only cases 

losing synchronism in the first-swing for the 55% and 90% scenarios, respectively. 

Results in Figure 5.33 reveal no major difference between the 55% and 90% scenarios, 

except that the external systems G14-G16 reduce their 𝑇𝑃𝑆 due to developing some 

cases of first-swing instability. Results in Figure 5.34 on the other hand, show that the 

𝑇𝑃𝑆 decreases for the 90% RES level overall, showing that the first-swing 𝑇𝑃𝑆 values of 

the G14-G16 areas are higher compared to all other generators in the system for the 

90% penetration level.  

 
                                      (a)                                                                        (b) 

Figure 5.33 Boxplots, μS and ϵREL of TFS/TPS for (a) 55% and (b) 90% RES scenarios, all generators, total 

instability 

 
                                      (a)                                                                        (b) 

Figure 5.34 Boxplots, μS and ϵREL of TFS/TPS for (a) 55% and (b) 90% RES scenarios, all generators, first-

swing instability 
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Figure 5.35 shows the 𝛿𝐹𝑆/𝛿𝑃𝑆 for all the unstable cases, while Figure 5.36 shows 

results for the same parameters but counting as unstable only cases losing synchronism 

in the first-swing, for the 55% and 90% scenarios, respectively. It is observed in 

general for both, all unstable and first-swing unstable, that the magnitude of oscillations 

at the pole-slip time does not differ much in terms of their sample mean values. 

 
                                      (a)                                                                        (b) 

Figure 5.35 Boxplots, μS and ϵREL of δFS/δPS for (a) 55% and (b) 90% RES scenarios, all generators, total 

instability 

 
                                      (a)                                                                        (b) 

Figure 5.36 Boxplots, μS and ϵREL of δFS/δPS for (a) 55% and (b) 90% RES scenarios, all generators, first-

swing instability 

 
                                      (a)                                                                        (b) 

Figure 5.37 Boxplots, μS and ϵREL of AACC at TFD and TPS. (a) 55% and (b) 90% RES scenarios. First-

swing unstable cases, all generators 

Figure 5.37 shows boxplot results of the 𝐴𝐴𝐶𝐶  index and 𝜖𝑅𝐸𝐿 magnitudes for the first-

swing unstable cases only, measured at 𝑇𝐹𝐷 and 𝑇𝑃𝑆, for the 55% and 90% RES 

scenarios. For the 55% RES level, approximately the same tendency as for the 0% 

scenario already discussed is observed. For the 90% RES level, the situation changes as 
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mainly the three external systems G14-G16 are the ones showing higher 𝐴𝐴𝐶𝐶  indices, 

which agrees with their increased PI values in the first-swing for higher penetration 

levels already discussed. It should be noted that G9 would not be especially critical 

according to its 𝐴𝐴𝐶𝐶  index results for the 90% RES scenario. This can be explained by 

the fact that G9, despite still showing the highest PI values for the 90% RES 

penetration level, mainly loses synchronism only in the second or further swings. 

Therefore, the 𝐴𝐴𝐶𝐶  results in Figure 5.37 (b) correctly reflect this feature.  

5.4.2 Analysis per generator for all scenarios 

One of the major observations from the results presented in the previous section was 

that for higher penetration levels, the synchronous generator steady state rotor angle 𝛿0 

generally increased. This means that the inclusion of RES produces a higher separation 

between generators in the normal pre-fault operating condition, resembling the shift 

effect of the power-angle characteristic of a SMIB system discussed in Section 3.4.1.3. 

Results in previous Chapters 3 and 4 showed that despite the occurrence of this effect, 

other factors influencing 𝛿0 and stability in general (mainly the inertia-impedance 

reduction effect) were stronger, and overall, the sample mean values of 𝛿0 decreased 

and the stability of the system was improved for higher penetration levels. For the 

multi-machine case in this chapter, however, this feature (the shift effect causing an 

increase of 𝛿0) seems to be more relevant, leading to the instability of some machines. 

Therefore, even though most generators display the expected improved stability, there 

are some that will have their stability deteriorated. Overall, this is the main reason for 

the observed reduction of system stability for the penetration levels above 55%.  

  
                                      (a)                                                                        (b) 

Figure 5.38 Boxplots, μS and ϵREL of (a) S (MVA) and (b) X”D+XEXT – all RES scenarios, G9 (first-swing 

unstable) 

Figure 5.38 to Figure 5.41 show the boxplots of the most important parameters for all 

RES penetration scenarios, considering as unstable only first-swing unstable cases, of 

the most critical generator G9 (in terms of its total PI values). In general, it can be 
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observed that G9 behaves in a similar way as the generators in the SMIB systems 

analysed in previous chapters. Inertia or installed capacity magnitudes decrease 

consistently and proportionally to the penetration level, with the impedance magnitudes 

following practically the same proportional descending trend, this being positive for 

transient stability, see Figure 5.38. This is confirmed by the first-swing PI values of G9, 

which decrease consistently for higher penetration levels (Figure 5.9). The increase of 

the total PI values for G9 at higher penetration levels (Figure 5.8) is due to MMU cases 

in the second or further swings, as discussed before. Thus, these instabilities are caused 

by other machines losing synchronism first and not directly by G9. It is seen that the 𝛿0 

and p.f. values show an ascending behaviour, see Figure 5.39. The positive effect of the 

inertia-impedance reduction, however, offsets the negative impact of the increasing 𝛿0 

and p.f. values, and the first-swing stability of G9 is improved overall.  

 
                                      (a)                                                                        (b) 

Figure 5.39 Boxplots, μS and ϵREL of (a) p.f. and (b) δ0 – all RES scenarios, G9 (first-swing unstable) 

 
                                      (a)                                                                        (b) 

Figure 5.40 Boxplots, μS and ϵREL of (a) TFS/TPS and (b) δFS/δPS – all RES scenarios, G9 (first-swing 

unstable) 

It is observed that the 𝑇𝑃𝑆 decreases with the penetration level, therefore, despite 

improving the first-swing stability overall, the unstable cases occurring at higher 

penetration levels lose synchronism somewhat faster on average, see Figure 5.40 (a). 

Regarding 𝛿𝑃𝑆, the opposite is true, and it shows an ascending trend for higher 

penetration levels, see Figure 5.40 (b). Figure 5.41 shows the 𝐴𝐴𝐶𝐶  and 𝐼𝐴𝐴𝐶𝐶 indices 

boxplots and error magnitudes only for the first-swing unstable cases. It is observed 
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that the variations of the indices values are not considerable as the RES penetration 

levels increase, showing that the conditions for G9 in general do not change with the 

scenario, and that its stability is mostly influenced by the change (reduction) of inertia, 

and hence its PI decreases with the penetration levels for the first-swing instability.  

 
                                                         (a)                                     (b) 

Figure 5.41 Boxplots, μS and ϵREL of (a) AACC and (b) IAACC at TPS – all RES scenarios, G9 (only showing 

results for the first-swing unstable cases) 

In the remaining of this section, only sample mean values will be shown comparing the 

behaviour of different generators divided in three groups: i) the most critical overall 

G9-G11, ii) the three external systems G14-G17, and iii) G4-G7, which can be 

considered another group of critical generators according to the obtained results in this 

chapter. For all three groups, the presented plots will show sample mean values of 

stable, first-swing unstable, and all cases as for G9 previously in this section. For the 

group of external systems G14-G16, the unstable cases will consider all unstable cases, 

since for G14-G16, the number of first-swing unstable cases is very small and it will be 

better to show all unstable cases for clarity. For the other two groups of generators, the 

presented unstable cases consist of only the first-swing unstable ones. Other generators 

are considered less critical and will not be further discussed. Also, inertia and 

impedance values are always consistently reduced for all generators, hence their effect 

on transient stability will always be positive, thus their results will not be shown. 

Figure 5.42 to Figure 5.45 show the sample means of the 𝛿0, p.f., 𝑇𝐹𝑆/𝑇𝑃𝑆, and 𝐴𝐴𝐶𝐶  

measured at 𝑇𝐹𝑆/𝑇𝑃𝑆, respectively, for G9-G11. For this group, there is a correlation 

between the angle 𝛿0 and the p.f., both parameters are consistently increased with the 

penetration level. Despite this common behaviour, however, out of these three, only 

G10 becomes more unstable for higher RES penetration levels. It is observed that for 

G10 the increase in 𝛿0 and the p.f becomes critical for penetration levels above 55%, 

and is from that point on that its initial stability improvement stops and turns to become 
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more unstable. Therefore, for this case, the critical increasing leading p.f. regimes 

offset the inertia-impedance effect, and overall the stability is deteriorated. For G9 and 

G11 the p.f. is also more leading with the penetration level, but to a lesser extent, and 

the inertia-impedance effect dominates, contributing to the improvement of stability.  

Regarding the 𝑇𝑃𝑆 values, G11 is the most critical with faster instability times, but it is 

kept constant throughout, since its low inertia dominates its dynamic behaviour. For G9 

and G10, times are reduced. For the case of G9, for higher penetration levels, it will be 

less frequently unstable in the first-swing, but when instability do occur, it will reach 

the loss of synchronism faster, so it may be more difficult to stabilise. With respect to 

the 𝐴𝐴𝐶𝐶 , it is noteworthy to see that for all cases, it reflects very clearly the increase in 

criticality of G10 for higher penetration levels.  

 
                               (a)                                             (b)                                             (c) 

Figure 5.42 Sample means μS of δ0 for G9-G11. (a) Stable. (b) First-swing unstable. (c) All cases. All 

RES scenarios 

 
                               (a)                                             (b)                                             (c) 

Figure 5.43 Sample means μS of p.f. for G9-G11. (a) Stable. (b) First-swing unstable. (c) All cases. All 

RES scenarios 

 
                               (a)                                             (b)                                             (c) 

Figure 5.44 Sample means μS of TFS/TPS for G9-G11. (a) Stable. (b) First-swing unstable. (c) All cases. 

All RES scenarios 
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                               (a)                                             (b)                                             (c) 

Figure 5.45 Sample means μS of AACC at TFS/TPS for G9-G11. (a) Stable. (b) First-swing unstable. (c) All 

cases. All RES scenarios 

 
                               (a)                                             (b)                                             (c) 

Figure 5.46 Sample means μS of δ0 for G14-G16. (a) Stable. (b) All unstable. (c) All cases. All RES 

scenarios 

 
                               (a)                                             (b)                                             (c) 

Figure 5.47 Sample means μS of p.f. for G14-G16. (a) Stable. (b) All unstable. (c) All cases. All RES 

scenarios 

 
                               (a)                                             (b)                                             (c) 

Figure 5.48 Sample means μS of TFS/TPS for G14-G16. (a) Stable. (b) All unstable. (c) All cases. All RES 

scenarios 

Figure 5.46 to Figure 5.49 show the sample means of the 𝛿0, p.f., 𝑇𝐹𝑆/𝑇𝑃𝑆, and 𝐴𝐴𝐶𝐶  

measured at 𝑇𝐹𝑆/𝑇𝑃𝑆, respectively, for G14-G16. In this case the increase in 𝛿0 is 

inversely correlated to the p.f. Therefore, the increase in instability of these three 

external systems, especially G16, which is the one with the lower inertia, occurs due to 
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the shift effect of the power-angle characteristic discussed in Section 3.4.1.3 affecting 

the initial 𝛿0 angles. This is expected since the RES plants are connected to the same 

HV buses as these generators, as it was the case in the SMIB systems analysed in 

Chapter 3 and 4. In this case this shift effect offsets both the inertia-impedance effect 

and the increase over-excited regime of the generators, both having positive impacts on 

transient stability. Regarding the 𝑇𝑃𝑆 values, as expected, these decrease for higher 

penetration levels, and the 𝐴𝐴𝐶𝐶  values for all cases reflect the increase in criticality for 

the three external systems as the penetration levels increase. 

 
                               (a)                                             (b)                                             (c) 

Figure 5.49 Sample means μS of AACC at TFS/TPS for G14-G16. (a) Stable. (b) All unstable. (c) All cases. 

All RES scenarios 

Figure 5.50 to Figure 5.53 show the sample means of the 𝛿0, p.f., 𝑇𝐹𝑆/𝑇𝑃𝑆, and 𝐴𝐴𝐶𝐶  

measured at 𝑇𝐹𝑆/𝑇𝑃𝑆, respectively, for G4-G7. This group of generators is critical for 

low penetration levels and their instability decreases consistently as the RES 

penetration increases. It is observed that the 𝛿0 values and the p.f. are loosely correlated 

in this case. For all cases, p.f.s tend to slightly decrease, more markedly for G7 only, 

with the penetration levels, and the 𝛿0 angles show an increase but then a decrease, the 

initial increase is not enough to offset the positive influence of the inertia-impedance 

effect. It is noteworthy to see that despite an overall decrease in 𝛿0 values for higher 

penetration levels, for the unstable cases, the 𝛿0 values show a consistent increase for 

all generators, dominating their unstable behaviour. Regarding the 𝑇𝐹𝑆/𝑇𝑃𝑆 values, they 

generally decrease with the penetration levels. As observed in other generators before, 

despite becoming less critical in terms of PI values for higher RES penetration levels, 

they go unstable faster on average as well. This is associated with the uncertain 

behaviour of RES, a phenomenon observed for the reserve values in Chapter 4 for the 

NETS-SMIB system, i.e., despite general better conditions in terms of transient 

stability, there will always be cases in which the uncertainty will result in dangerous 

operating conditions. In this case, this is evidenced by the increasing values of 𝛿0. 

Regarding the 𝐴𝐴𝐶𝐶  index values, for all cases, it is evident that they reflect the decline 

in criticality of this group of generators as the RES penetration levels increase.  
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                               (a)                                             (b)                                             (c) 

Figure 5.50 Sample means μS of δ0 for G4-G7. (a) Stable. (b) First-swing unstable. (c) All cases. All RES 

scenarios 

 
                               (a)                                             (b)                                             (c) 

Figure 5.51 Sample means μS of p.f. for G4-G7. (a) Stable. (b) First-swing unstable. (c) All cases. All 

RES scenarios 

 
                               (a)                                             (b)                                             (c) 

Figure 5.52 Sample means μS of TFS/TPS for G4-G7. (a) Stable. (b) First-swing unstable. (c) All cases. All 

RES scenarios 

 
                               (a)                                             (b)                                             (c) 

Figure 5.53 Sample means μS of AACC at TFS/TPS for G4-G7. (a) Stable. (b) First-swing unstable. (c) All 

cases. All RES scenarios 

Finally, Figure 5.54 shows the actual penetration levels for the five areas in the 

modified IEEE 68-bus test system. It is clearly observed that the instability is correlated 

with higher penetration levels in all areas, comparing Figure 5.54 (a) and (b), contrary 

to what was evidenced in the SMIB cases in previous chapters. This is expected, since 

all the factors previously analysed in this section affecting the conventional generators 
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behaviour are caused directly or indirectly by the increased penetration levels, namely 

the increasing leading p.f.s and 𝛿0 values, and the shift effect. The most significant case 

is observed for G16, since it has low inertia and high installed capacity, and a RES 

plant directly connected to its HV bus. 

 
                               (a)                                             (b)                                             (c) 

Figure 5.54 Sample means μS of the actual penetration levels for the five areas of the modified IEEE 68-

bus test system (a) Stable. (b) First-swing unstable (all unstable for G14-G16). (c) All cases. All RES 

scenarios 

5.5 Summary 

The probabilistic assessment was extended to a large realistic power system model in 

this chapter. Though the instability behaviour of the test case examined showed some 

considerable differences with respect to previous test case studies, all the observed 

phenomena were in agreement with the principles already known from those previous 

studies of much more straightforward networks. 

The inertia-impedance effect, positive to transient stability, continues to be the most 

influential factor in the dynamic behaviour of all conventional generators in the system. 

The distributed RES generation throughout the network and the more complex 

interactions present in the operation of multi-machine networks, however, caused that 

other factors influencing stability negatively prevail for some generators, deteriorating 

their transient stability despite the general favourable conditions obtained from higher 

RES penetration level scenarios. These factors are, for the present network and 

operating conditions, the critical increase of leading p.f.s for G10, and the angular 

separation produced by the shift effect caused by RES plants connected close to 

synchronous generators, affecting mostly the external generators G14-G16 in the test 

system. The instability of other generators for higher penetration levels is a 

consequence of the mentioned issues with G10 and G14-G16, i.e., other generators lose 

synchronism because of or after G10, and G14-G16, in MMU events. Also, this causes 

an inversed correlation between increasing penetration levels and transient stability for 
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this case, which is the opposite of what was found in previous chapters for SMIB 

systems. 

It is clearly observed that a combination of all the different factors previously studied in 

the thesis takes place in the assessment carried out in this chapter, affecting all 

conventional generators in the test system, with some correlations between network 

parameters changing for each case. It is of key importance to understand all these 

factors and correlations in order to take either preventive or corrective measures to 

improve the operating conditions of the network from the first-swing transient stability 

point of view, in case some of the factors affecting it negatively arises during the 

normal stochastic operation of the network.  

The comprehensive probabilistic assessment of all relevant parameters and factors 

simultaneously influencing the transient stability of multi-machine power systems with 

high penetration of RES generation considering the complex interactions occurring 

between different synchronous machines, represents the fourth original contribution of 

this thesis. 
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As introduced in Chapter 1, the availability of Wide Area Measurement Systems 

(WAMS) using Phasor Measurement Units (PMUs) in conjunction with the application 

of data mining techniques have been the focus of extensive research in recent times. 

The main idea in on-line stability assessments is that the secure/insecure state of the 

network can be identified as fast as possible in real time. Many approaches of this type 

though, do not take a step further into actually proposing specific timely corrective 

measures or a general strategy for stabilising the system, which ultimately is, or should 

be, their main objective. This is particularly the case when dealing with first-swing 

transient stability, which has the additional complication of requiring extremely fast 

corrective actions in order to achieve an actual important effect on system stabilisation. 

In this chapter, a novel and robust method for the optimal deployment of Corrective 

Control Measures (CCMs) for the improvement of transient stability in large uncertain 

power networks is developed. The procedure uses Hierarchical Clustering (HC) with 

improved clustering parameters for the discovery of the optimal grouping of rotor angle 

responses to find a reduced number of unstable patterns and generators where the 

application of CCMs will have the maximum impact. The main outcome of the 

proposed method is the identification of the critical generators driving the system 

oscillation patterns. This information can be used either in on-line applications or for 

planning purposes, to find the optimal locations for the installation of CCMs that can 
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be operated as fast as possible after the occurrence of faults for the improvement of the 

transient stability of the network. A study case depicting this scenario is developed to 

test the application of the methodology.  

In addition, as part of the development of the clustering methodology, the identification 

of transient instability by means of the sole use of rotor angle information is 

investigated. This straightforward and widely used method for instability identification 

has been used in several methodologies for the implementation of either preventive or 

corrective control actions. As introduced in Chapter 1, this has resulted in a wide 

variety of angle threshold values proposed in literature, all having a strong influence on 

the results of the methods they are part of. A probabilistic evaluation of a wide range of 

thresholds using the most common criteria for measuring angle differences in power 

systems is also performed within this chapter.  

6.1 Multi-machine instability phenomenon  

The concept of electromechanical wave propagation states that when a disturbance 

occurs, it spreads out to remote points of the system as transient spatial delayed 

variations of rotor angle and speed oscillations, travelling away from the disturbance 

location at a finite speed much slower than the speed of light [185-189]. The travelling 

wave will affect first the closest generators to the disturbance, and may continue to 

build up when travelling through the system, hitting further generators and possibly 

causing the loss of synchronism of more than one generator. This may be deemed to be 

the main mechanism behind the multi-machine instability phenomenon in power 

systems. Furthermore, if the first group of generators hit by the travelling wave and 

likely to lose synchronism can be stabilised by strategically located CCMs, first-swing 

instability and/or further propagation of oscillations will be stopped or at least 

significantly reduced, avoiding further generators to become unstable. It can be 

expected that this initial group of potentially first-swing unstable (or critical) generators 

will be hit first by the travelling wave within a very short time period. Therefore, their 

oscillations should show some degree of coherency (i.e., their angular separation will 

be small) as they oscillate towards the point of loss of synchronism. Other generators 

will also oscillate coherently but distinctively apart from the critical group and hence 

any clustering algorithm could be used to group all of them accordingly. The quality of 

any set of clusters obtained, however, will depend on how well the physical aspects of 

the rotor angle instability phenomenon can be integrated into the method, on a clear 
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definition of the clustering target, and on the specifics of the algorithm itself, i.e., 

clustering parameters, amount of data used, etc. 

Regardless of the type of method used, if the target is to identify the first group of 

critical generators hit by the travelling wave, then the clustering must not be performed 

using data too early after the fault. This is because the angular displacement between 

the critical generators and the rest of generators may not be enough to guarantee their 

differentiation, so that they can be effectively clustered. On the other hand, if the 

clustering is performed too late, using data after a possible loss of synchronism in the 

system, when the rotor angle magnitudes have already started to increase erratically, 

then the clustering results may lack any physical and practical meaning due to the 

randomness of rotor angle behaviour during this period. Therefore, timely clustering 

using rotor angle data before and as close to the instant of a system loss of 

synchronism, i.e., close to the stability boundary, will be able to identify the first group 

of critical, potentially unstable generators, as well as other relevant generator groups 

oscillating together in a multi-machine unstable event. 

6.2 Hierarchical clustering for multi-machine instability 

In this thesis, HC is chosen as the clustering method, since it has already been used 

successfully for clustering post-fault rotor oscillations in power systems, e.g. [58, 59, 

134, 139]. In these studies, it was demonstrated that clustering using just a single 

sample of rotor angles during the post-fault oscillation is enough to group generators 

effectively. Particularly in [139], clustering experiments using both a single sample and 

information from complete rotor swings (trajectory-based clustering) were performed, 

concluding that the results were absolutely the same using either of the two approaches, 

though with different algorithm parameters for each case.  

As in [139], the proposed procedure in this chapter clusters the rotor angle data by the 

agglomerative (bottom-up) strategy. Such strategy starts by letting each element 

(object) in the data set form its own cluster. The single element cluster arrangement 

becomes the hierarchy’s root. The clustering procedure starts by finding the similarity 

(or dissimilarity) between every pair of objects in the data set, which is basically 

calculating the distance between these objects according to a similarity measure. 

Though there is a variety of similarity measures that can be used in HC to quantify how 

distant two objects are, the well-known Euclidean distance is chosen in this thesis as 
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the similarity measure since it is the most widely used and generally gives satisfactory 

clustering results [134, 139]. The next step is to group the objects into a binary, 

hierarchical cluster tree, also called a dendrogram. In this step, pairs of objects that are 

in close proximity are linked forming new binary clusters (clusters made up of two 

objects) based on a predefined linkage criterion, which uses the Euclidean distance 

information calculated initially. Each new formed cluster is considered a new object for 

the purposes of further grouping. The linkage criterion defines specifically how objects 

in the data set should be grouped into clusters. Commonly used linkage criteria include 

single-linkage, complete-linkage, centroid-linkage, and average- linkage. In this thesis, 

the linkage criterion selected is the complete-linkage, which defines the distance 

between clusters as the distance between the two individual objects, one from each 

cluster, that are the farthest away. The procedure continues by linking the newly 

formed clusters to each other and to other objects to create larger clusters until all the 

objects in the original data set are linked together in a hierarchical tree. The final step is 

to determine where to cut the resultant hierarchical tree for obtaining the final cluster 

arrangement. In this step, branches of the tree are pruned off (or cut off) at a predefined 

value (threshold) so that all the cut off objects below are the resultant clusters defining 

a partition of the data. Since the cut-off threshold is what ultimately defines the 

resultant clusters, the suitability of choosing the complete-linkage criterion for the 

cluster formation can now be explained. The proposed method for the identification of 

rotor oscillations patterns is basically coherency-based, as discussed in the previous 

section. Hence, by defining the cluster formation using the distance of the most distant 

elements (rotor positions) of each group of oscillating rotors, i.e., complete-linkage 

criterion, it is automatically ensured that all rotors within a formed cluster oscillate 

closely (coherently) enough within an upper bounded angle limit difference between 

one another, represented by the predefined cut-off threshold for pruning off the tree.  

Figure 6.1 and Figure 6.2 illustrate the clustering procedure. Figure 6.1 shows a typical 

post-fault rotor oscillation of six generators and three different instants for clustering 

the angle data, t1, t2 and t3. Figure 6.2 shows the obtained hierarchical trees 

(dendrograms) with the similarity scale between clusters in the vertical axis (rotor angle 

difference in this case), when clustering at each of the three instants, in addition to 

different values of cut-off thresholds (represented by the red dashed horizontal lines). It 

can be seen from the rotor angle trajectories in Figure 6.1 that three clusters (or groups) 

of coherent generators actually exist, G1-G2, G3-G4 and G5-G6. This resulting 
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arrangement of clusters for this event is referred to as a Grouping Pattern (GP). The 

cluster containing G1-G2 is the Critical Group (CG) of generators for this GP, i.e., it is 

the first group hit by the travelling wave (the more advanced) and the closest to the 

stability boundary, and if the event ends up being unstable, this group, or one of its 

generators, will lose synchronism first for that event.  

 

Figure 6.1 Instants for HC sampling 

 
                             (a)                                           (b)                                               (c) 

Figure 6.2 Dendrograms for each clustering time (a) t1, (b) t2, and (c) t3 

It is observed in Figure 6.2 that the three different instants for clustering the data will 

yield different dendrograms. Moreover, for each dendrogram obtained at a particular 

clustering instant, also different cluster arrangements or GPs can be formed depending 

on the value of the threshold for cutting-off the hierarchical tree. Only clustering at 

instant t3 is able to identify the actual or true GP for the oscillation trajectory presented. 

There is still a wide range, however, where t3 can be exactly located in which this GP 

can be readily identified as it can be concluded from in Figure 6.1. Moreover, even for 

clustering at t3, if a suitable cut-off threshold value is not defined for the corresponding 

dendrogram, i.e., between 20-80° as identified in Figure 6.2 (c), the optimal or true GP 

will still be missed by the algorithm. 

It is clearly evidenced that both the instant of clustering and the cut-off threshold values 

completely control the clustering results, and that relatively small changes of their 

values could produce significantly different clusters. It is this aspect of generator 

clustering that previous work has not studied, nor proposed the criteria for identifying 

and setting the optimal values of these parameters. In this thesis, the optimal estimation 
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of the instant of clustering and the cut-off threshold values are determined using 

appropriate statistic measures. They assess the appropriateness and quality of cluster 

partitions over the set of representative rotor angle responses obtained by the Monte 

Carlo (MC) approach proposed and used in previous chapters. This ensures that the 

actual critical oscillation patterns of a system are identified. 

As previously discussed, the clustering should be done in a timely manner, as close as 

possible to the stability boundary in angle terms. Therefore, it is better to define this in 

terms of angles rather than an actual instant of time after a disturbance. In Chapter 5, a 

360° angle threshold difference between any two generators was used to initially 

identify unstable cases. Then, when the actual pole-slip times and angles were 

identified by means of the 𝐴𝐴𝐶𝐶  index behaviour, it was found that instability occurs 

actually before the 360° difference between generators is reached during oscillations. It 

was also evidenced in Chapters 4 and 5, that it is not possible to define a unique 

threshold value of an angle or an angle difference between rotors that is able to 

completely differentiate stable and unstable cases in a power system, i.e., to define a 

stability boundary in angle terms. It was possible though, to find angle thresholds that 

were able to do it with a certain error margin. As discussed in Chapter 1, it is also 

typical to use the rotor angle difference with respect to the Centre Of Inertia (COI) for 

the instability identification. And as introduced in Section 1.4.4.2, regardless of the 

method used, no consensus exist about a general angle threshold for the identification 

of instability. Low threshold values will identify as unstable, cases that may very well 

be stable or critically stable, and higher angle thresholds will be too conservative and 

take more time to identify instability, which is inconvenient for on-line applications. 

The latter case will also miss the possibility of identifying the stability boundary in 

angle terms, at least in an approximate way, since a very high threshold angle for the 

instability detection means that the instability is only detected when the system has 

already passed the actual boundary by a large margin and is already far from it. It is 

clear that it is important to define an appropriate threshold for the identification of 

instability, and that this will also help in the application of the clustering procedure 

proposed in this chapter. This subject is studied in the following section with the help 

of the MC approach proposed in Chapter 4. 

6.3 Analysis of angular threshold criteria for the transient instability 

identification in uncertain power systems 
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The aim of this section is to determine the accuracy of different angle threshold values 

for the identification of instability in a probabilistic manner, using the two most 

common criteria based solely on angle measurements: i) the maximum angle difference 

between any two generators, and ii) the angle difference with respect to the COI. In this 

way, practical angle threshold values will be obtained as well as the variability of their 

magnitudes and accuracies in a realistic large network subject to a wide range of 

different operating conditions and to a wide range of RES penetration levels. It will 

also be verified how much the instability identification can be speeded up using lower 

angle threshold values without significantly reducing the accuracy of instability 

identification. This information will allow the definitions of angle thresholds based on 

a required accuracy level, and facilitate faster identification of potential instability and 

faster deployment of corrective control measures in real-time applications.  

6.3.1 Thresholds based on the maximum angle difference between any two 

generators 

The generalisation of the instability detection criterion presented in equation (5.1) in 

the previous chapter for variable threshold values, denoted as 𝛿𝑇, is given by equation 

(6.1). The value of 𝛿𝑇 represents the maximum angular distance that could be held 

between two rotor angles without losing synchronism, hence instability is assumed to 

have happened when the condition defined by (6.1) is reached. 

 𝛿𝑇 < |∆𝛿𝑖𝑗−𝑀𝐴𝑋| (6.1) 

In (6.1), ∆𝛿𝑖𝑗−𝑀𝐴𝑋 is the maximum angle difference between any two rotor angles 𝛿𝑖 

and 𝛿𝑗 for the same instant of time after the occurrence of a large disturbance. As 

mentioned in Section 1.4.4.2, typically 𝛿𝑇 threshold values in the range 180-360° have 

been used in literature.  

6.3.2 Thresholds based on the angular distance from the COI 

The angular position 𝛿𝐶𝑂𝐼 of the COI is defined as the inertia weighted average of all 

rotor angles and defined by (6.2). It represents the “mean motion” of the system [8]. 

 𝛿𝐶𝑂𝐼 =
∑ 𝐻𝑖 × 𝛿𝑖

𝑁𝐺
𝑖=1

∑ 𝐻𝑖
𝑁𝐺

𝑖=1

 (6.2) 

In (6.2), 𝐻𝑖 is the inertia constant (s) of generator i, and 𝑁𝐺  is the total number of 

generators in the system.  
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The oscillations and speed of the COI are much more stationary (slower) compared to 

those corresponding to each synchronous machine, since the total inertia of the system 

𝐻𝑇 = ∑ 𝐻𝑖
𝑁𝐺
𝑖=1  is much greater than the individual inertias of each generator. Therefore, 

it can be said that if the COI is defined as the reference for angle measurement, its 

behaviour is comparable to a fixed reference like the one provided by an infinite bus in 

a SMIB system, and the stability analysis can be performed in a similar way. This 

means that an oscillation that reaches a 180° difference from the COI would likely 

guarantee that instability has occurred. Formally, when using the COI reference frame, 

instability can be defined if condition (6.3) is fulfilled at some point in time after a 

fault, in which 𝛿𝑇−𝐶𝑂𝐼 is the transient instability threshold in the COI frame. As 

mentioned in Section 1.4.4.2, usually 𝛿𝑇−𝐶𝑂𝐼 threshold values in the range 100-180° 

have been used in literature.  

 𝛿𝑇−𝐶𝑂𝐼 < |𝛿𝑖 − 𝛿𝐶𝑂𝐼| (6.3) 

6.3.3 Results of the probabilistic threshold analysis 

The same penetration scenarios used in the analysis in Chapter 5 are used for the 

assessment in this section. Figure 6.3 shows the total number of unstable cases for each 

scenario identified with the most common thresholds for instability detection used in 

literature. The only aspect to be concerned with, is the accuracy of instability 

identification, since the resulting patterns obtained are the same for all thresholds, i.e., 

they follow accurately the behaviour of the system. The behaviour in this case means 

that as the penetration level increases, the number of unstable cases is reduced until the 

55% RES penetration level, after which the number of unstable cases starts to increase. 

As expected, the lower the threshold used, the higher the number of cases identified as 

unstable, i.e., less accurate results. Particularly for the 𝛿𝑇−𝐶𝑂𝐼 threshold of 100°, the 

number of identified instabilities is quite high compared to the actual number of 

unstable cases obtained with the 𝛿𝑇 of 360°. 

The accuracy of instability identification using different thresholds will be derived 

from the Cumulative Density Functions (CDFs) shown in Figure 6.4 and Figure 6.5, in 

which the Probability of Accurate Instability Identification (PAII) when an angle 

threshold is reached is calculated according to (6.4).  

 𝑃𝐴𝐼𝐼 =
𝐴.𝑁. 𝐼.

𝑁. 𝐼.𝛿𝑇

 (6.4) 



188 | Optimal Deployment of Corrective Control Measures for Transient Stability Improvement 

In (6.4), A.N.I. is the Actual Number of Instabilities per scenario obtained with 𝛿𝑇 = 

360°, and 𝑁. 𝐼.𝛿𝑇
 is the number of instabilities identified per scenario using a variable 

threshold 𝛿𝑇, or 𝛿𝑇−𝐶𝑂𝐼. 

 

Figure 6.3 Total number of unstable cases out of 10,000 for five different angle thresholds 

 

Figure 6.4 CDFs of the PAII for different δT values 

 

Figure 6.5 CDFs of the PAII for different δT-COI values 

With respect to the 𝛿𝑇 thresholds in Figure 6.4, it can be seen that the 180° threshold 

does not guarantee full confidence in the accurate identification of instability, providing 

accuracy levels in the range of 82-94%, i.e., the probability that the instability is 

identified correctly with this threshold varies from 82% to 94% depending on the case 

study (penetration level of RES). For a 200° threshold, the probability that the 
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instability is identified correctly varies from 95-99%, and 99-100% for a 240° 

threshold. 

With respect to the 𝛿𝑇−𝐶𝑂𝐼 thresholds in Figure 6.5, a commonly used in literature 

threshold value of 100° results in a relatively low probability that the instability is 

identified correctly, i.e., 27-42%, although it improves to 48-67% for a threshold of 

120° which is also commonly used in literature. Upper thresholds result in higher 

accuracy values for the probability of instability identification, varying from 86-98% 

for 150° to 99-100% for 180°. Results show that only the 𝛿𝑇−𝐶𝑂𝐼 threshold of 180° 

guarantees practically a 100% of accuracy, making the instability identification of a 

multi-machine system and that of an SMIB system resemble conceptually and 

practically to certain extent. 

When using higher threshold values it can be observed that: i) the accuracy of the 

identification of instability is increased (as expected), ii) the range of variation of 

accuracy obtained for the different scenarios analysed is considerably reduced. 

Therefore, neither the highly uncertain operating conditions nor the inertia reduction 

due to the penetration of RES, have a strong influence on the accuracy of the 

assessment when using high values of angle thresholds for instability identification. It 

can be concluded then, that a unique highly accurate threshold could be chosen for a 

large uncertain system and used for an accurate identification of instability. 

Figure 6.6 (a) shows the boxplots of the time to instability obtained with the 𝛿𝑇 base 

threshold of 360°. Figure 6.6 (b) and (c) show the boxplots of the reduction in time for 

instability identification for the 99% accurate thresholds 𝛿𝑇 = 240° and 𝛿𝑇−𝐶𝑂𝐼 = 180°, 

respectively, with respect to the base shown in Figure 6.6 (a). The mean values are also 

plotted in the boxplot results. Table 6.1 also shows the mean values of the reduction in 

time to instability identification for the mentioned 99% accurate thresholds, including 

the exact accuracies for each penetration level. It is observed from Figure 6.6 (a) that 

the mean instability identification times with the 𝛿𝑇 = 360° base threshold vary 

between 800-1,300 ms after the fault inception, for all RES penetration levels. Also, 

from Figure 6.6 (b) and (c), that both 99% accurate thresholds yield a considerable 

reduction in the mean identification times, although the 𝛿𝑇−𝐶𝑂𝐼 = 180° produces larger 

reductions (178-222 ms) compared to the 𝛿𝑇 = 240° (140-180 ms) with practically the 

same probability that the instability is identified correctly for all penetration scenarios. 

Lower angle threshold values would yield greater time reductions but lower accuracies. 
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                             (a)                                           (b)                                               (c) 

Figure 6.6 Boxplots. (a) Time to instability using the base threshold δT = 360°. (b) Time reduction in 

instability identification with δT = 240°.  (c) Time reduction in instability identification with δT-COI = 180° 

Table 6.1 Mean reduction times and accuracies of the time to instability identification for δT = 240° and 

δT-COI = 180° with respect to δT = 360° 

RES 

(%) 

Mean (ms) 

𝛿𝑇 = 240° 

Accuracy 

(%) 

Mean (ms) 

𝛿𝑇−𝐶𝑂𝐼 = 180° 

Accuracy 

(%) 

0 180 99.78 203 99.48 

10 164 99.81 222 99.33 

20 153 99.89 219 98.94 

30 150 99.89 211 98.84 

40 144 99.89 203 99.26 

50 140 100 195 99.43 

55 140 99.76 194 99.76 

60 142 100 187 99.78 

70 146 99.90 180 99.71 

80 155 99.11 178 99.43 

90 165 98.68 179 99.60 

6.4 Delimitation of clustering parameter values for the assessment    

Revisiting the clustering discussion in Section 6.2, clustering at different points of the 

post-fault oscillation will yield different dendrograms, and cutting off these resulting 

dendrograms with different thresholds will provide at the same time different clustering 

arrangements. The objective is to find the combination of these two clustering 

parameters that is capable to find, or discover, the Grouping Pattern (GP) describing 

the actual ongoing oscillation. For this purpose, clustering results performed with an 

appropriate set of parameters will be statistically explored to find the optimal ones. The 

clustering instant will be defined in angle terms as in previous Section 6.3, considering 

the Maximum Angle Difference Between any Two Generators, referred to as 

MADBTG from now on in this chapter, and the angle difference in the COI frame.  

The clustering instant will be denoted as 𝛿𝑇 or 𝛿𝑇−𝐶𝑂𝐼, in the same way as the angle 

thresholds for instability analysed in the previous section, for the MADBTG and COI 
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frame measuring criteria, respectively. Values in the range of 𝛿𝑇 = 100-360° and 

𝛿𝑇−𝐶𝑂𝐼 = 100-180° are defined for the exploration of the instant of clustering, covering 

the most typical values previously used in literature for the instability identification. 

Regarding the cut-off threshold values, denoted as 𝛿𝐶 from now on, used on the 

dendrograms, values in the range 𝛿𝐶 = 0-100° are explored, so an overlap with the 𝛿𝑇 

and 𝛿𝑇−𝐶𝑂𝐼 values (which start both at 100°) is avoided. Both parameters 𝛿𝑇 and 𝛿𝐶 

will be evaluated in steps of 10°.  

6.5 Statistical assessment of clustering partitions  

The parameter that finally determines the cluster arrangement in HC algorithms is the 

cut-off threshold 𝛿𝐶. This parameter must check that the elements within each of the 

formed clusters are more similar among themselves than to elements in different 

clusters. This can be considered a special case to the more general problem of 

determining the most appropriate number of clusters for any of the existing clustering 

algorithms, besides the hierarchical ones, since the cut-off threshold also automatically 

defines the number of clusters. There is no definitive method, however, to find such a 

number or a threshold that is optimal and there is a lack of consensus in this respect. 

Different results are usually obtained for the same data with different pre-set 

thresholds, and some methods will be better suited for a particular application than 

others, with no method fitting all cases. It is therefore recommended not to depend 

entirely on a single way for finding the optimal number of clusters [190]. The number 

of resulting clusters depends on the shape and scale of the data distribution as well as 

on the clustering resolution required [18] and the expected goal to be achieved by the 

clustering process [191]. This implies that it is possible that data could be partitioned in 

different number of equally acceptable clusters. Hence, the inherent characteristics of a 

data set partition are subject to some degree of heuristics. An example of such case 

with data clustered using HC is provided in [192]. It can be concluded that, as 

suggested in [193], subjective criteria based on expert judgement still have a substantial 

influence on data set clustering results.  

A thorough comparison of 30 different procedures for choosing the cluster partition 

and/or number of groups is performed in [194], with some of the top performing ones 

further compared and analysed in [190, 192]. Though some of those are explicitly or 

implicitly recommended for HC algorithms, all are concerned with the discovery of the 

optimal number of clusters and therefore can be generally applied to any clustering 



192 | Optimal Deployment of Corrective Control Measures for Transient Stability Improvement 

algorithm. The common denominator for all these methods is that they always involve 

some degree of heuristics in their definition. This is in the form of either some 

empirically defined constant parameter of a proposed statistic, or by having a strong 

correlation with the used clustering method (which would make them perform better 

only when the rules for choosing the number of clusters make the same assumptions 

about the data structure as the clustering method itself [190]). There is a consensus in 

literature, e.g., [18, 190-192], that most methods are based on the behaviour of the 

change of the defined within-cluster dissimilarity 𝑊𝐾 as a function of the 𝐾 number of 

clusters. Basically, the value of 𝑊𝐾 will decrease as the number of clusters increases 

because having more clusters allows to group elements that are more similar to each 

other. Past the optimal number of clusters, denoted as 𝐾∗, however, any partition will 

split a natural cluster containing elements already similar enough, and the effect on the 

decrease of 𝑊𝐾 will become substantially less than before reaching 𝐾∗, and more 

marginal as 𝐾 is increased further. The criterion for finding 𝐾∗ is then to identify this 

turning point or “elbow” in the plot of 𝑊𝐾 as a function of 𝐾. This is still a somewhat 

heuristic approach, since deciding how substantial the change defining the elbow 

should be, is unclear in some cases and subject to user’s judgement and prior 

expectation. Two  recently proposed statistics to find the optimal number of clusters are 

the Average Silhouette Width (ASW) [195] and the Gap Statistic (GS) [192].  

The ASW, defined by (6.5), is the average of the silhouette coefficient, denoted as 

𝑠(𝛿𝑖), and defined by (6.6), over all the elements in a data set. 

 𝐴𝑆𝑊 =
1

𝑁𝐺
∑𝑠(𝛿𝑖)

𝑁𝐺

𝑖=1

 (6.5) 

 𝑠(𝛿𝑖) =
𝑏(𝛿𝑖) − 𝑎(𝛿𝑖)

𝑚𝑎𝑥{𝑎(𝛿𝑖), 𝑏(𝛿𝑖)}
 (6.6) 

Values of 𝑠(𝛿𝑖) vary from -1 to 1. For each element 𝛿𝑖, the value 𝑎(𝛿𝑖) is the average 

distance to all other elements in its cluster, which reflects the cluster compactness, 

while 𝑏(𝛿𝑖) is its minimum average distance to all clusters to which it does not belong, 

which reflects the degree of cluster separation. Thus, large values of 𝑠(𝛿𝑖) indicate that 

the element is well clustered. The silhouette coefficient was defined as a metric for 

assessing the quality of clusters. Nevertheless, choosing a partition that maximises the 

ASW provides a formal criterion for selecting the optimal number of clusters [190]. In 

[195], it is stated that a reasonable classification will yield an ASW above 0.5, while 
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values below 0.2 should be interpreted as a lack of substantial cluster structure. For 

some clustering algorithms, having fewer elements per cluster could achieve better 

results [18], considering that the granularity of any data set would be maximised by 

having one element per cluster. This, however, does not provide any useful partition of 

the data and might unrealistically increase the value of the ASW, and therefore, it is 

undesirable.  

The GS formalises the heuristic elbow criterion for estimating the optimal number of 

clusters to automatically (or statistically) locate when the elbow occurs. The gap curve 

𝐺(𝐾) is defined in (6.7), in which 𝑊𝐾
∗ is the within cluster dissimilarity of clustering 

data from an appropriate null distribution and 𝐸 denotes the expected value. 

 𝐺(𝐾) = 𝐸[𝑙𝑜𝑔(𝑊𝐾
∗)] − 𝑙𝑜𝑔(𝑊𝐾) (6.7) 

For the general case of a multivariate data set having elements with more than one 

feature (or dimension), a suitable null reference distribution is generated using MC 

sampling from data uniformly distributed over a box containing the original data set 

elements over each feature. It estimates the optimal number of clusters 𝐾∗ to be where 

the gap curve value is the largest. The formal definition for estimating 𝐾∗ is given by 

(6.8), in which 𝑠𝐾
′  is an error term due to the MC sampling [191]. 

 𝐾∗ = 𝑎𝑟𝑔𝑚𝑖𝑛
𝐾

{𝐾|𝐺(𝐾) ≥ 𝐺(𝐾 + 1) − 𝑠𝐾+1
′ } (6.8) 

As shown in [192], the GS performs better over a set of simulated data examples than 

the top performers of the study presented in [194], including the ASW. Since based on 

the principles of the elbow criterion, some parameters for the testing still rely on the 

user’s judgement, i.e., the number of MC samples, the value of the error term 𝑠𝐾
′ , the 

choice for generating the reference distribution for the multivariate case, and the choice 

of 𝑊𝐾 (squared error, squared distances around cluster means, etc.). On the other hand, 

for the application to clustering multi-machine oscillations, where each element 

(generator) only has its rotor angle as a feature for clustering (one dimension), Theorem 

1 proposed in [192] for the univariate case can be used. It states that for data in one 

dimension, the uniform distribution is the most likely to produce spurious clusters by 

means of the GS test. Hence, a single uniform distribution over the data can be used 

directly for generating the null reference distribution without the need of MC sampling, 

also removing the error term in (6.8) and thus further reducing the heuristics involved. 

Another advantage of the GS, is that if the produced gap curve exhibits non-monotone 
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behaviour, a smaller well-separated cluster arrangement (or GP) may exist, within a 

larger well-separated one, i.e., the one with the optimal number of clusters obtained 

from (6.8), implying that more than one natural partition trend may be present in the 

data set. In such cases, examination of the entire gap curve is suggested, rather than 

only finding the position of its maximum. 

Both the ASW and GS (using within cluster sum of squares as 𝑊𝐾 and 𝐾∗>1) are 

chosen in this thesis to assess statistically the rotor angles clustering arrangements or 

GPs. On one hand, the ASW metric properties will be useful when comparing the 

quality of the GPs obtained from different clustering parameters. On the other, the GS 

test results will serve as a benchmark allowing filtering out GPs that do not present the 

optimal number of clusters, so that a quality comparison between only valid GPs that 

passed the test can be performed. Besides, it has been observed in the past that the GS 

has less heuristics involved in estimating the number of clusters. 

The proposed clustering assessment is detailed in the flowchart of Figure 6.7, in which 

the –COI text in the subscript for the 𝛿𝑇 parameter has been dropped and it will not be 

used anymore in the remaining of this chapter to differentiate between the MADBTG 

and COI thresholds. The parameters shown in Figure 6.7 are described as follows: 

 𝑆𝑀𝑀𝑈: set of all fault events resulting in multi-machine instability.  

 𝑛𝑀𝑀𝑈: number of elements of 𝑆𝑀𝑀𝑈. 

 (𝛿𝑇 , 𝛿𝐶): clustering parameters, for 𝛿𝑇 = [100°: 180°] (MADBTG), 𝛿𝑇 =

[100°: 180°] (COI), and 𝛿𝐶 = [10°: 100°]. All evaluated in 10° steps. 

 𝐾∗(𝑛; 𝛿𝑇): optimal number of clusters found for event 𝑛 using the GS test, for 

clustering at 𝛿𝑇. 

 𝐾(𝑛; 𝛿𝑇 , 𝛿𝐶): number of clusters for event 𝑛 obtained with a cut-off value 𝛿𝐶, 

for clustering at 𝛿𝑇. 

 𝐽(𝛿𝑇,𝛿𝐶): number of GPs produced with parameters (𝛿𝑇 , 𝛿𝐶) for all events that 

belong to 𝑆𝑀𝑀𝑈. 

 𝐺𝑃(𝛿𝑇,𝛿𝐶),𝑗: set containing all grouped events that belong to the 𝑗𝑡ℎ GP obtained 

with clustering parameters (𝛿𝑇 , 𝛿𝐶). 𝑗 = {1, 2, … , 𝐽(𝛿𝑇,𝛿𝐶)}.   

 𝑅(𝛿𝑇,𝛿𝐶),𝑗: number of elements (events) contained in each set 𝐺𝑃(𝛿𝑇,𝛿𝐶),𝑗. 

∑ 𝑅(𝛿𝑇,𝛿𝐶),𝑗 =∀𝑗 𝑛𝑀𝑀𝑈 . 
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 𝐴𝑆𝑊𝐺𝑆(𝛿𝑇,𝛿𝐶),𝑗: set containing grouped ASW values only of events with GPs 

having 𝐾 = 𝐾∗ clusters according to the GS test and belonging to the 𝑗𝑡ℎ GP 

obtained with clustering parameters (𝛿𝑇 , 𝛿𝐶). 𝑗 = {1, 2, … , 𝐽(𝛿𝑇,𝛿𝐶)}. 

 𝑆(𝛿𝑇,𝛿𝐶),𝑗: number of elements contained in each set 𝐴𝑆𝑊𝐺𝑆(𝛿𝑇,𝛿𝐶),𝑗 (𝑆(𝛿𝑇,𝛿𝐶),𝑗 ≤

𝑅(𝛿𝑇,𝛿𝐶),𝑗). 

 

Figure 6.7 Flowchart of the proposed statistical clustering assessment 

Therefore, a search over all the predefined values of the instants for clustering 𝛿𝑇 and 

cut-off thresholds 𝛿𝐶 is performed for all the events from the set of multi-machine 

unstable events for a given system, and for each method of measuring angles. Each pair 

(𝛿𝑇 , 𝛿𝐶) will produce a number of 𝐽(𝛿𝑇,𝛿𝐶) GPs, each of which consists of a certain 

number of 𝑅(𝛿𝑇,𝛿𝐶),𝑗 events, which are grouped into the sets 𝐺𝑃(𝛿𝑇,𝛿𝐶),𝑗, with 𝑗 =

1,2… , 𝐽(𝛿𝑇,𝛿𝐶). In parallel, for each event 𝑛 and instant of clustering 𝛿𝑇, a GS test is 

performed, yielding an estimation of the optimal number of clusters 𝐾∗(𝑛; 𝛿𝑇). This 

result is compared against the number of clusters 𝐾(𝑛; 𝛿𝑇 , 𝛿𝐶) obtained directly for 

each of the predefined cut-off threshold values 𝛿𝐶, then only if 𝐾 = 𝐾∗, the ASW of 

the event’s GP is calculated and stored in the set 𝐴𝑆𝑊𝐺𝑆(𝛿𝑇,𝛿𝐶),𝑗, each one finally 

having a total of 𝑆(𝛿𝑇,𝛿𝐶),𝑗 elements. With this information, a quality measure can be 

assigned to all GPs according to (6.9), where 𝑛𝑠 is the calculated ASW value of each 

element (event) of the set 𝐴𝑆𝑊𝐺𝑆(𝛿𝑇,𝛿𝐶),𝑗, for all 𝑗 = 1,2… , 𝐽(𝛿𝑇,𝛿𝐶). 

 𝐺𝑃𝐴𝑆𝑊(𝛿𝑇,𝛿𝐶),𝑗 =
1

𝑅(𝛿𝑇,𝛿𝐶),𝑗
∑ 𝐴𝑆𝑊𝐺𝑆(𝛿𝑇,𝛿𝐶),𝑗{𝑛𝑠}

𝑆(𝛿𝑇,𝛿𝐶),𝑗

𝑠=1

 (6.9) 
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The calculated Grouping Pattern ASW index 𝐺𝑃𝐴𝑆𝑊(𝛿𝑇,𝛿𝐶),𝑗 in (6.9) is an ASW type 

metric but averaged over the 𝑅(𝛿𝑇,𝛿𝐶),𝑗 elements (events) of the 𝐺𝑃(𝛿𝑇,𝛿𝐶),𝑗 sets instead 

of over the total 𝑆(𝛿𝑇,𝛿𝐶),𝑗 elements (events) of the 𝐴𝑆𝑊𝐺𝑆(𝛿𝑇,𝛿𝐶),𝑗 sets themselves (with 

𝑆(𝛿𝑇,𝛿𝐶),𝑗 ≤ 𝑅(𝛿𝑇,𝛿𝐶),𝑗). In this way, the 𝐺𝑃𝐴𝑆𝑊(𝛿𝑇,𝛿𝐶),𝑗 index represents a quality 

measure that takes into account only validated clustered events whose GPs were 

correctly estimated according to the GS test, and as such, it quantifies the degree to 

which that identified GP represents an optimal or true oscillation pattern for the system. 

In order to compare the HC results obtained from all pairs of clustering parameters 

(𝛿𝑇 , 𝛿𝐶), a total quality measure is defined in (6.10).  

 𝑇𝐺𝑃𝐴𝑆𝑊(𝛿𝑇,𝛿𝐶) =
1

𝐽(𝛿𝑇,𝛿𝐶)
∑ 𝐺𝑃𝐴𝑆𝑊(𝛿𝑇,𝛿𝐶),𝑗

𝐽(𝛿𝑇,𝛿𝐶)

𝑗=1

 (6.10) 

The Total Grouping Pattern ASW index 𝑇𝐺𝑃𝐴𝑆𝑊(𝛿𝑇,𝛿𝐶) in (6.10) is the simple average 

of the 𝐺𝑃𝐴𝑆𝑊(𝛿𝑇,𝛿𝐶),𝑗 values, since each of the 𝐽(𝛿𝑇,𝛿𝐶) obtained GPs would represent a 

true oscillation pattern according to the clustering parameters (𝛿𝑇 , 𝛿𝐶), and hence must 

be assigned the same level of importance. 

In a similar way to the use of the maximum ASW value as a means to determine the 

best clustering partition of a data set, the maximum value of the proposed 

𝑇𝐺𝑃𝐴𝑆𝑊(𝛿𝑇,𝛿𝐶) index over all clustering parameter pairs (𝛿𝑇 , 𝛿𝐶) will yield the optimal 

or true set of GPs that best represents the multi-machine unstable oscillation patterns 

for any power system. Therefore, the optimal clustering parameters (𝛿𝑇𝑂 , 𝛿𝐶𝑂) of the 

HC algorithm as proposed in this thesis can be found using (6.11). 

 (𝛿𝑇𝑂, 𝛿𝐶𝑂) = 𝑚𝑎𝑥
(𝛿𝑇,𝛿𝐶)

{𝑇𝐺𝑃𝐴𝑆𝑊(𝛿𝑇,𝛿𝐶)} (6.11) 

6.6 Proposed stabilisation procedure  

Each of the total 𝐽(𝛿𝑇𝑂,𝛿𝐶𝑂) optimal GPs sets 𝐺𝑃(𝛿𝑇𝑂,𝛿𝐶𝑂),𝑗 obtained by finding the 

maximum 𝑇𝐺𝑃𝐴𝑆𝑊 index contains a subset comprising the Critical Group (CG) of 

generators as defined previously in Section 6.2 (denoted as 𝐶𝐺𝑗), i.e., the group or 

cluster hit first by the travelling wave (cluster of G1-G2 in the illustrative example of 

Figure 6.1). Each of the GPs will be stabilised independently by finding their most 

unstable event, called the Critical Event (CEV), among all 𝑅(𝛿𝑇𝑂,𝛿𝐶𝑂),𝑗 events from each 

𝐺𝑃(𝛿𝑇𝑂,𝛿𝐶𝑂),𝑗 set, and the Critical Generator (CGEN), which belongs to the subset 𝐶𝐺𝑗. 
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This straightforward systematic procedure can be devised since it can be expected that 

if the Critical Event per GP (i.e., the most critical event) can be stabilised by 

appropriate CCMs, then all other events of the same group will be also stabilised as 

they are less critical. It is also expected that only one CGEN from the subset 𝐶𝐺𝑗 is able 

to control each multi-machine oscillation pattern, considering that the critical ones have 

been correctly identified, as it is the case with the proposed methodology. The 

identification of the Critical Event can be done by means of the 𝐴𝐴𝐶𝐶  index, which as 

discussed in previous chapters, can be used to quantify the severity of events, being 

able to rank all cases for each GP accordingly. For the present application, the 𝐴𝐴𝐶𝐶  per 

event 𝑛𝑟 and for each 𝐺𝑃(𝛿𝑇𝑂,𝛿𝐶𝑂),𝑗 as specified in (6.12), with 𝑟 = 1, 2, … , 𝑅(𝛿𝑇𝑂,𝛿𝐶𝑂),𝑗 

and 𝑗 = 1, 2, … , 𝐽(𝛿𝑇𝑂,𝛿𝐶𝑂), is used to perform the ranking. 

 𝐴𝐴𝐶𝐶−𝑗(𝑛𝑟) = 𝐶𝐺𝐸𝑁𝑗(𝐴𝐴𝐶𝐶(𝑇𝛿𝑇𝑂
)) (6.12) 

The 𝐴𝐴𝐶𝐶  index as presented in (6.12), represents the 𝐴𝐴𝐶𝐶  index value of the 𝐶𝐺𝐸𝑁𝑗 

for each 𝐶𝐺𝑗 (rad.), measured at 𝑇𝛿𝑇𝑂
, which is the instant of clustering when the first 

generator reaches 𝛿𝑇𝑂 for event 𝑛𝑟. The value of 𝑇𝛿𝑇𝑂
 is different for each event 𝑛𝑟 

since the angle threshold for clustering 𝛿𝑇𝑂 is reached during the oscillation at different 

instants of time for each event. The 𝐶𝐺𝐸𝑁𝑗 can be identified using expression (6.14), it 

is the generator having the maximum 𝐴𝐴𝐶𝐶−𝑗(𝐺𝑖) sum for all the events 𝑅(𝛿𝑇𝑂,𝛿𝐶𝑂),𝑗 of a 

GP as defined in (6.13). 

 𝐴𝐴𝐶𝐶−𝑗(𝐺𝑖) = ∑ {𝐺𝑖−𝑟(𝐴𝐴𝐶𝐶(𝑇𝛿𝑇𝑂
))}, ∀𝐺𝑖 ∈ 𝐶𝐺𝑗

𝑅(𝛿𝑇𝑂,𝛿𝐶𝑂),𝑗

𝑟=1

 (6.13) 

 𝐶𝐺𝐸𝑁𝑗 = 𝑚𝑎𝑥
𝐺𝑖

𝐴𝐴𝐶𝐶−𝑗(𝐺𝑖) , ∀ 𝑗 (6.14) 

In (6.13), 𝐺𝑖−𝑟(𝐴𝐴𝐶𝐶(𝑇𝛿𝑇𝑂
)) represents the 𝐴𝐴𝐶𝐶  index of generator 𝐺𝑖 belonging to 𝐶𝐺𝑗 

during event 𝑛𝑟 for 𝑗 = 1, 2, … , 𝐽(𝛿𝑇𝑂,𝛿𝐶𝑂). Since the stabilisation of the CGENs 

obtained by (6.14) would avoid the multi-machine instability, the CCMs must be 

applied directly to them, or their corresponding LV, or HV buses, as the impact of 

CCMs is maximised there and will be reduced if applied or installed to a farther bus or 

other locations in the system. This means that the identification of the CGENs 

automatically determines the location where CCMs should be applied irrespectively of 

the type of CCM that is chosen.  
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The stabilisation procedure is summarised as follows: i) identify the Critical Event 

(CEV) and the CGEN by (6.12) and (6.14), respectively, independently for each 𝑗𝑡ℎ of 

the GPs, ii) determine the amount/size of the selected CCM to be applied only to the 

𝐶𝐺𝐸𝑁𝑗 to stabilise only the 𝐶𝐸𝑉𝑗 (e.g., MVAR if reactive compensation based CCMs 

are used, MWs if BRs, amount of units/MW of generation shedding, etc.), iii) test the 

effectiveness of the CCM determined in ii) by simulating again the remaining events of 

each GP, iv) if all the remaining events are not stabilised, identify a new CEV among 

the ones that were not stabilised using (6.12) with the CCM in place and return to step 

ii), v) repeat this process until full stabilisation is achieved, vi) with the deployed CCMs 

obtained for each GP, a final set of CCMs is defined based on the resulting reduction of 

the probability of instability obtained per group with respect to the case without CCMs. 

6.7 Case study using the modified IEEE 68 bus test network 

6.7.1 Transient stability assessment and generator clustering  

The 20% RES penetration scenario developed for the analysis in Chapter 5 is used to 

test the methodology. The PI for this case results in 9.3%, or 925 unstable cases out of 

10,000. From the 925 unstable cases, 701 (76%) are single-machine and 224 (24%) are 

multi-machine unstable cases. Only the latter are further analysed as proposed in 

Section 6.4. The application of the clustering algorithm to the 10,000 responses would 

yield an additional GP containing 9,075 cases having only one cluster containing all the 

generators of the system together, since for these simulations the generators would not 

oscillate away from each other enough to allow grouping them into relevant different 

clusters. For the single machine unstable cases, the clustering algorithm would produce 

additional GPs with only two clusters each, one containing just the single unstable 

generator, and the other cluster containing the rest of generators in the system. For 

single-machine unstable cases, there is no need to identify which generator to stabilise, 

and CCMs can be applied directly to them without any especial procedure. Multi-

machine unstable events on the other hand, represent a high risk for the system since 

major blackouts are likely to happen, and identifying the proper way to stabilise the 

system by deploying the minimum amount of CCMs is actually very beneficial. 

The surface plots of Figure 6.8 (a), (b), and (c), show the ASW values, total number 

𝐽(𝛿𝑇,𝛿𝐶) of GPs, and the percentage of events that passed the GS test, respectively, as a 

function of (𝛿𝑇 , 𝛿𝐶), for both the MADBTD and COI frame criteria. It can be seen that 
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all values of the ASW are greater than 0.62, indicating that the data does present 

classifiable trends over the entire clustering region defined. For low values of 𝛿𝐶, the 

ASW is the highest. In this region, however, the number 𝐽(𝛿𝑇,𝛿𝐶) of GPs is also the 

highest and very large, around 100-160, see Figure 6.8 (b). The ASW values are 

therefore artificially increased there, as discussed in Section 6.4, that is, a very high 

number of GPs does not provide any useful partition about a data set. For higher values 

of 𝛿𝐶, the number of GPs reduces considerably, which is not the case for the ASW, 

whose values also decrease only to a certain extent, but show an increasing trend over 

the region 𝛿𝐶 = 50-80° and 𝛿𝑇 = 160-170° for the MADBTG, and 𝛿𝐶 = 50-90° and 

𝛿𝑇 = 120-150° for the COI as seen in Figure 6.8 (a). In these areas, the number 𝐽(𝛿𝑇,𝛿𝐶) 

of GPs obtained is always lower than 20, see Figure 6.8 (b), which suggests that for 

such regions better clusters might be obtained. It would be impossible, however, to 

draw a definitive conclusion based only on the ASW and 𝐽(𝛿𝑇,𝛿𝐶) information. More 

insights are provided in Figure 6.8 (c). For the MADBTG, relatively high values of 

clustering accuracy according to the GS test are observed for 𝛿𝑇 values of 100° and 𝛿𝐶 

values of 50-100°, though they decrease considerably as 𝛿𝑇 increases. The highest 

values of accuracy (around 70-80%), however, are obtained for the region 𝛿𝐶 = 50-80° 

and 𝛿𝑇 = 160-170° for the MADBTG, and 𝛿𝐶 = 50-80° and 𝛿𝑇 = 130-150° for the 

COI, all of which agree with the trend observed in the ASW surfaces of Figure 6.8 (a). 

 

 
                         (a)                                             (b)                                                 (c) 

Figure 6.8 Main metrics for the MADBTG (above) and COI (below). (a) ASW. (b) Number of Grouping 

Patterns - GP. (c) Percentage of cases that passed the GS test (accuracy) 

Figure 6.9 shows the 𝑇𝐺𝑃𝐴𝑆𝑊 index values allowing a better and definitive 

assessment of the actual quality of different GPs or clustering partitions using the 
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properties of both the ASW and GS. It can be clearly seen that the optimal clustering 

parameters displaying the maximum 𝑇𝐺𝑃𝐴𝑆𝑊 values are 𝛿𝑇𝑂 = 160° and 𝛿𝐶𝑂 = 60-

80° for the MADBTG and 𝛿𝑇𝑂 = 130° and 𝛿𝐶𝑂 = 70° for the COI. The GPs obtained 

with these parameters are shown in Table 6.2 and Table 6.3, for the MADBTG and 

COI reference frame methods for measuring angles, respectively, where the subscript 

(𝛿𝑇𝑂, 𝛿𝐶𝑂) has been dropped from the notation of the first two column headers. The 

tables also present the different cluster’s composition per GP and the Critical Groups 

(CGs), which are underlined in the tables. 

 
                                           (a)                                                            (b)      

Figure 6.9 TGPASW index values. (a) MADBTG and (b) COI. 

Table 6.2 Optimal multi-machine unstable grouping patterns (GPs) - MADBTG 

𝐺𝑃𝑗  𝑅𝑗 Freq. GP’s Cluster Composition (CGs underlined) 

1 111 49.6% (G4-G5)(G2-G3/G6-G11)(G1/G12-G16) 

2 74 33.0% (G4-G7)(G2-G3/G8-G11)(G1/G12-G16) 

3 19 8.5% (G6-G7)(G2-G5/G8-G11)(G1/G12-G16) 

4 17 7.6% (G4-G7/G9)(G2-G3/G8/G10-G11)(G1/G12-G16) 

5 2 0.9% (G4/G6-G7)(G2-G3/G5/G8-G11)(G1/G12-G16) 

6 1 0.4% (G4-G5)(G2-G3/G6-G11/G16)(G1/G12-G15) 

Table 6.3 Optimal multi-machine unstable grouping patterns (GPs) - COI 

𝐺𝑃𝑗  𝑅𝑗 Freq. GP’s Cluster Composition (CGs underlined) 

1 113 50.4% (G4-G5)(G2-G3/G6-G11)(G1/G12-G16) 

2 74 33.0% (G4-G7)(G2-G3/G8-G11)(G1/G12-G16) 

3 17 7.6% (G6-G7)(G2-G5/G8-G11)(G1/G12-G16) 

4 16 7.1% (G4-G7/G9)(G2-G3/G8/G10-G11)(G1/G12-G16) 

5 3 1.3% (G4/G6-G7)(G2-G3/G5/G8-G11)(G1/G12-G16) 

6 1 0.4% (G6-G7)(G2-G5/G8-G11/G16)(G1/G12-G15) 

By comparing results obtained from the 𝑇𝐺𝑃𝐴𝑆𝑊 values shown in Figure 6.9 with 

others obtained with (𝛿𝑇 , 𝛿𝐶) pairs in the region also showing high clustering accuracy 

according to Figure 6.8 (c), it can be confirmed that the GPs obtained with (𝛿𝑇𝑂, 𝛿𝐶𝑂) 

present the minimum number of patterns and the minimum number of clusters per 
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pattern (three for each GP). This makes them the best ones fully discriminating the 

unstable oscillation patterns having fewer groups from all results obtained for all 

(𝛿𝑇 , 𝛿𝐶) pairs tested. In addition, it can also be seen that results using the MADBTG 

and COI frame yield practically the same GPs, only differing slightly on 𝐺𝑃𝑗=6, the 

least frequent one with less than 1% participation in the identified unstable patterns. 

Table 6.4 Comparison against results using other HC parameters 

HC parameters Nº of GPs GS Acc.  TGPASW 

Proposed: statistical (𝛿𝑇𝑂, 𝛿𝐶𝑂), COI 6 76.34 % 0.5569 

i) Heuristic as in [134, 139] 69 15.18 % 0.1482 

 ii) Heuristic with 𝛿𝑇=360°, 𝛿𝐶=360°   8 27.23 % 0.1464 

 iii) Heuristic with 𝛿𝑇=360°, 𝛿𝐶=190°   18 34.38 % 0.3056 

In order to illustrate further the improvements of the proposed approach in terms of the 

quality of the clusters, specific comparisons of the obtained results against cases 

employing different clustering parameters are presented. Results obtained with the 

proposed approach using the COI frame and three additional cases are shown in Table 

6.4: i) clustering at the last instant of simulation with a predefined cut-off of 𝛿𝐶 = 360° 

as in [134, 139], ii) clustering at the typical angle threshold of 𝛿𝑇 = 360° for instability 

detection using the MADBTG criterion, with a cut-off of 𝛿𝐶 = 360°, and iii) clustering 

as in ii) but for the best cut-off value found among the range [10°, 360°] according to 

the 𝑇𝐺𝑃𝐴𝑆𝑊 results shown in Figure 6.9, which is 𝛿𝐶 = 190°. Case i) presents a high 

number of GPs with the lowest quality measures. Since the clustering is done at a point 

where the angles are already out of step, randomly oscillating, they do not present a 

useful pattern that can be discovered. Case ii), using typical instability thresholds, 

yields a reduced number of eight GPs, however, these do not represent the data 

properly, since their quality measures are very low compared to those obtained with the 

proposed solution. Hence, obtaining a reduced number of GPs is not a definitive 

indication of a proper clustering of the data. Case iii) shows that even by finding the 

best cut-off for the typical 𝛿𝑇 = 360°, results are still very far from the proposed 

method in terms of the quality measures, and with a considerable high number of 

eighteen GPs against the six found with the optimal parameters as proposed. Besides, 

the found 𝛿𝐶 = 190° does not provide any physical insight into the coherency 

phenomenon. On the other hand, the non-heuristically found 𝛿𝐶𝑂 = 70°, does offer a 

practical physical threshold 𝛿𝐶 around 70° that can be used as a reference for coherency 

identification as generators start to shift away from each other. All the described 
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features are an indication of the optimality of the obtained results, and will facilitate 

further steps for the stabilisation of the system.  

6.7.2 Deployment of corrective control measures  

The system is stabilised in this test case, as an illustrative example of the methodology, 

by using Switched Shunt Capacitors (SSHCs) as the CCM. The main objective of this 

section is to illustrate the proposed method for CCMs deployment, while the 

stabilisation as such can be performed with any type of CCM available. Any other 

CCM could have been used, such as disruptive generation shedding. Therefore, for the 

example presented, once the Critical Generators (CGENs) are found, i.e., the optimal 

locations of any CCM deployment, the SSHCs are considered to be installed at the HV 

bus (230 kV) of the found CGENs for evaluating their stabilisation capabilities. The 

SSHCs will operate, i.e., will be switched on, shortly after the fault occurs, around 20 

ms, following by a simple control scheme that takes as input the locally available speed 

deviation of the generator. The 20 ms is the time the simple implemented control of the 

device takes to detect the disturbance, with circuit-breaker times being neglected for 

this theoretical application. As mentioned before, for first-swing transient stability, 

operating times of CCMs are of utmost importance, and hence a very fast response has 

been considered in this example using simple devices such as SSHCs, to maximise 

their effect. Studies with much faster FACTS devices and control schemes for reacting 

to fault conditions should be performed in the future to more precisely assess how fast 

they can operate to have an important effect on first-swing transient stability. The 

SSHC is disconnected at the beginning of the first back-swing in order to avoid strong 

backward oscillations that could affect the damping of the system negatively in further 

oscillations. Finally, since results using the COI and MADBTG criteria are practically 

the same, subsequent analyses will be performed using results for the COI case only. 

Table 6.5 Independent stabilisation results of each GP’s Critical Group (CG) 

𝐶𝐺𝑗 of 𝐺𝑃𝑗  𝐶𝐺𝐸𝑁𝑗 
𝐶𝐺𝐸𝑁𝑗 

(Nom. MVA) 

SSHC size at 𝐶𝐺𝐸𝑁𝑗 

(MVAR) 

1st iter. / 2nd iter. 

Cases Stabilised 

1st iter. / 2nd iter. 

1 G5  700 1,000 100% (113/113) 

2 G5 700 500/1,000 95% (70/74)/100% (74/74) 

3 G6 1,000 200/600 82% (14/17)/100% (17/17) 

4 G5 700 700 100% (16/16) 

5 G6 1,000 500 100% (3/3) 

6 G6 1,000 300 100% (1/1) 
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Results of the procedure described in Section 6.6 are shown in Table 6.5. All GPs were 

independently stabilised applying the SSHCs only to the CGENs of their Critical 

groups (CGs) found by (6.14) in one iteration, except for CGENs of GPs 2 and 3, 

which required two iterations, based on the ranking of CEVs obtained using (6.12). G5 

and G6, with nominal installed capacity of 700 and 1,000 MVA, respectively, as shown 

in Table 6.5, are identified as the CGENs in the test system from the multi-machine 

transient instability point of view. Therefore, they also represent the optimal locations 

for deployment of CCMs for transient stability improvement. It can be seen from Table 

6.5, that a 1,000 MVAR SSHC installed at G5 and a 600 MVAR SSHC installed at G6, 

will guarantee a 100% stabilisation of all six GPs. As a demonstration of the optimality 

of the proposed solution, it is verified that for the Critical Group 𝐶𝐺𝑗 = 1, which 

contains G4 and the CGEN G5 as shown in Table 6.3, if the obtained 1,000 MVAR 

SSHC is installed at G4 instead of at the CGEN G5, then a stabilisation of 98.23% is 

achieved. This degree of stabilisation, although being high, is lower than the 100% 

obtained when the SSHC is installed at the identified CGEN. 

Table 6.6 Total stabilisation results for different sets of SSHCs sizes operating simultaneously at the 

optimal locations at G5 and G6 

Set 

Nº 

SSHC size - 

G5 (MVAR) 

Comp. Level 

G5 (%) 

SSHC size - 

G6 (MVAR) 

Comp. Level 

G6 (%) 
Cases Stabilised 

1 1000 143% 600 60% 100% (224/224) 

2 700 100% 500 50% 98.66% (221/224) 

3 500 71% 500 50% 94.20% (211/224) 

4 500 71% 300 30% 92.86% (208/224) 

Table 6.6 shows results for four sets of CCMs sizes operating simultaneously at the two 

identified optimal locations, i.e., the CGENs G5 and G6, based on the results in Table 

6.5. Table 6.6 also shows the percentage of compensation level measured as the ratio 

between the SSHC size (in MVAR) and the nominal installed capacity of the 

corresponding plants (in MVA). It is confirmed that the Set 1 of CCMs is capable of 

stabilising the 100% of the multi-machine unstable events as expected, since the CCMs 

sizes are defined directly from the results in Table 6.5 for a 100% stabilisation of each 

GP. Set 2 achieves a very high stabilisation of 99% with a total of 400 MVARs less 

than the critical Set 1. For Set 4, that has the minimum requirements in terms of SSHC 

sizes, a very acceptable 92.86% of stabilisation is achieved, with nominal SSHCs of 

500 and 300 MVAR (50% of the capacity required for Set 1) connected to both CGENs 

G5 and G6, respectively. These sizes are about 71% and 30% of the nominal MVA 
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capacity of the corresponding generators, they are also within magnitudes of 

compensation already in use in conventional systems.  

6.7.3 Discussion  

The case study presented in this section is considered adequate to test and demonstrate 

the robustness and effectiveness of the proposed methodology. Different system 

scenarios and uncertainties, e.g., network topology, system loading levels, RES 

penetration and location, fault duration, etc., will produce new angle responses and may 

change the system GPs and the final CCMs deployment. The application of the method, 

however, will remain unchanged, since the clustering parameters are statistically 

identified and the algorithm is entirely data-based with minimum heuristics involved. 

This is also the case for the subsequent stabilisation procedure, which is based on the 

systematic ranking of events using the proposed indices. The definition of new 

scenarios and other uncertainties is straightforward using the proposed MC approach as 

thoroughly described in previous chapters. Some system uncertainties have not been 

included in the presented test case, e.g., pre-fault generator and line outages. These 

uncertainties in pre-fault grid topology, in addition to the ones considered throughout 

this thesis, will also have an impact on the system oscillation patterns and hence should 

and can be easily included in the analysis using the proposed MC approach. In addition 

to considering the full range of uncertainties associated with power system operation, a 

techno-economic assessment of the solutions should also form an essential part of the 

development of practical solutions for grid stabilisation. 

It is also important to highlight that the precise information about the composition of 

GPs, as obtained in Table 6.2 and Table 6.3, can be used for the stabilisation of other 

clusters apart from the critical one, as was the focus of the study case presented in this 

section. These other clusters will oscillate at a lower rate than the critical group and can 

be acted upon in order to damp their oscillation modes. A critical generator for those 

other non-critical clusters could also be identified using the same proposed procedure 

so that any CCM deployment is optimised as well. Finally, practically the same 

oscillation patterns are obtained using the MADBTG and COI frame approaches for 

measuring rotor angle displacements. Thus, the selection of either has no influence on 

the results of the proposed HC application. Also, for the MADBTG and COI frame, 

cut-offs of around 70° yielded the optimal number of groups, implying that such 

interval is also a good reference threshold value for general coherency identification.  
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In the test case provided, CCMs (SSHCs) were considered to be already installed 

having a decentralised control. This would be an example of using the proposed 

methodology for planning applications in order to decide where to install new CCM 

devices, in which the optimal locations for such CCMs deployment are found based on 

information from the system operation. The methodology proposed, however, can be 

applicable to real time centralised control as well. The method provides a suitable 

instant for clustering, given by 𝛿𝑇 values of 160° and 130° using the MADBTG and 

COI, respectively. This means that at such point of separation, an on-line assessment of 

the system could identify, very reliably, the oscillations that are developing and the 

generators driving them, so that operational generation shedding or islanding schemes 

can be deployed in order to limit further system separation, avoiding instability.  

As discussed in Section 6.3, thresholds of 240° (MADBTG) and 180° (COI) yield high 

accuracies of around 99% for the instability identification and can be considered as 

approximate upper stability boundaries for the system. The 𝛿𝑇 values found using the 

HC methodology proposed are of lower magnitude, which means that the critical multi-

machine oscillation patterns can be identified faster, before reaching the upper bound 

stability limits of the system in terms of angles. For the specific 20% RES scenario 

analysed in the test case presented in this chapter, the mean value of the time reduction 

for a system separation reaching the 160° threshold with respect to the approximate 

boundary of 240° found using the MADBTG is 261 ms, while for the case of the 130° 

threshold with respect to the approximate boundary of 180° found using the COI is 192 

ms. This is in addition to the reductions already seen in Table 6.1 and Figure 6.6 (b) 

and (c) with respect to using the more conservative benchmark threshold of 360° 

(MADBTG). The application of this benchmark threshold of 360° (MADBTG) in the 

20% RES penetration scenario used for testing the methodology in this chapter, would 

yield a mean time to detect instability of 816 ms, as seen from Figure 6.6 (a). While 

with the proposed methodology, the mean time to detect instability would reduce to 

about 402 ms, i.e., 816 ms – 153 ms (from Table 6.1) – 261 ms, using the MADBTG, 

and to 405 ms , i.e., 816 ms – 219 ms (from Table 6.1) – 192 ms, using COI frame. As 

it can be seen, there is an important potential reduction in the assessment times of the 

system (of around 50% for the present case compared to conservative thresholds) if the 

proposed clustering method is used in on-line applications. This feature, with the 

additional incorporation of data based classification techniques, can be used to develop 

very fast on-line predictive assessment tools and needs to be further studied. 



206 | Optimal Deployment of Corrective Control Measures for Transient Stability Improvement 

It is also noteworthy that the HC methodology proposed allows to confirm that G5 and 

G6 are the actual critical generators from the multi-machine instability point of view. In 

Chapter 5, the criticality of generators G4-G7 was already evidenced. Determining the 

most critical out of these four generators, however, was not obvious from results 

obtained directly from their PI values, 𝐴𝐴𝐶𝐶  index values, or 𝑇𝑃𝑆 times. In Section 

5.3.3.1, it was seen that G4-G7 were mostly unstable in multi-machine events, see 

Figure 5.10 and Figure 5.11, with G4-G5 having higher PI values than G6-G7 for the 

20% RES penetration level. Hence, just by the PI values, G4 would be more critical 

than G6-G7. In Section 5.4.2, it can be seen that regarding the 𝑇𝑃𝑆 times (see Figure 

5.52 for the 20% RES penetration level), it is actually G4 the one showing faster pole-

slip times, followed by G7, G5 and G6. Hence, G4 could be considered as the most 

critical. On the other hand, looking at the 𝐴𝐴𝐶𝐶  index measured at 𝑇𝑃𝑆 in Figure 5.53 

for the 20% RES level (unstable cases), it is G5 the one showing the highest index 

values, followed by G6, G4 and G7. If looking at Figure 5.53 but the results of all 

cases, the order is G5, G4, G6 and G7. In this case, results of the 𝐴𝐴𝐶𝐶  index measured 

at 𝑇𝑃𝑆 for the unstable cases did show the correct criticality of generators. The results of 

the other mentioned parameters, however, especially the 𝑇𝑃𝑆 values showing that G4 

and G7 reach instability considerably faster than G5 and G6 on average, would also be 

a strong reason to identify them as the most critical due to the shorter available time for 

their stabilisation. It is only with the proposed approach, that allows to identify the 

actual oscillation patterns in conjunction with the generators driving them, or having 

more influence on them, that the actual critical generators can be effectively found. It is 

verified that the generators losing synchronism first or having higher PI values are not 

necessarily the most critical from the multi-machine transient instability point of view. 

Therefore the identification of these critical generators is not a straightforward task, 

and this is a very important fact to bear in mind when developing strategies for the 

improvement of first-swing transient stability. 

6.8 Summary 

The probabilistic MC approach proposed in Chapter 4 was used to investigate the 

accuracy of different angle thresholds for the identification of instability. Assessments 

using the MADBTG and the angle difference with respect to the COI criteria were 

performed. Practical threshold values with accuracies of 99% were found that minimise 

the time of instability identification to a great extent with respect to the typical 



Optimal Deployment of Corrective Control Measures for Transient Stability Improvement | 207 

threshold of 360° of difference between generators. Accuracies for some of the most 

used threshold values used in past literature were found to be considerably low. The 

found thresholds having high accuracies can be generalised to any large systems in case 

no further information regarding the oscillations behaviour is available. The 

investigation and definition of practical thresholds for the identification of transient 

instability in multi-machine power systems represent the fifth original contribution of 

this thesis. 

A novel and robust procedure for the identification of the actual oscillation patterns and 

critical generators in a power system was proposed in this chapter. The parameters of 

the HC algorithm used, i.e., the instant of clustering and the cut-off threshold for the 

obtained dendrograms were defined statistically by means of new proposed statistics 

for measuring the quality of clusters. With the information obtained regarding the 

oscillation patterns from the proposed clustering method, a stabilisation procedure was 

developed for the optimal deployment of CCMs, aimed at reducing the probability of 

multi-machine instability. The proposal of the methodology for identification of the 

actual rotor oscillation patterns, and the development of the methodology for the 

systematic stabilisation of critical multi-machine instabilities in uncertain power 

networks through the optimal deployment of CCMs, represent the sixth and seventh 

original contributions of this thesis.  
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The provision of security in the form of transient stability improvement by means of 

either preventive or corrective measures involves the commitment or availability of 

resources or equipment in addition to the ones required merely for the delivery of 

electrical energy in the network. The resulting additional operating expenses can be 

thought of as the cost of security and the required stabilisation measures as an ancillary 

service. This straightforward costing concept has demonstrated to be no that simple to 

implement in practice though, due to technical, regulatory and even historical reasons 

in the case of transient stability. A discussion of the value of stability and the associated 

costs, as well as, of the issues related to a long-term cost-effective stabilisation of 

uncertain power systems is provided in this chapter.  

7.1 The value of transient stability 

Though the Automatic Voltage Regulator (AVR) is the main provider of transient 

stability for a synchronous generator, its value as a corrective measure has been 

generally ignored in economic terms since it is considered to be a default controller 

included to all generators. The base case scenario when dealing with ensuring power 

system transient stability is a scenario of a network that needs supplementary transient 

stabilisation in addition to the presence and the capabilities of all already installed 

AVRs in the system. It can be considered that this fact, in addition to the centralised 

and vertically integrated energy market before deregulation obscured the importance or 
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decreased the need of actually costing the improvement of stability in power networks, 

either by the AVRs themselves or with additional special corrective measures. This is 

somewhat evidenced in the available past research on corrective measures presented in 

Chapter 1. The references dated between 1960-2000 [68, 69, 74, 85, 86, 93, 94, 97], for 

instance, present project implementations of Braking Resistors (BRs) and Fast-Valving 

(FV) without discussing the economic benefits of such measures, and even the 

associated equipment costs were barely mentioned, if at all. The easiest and more 

reliable way to avoid transient stability problems is to limit the dispatch of critical 

generators and power transfers through critical lines. These extremely conservative 

measures were easier to implement in vertically integrated power systems, without the 

need of a strict consideration of economic aspects, agents responsible of the insecure 

operation, beneficiaries of the stabilisation, etc. 

More recently, with the liberalisation of the electricity markets, the operation of power 

systems changed to a market-based one, and its economic efficiency and fairness to all 

participants became of prime importance. Under this scenario, as discussed in Section 

1.4.3, the focus of research on the topic of global transient stabilisation in power 

networks has been on preventive measures by means of generation rescheduling in the 

most economical way possible, using Transient Stability Constrained Optimal Power 

Flow (TSCOPF) approaches. Using this type of methodologies, the cost of transient 

stability is determined as the difference between the total operating cost with the 

transient stability security constraints included and the cost of the economic dispatch 

without those constraints. The resulting cost can be referred to as the transient stability 

congestion cost. TSCOPF methods that include corrective measures in addition to 

preventive measures into the optimisation are usually reduced to the application of 

generation and load-shedding. These methodologies deal mainly with efficient ways of 

solving the (very complex) optimisation problem, and not to specifically find the value 

of stability itself. 

References [196-203] go a step further and use TSCOPF based methods with a focus 

on the congestion resulting from the transient stability constraints and study the subject 

considering electricity market conditions. These methods are based on the calculation 

of Locational Marginal Prices (LMPs) and require an analytical method to solve the 

optimisation problem so that the Lagrange multipliers or shadow prices for all 

considered constraints can be obtained. The LMP theory offers a way of managing the 

congestion produced by the provision of additional security from the point of view of 



210 | Cost-Effective Stabilisation of Uncertain Power Systems 

transient stability, and promote competitiveness by sending signals to the market 

participants to provide stability services. This is performed by submitting bids in the 

pool market, by striking ahead bilateral contracts, or both. The bids can also be 

provided in real time (or close to real time) in the balancing market, helping the system 

operator to guarantee security in the most optimal way. The service mostly takes the 

form of generation rescheduling, but also of corrective measures such as generation and 

load shedding, FV, FACTS or HVDC in the mentioned references. The general issues 

with the above approaches can be summarised as follows:  

 Solving the optimisation problem is a very difficult task especially when 

including transient stability constraints in addition to the conventional ones 

required for standard OPF methods. The associated computation times can be 

high and it is debatable whether for practical systems these algorithms would be 

able to converge and provide a solution to the set optimisation problem. 

 The methods are tested using a predefined operating point in a deterministic 

way. Constant changes in operation and the added uncertainty of RES 

generation may require iterative runs, adding to the computation times required 

for obtaining solutions to the optimisation problem. 

 Due to the complexity of the problem, simplifications and approximations are 

frequently used, e.g., linearisations of the equations involved. For instance, in 

[196, 197, 200-202], the transient stability constraint is linearised using 

analytical expressions for measuring instability by means of transient energy 

functions, so that the optimisation can be solved more easily. These approaches 

allow to obtain directly the shadow price for the stability constraint, which 

would give the cost of stability for a specific operating condition. The validity 

and accuracy of this cost rate, however, could not be properly assessed, since it 

is based on using approximate energy functions and linearisations. 

 As discussed in Chapter 1 and Chapter 6, when using only rotor angles for the 

identification of instability, several threshold values have been used. This 

directly affects the solutions and could provide different costs depending on the 

magnitude of the threshold chosen. The results in Chapter 6 regarding the 

accuracy of adopted angle thresholds, provide more insights into practical 

values of these and can yield a more informed threshold selection.  

 The issue of sharing the stability costs and benefits is a difficult matter 

altogether. This is discussed broadly in [199] and with more detail in [201], in 
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which some options are explored for the transient stability improvement cost 

allocation, first to the respective constraints and then proportionally to the 

transactions involved in the enforcement of such constraints.  

 The cost of Corrective Control Measures (CCMs) devices is not included. All 

FV schemes, FACTS or HVDC equipment are assumed to be already in place 

and no consideration of their costs is done when performing the analyses. This 

is expected as these approaches are focused on real time operation, when 

measures have to be taken with existing equipment in the network only. Clearly, 

some, if not all, of these devices would have been installed at different locations 

in the network due to different reasons, not necessarily associated with the 

improvement of transient stability, hence considering their costs at this stage 

would be misleading and effectively double-counting. 

Under the real-time operation timeframe considered in the discussed TSCOPF 

methodologies, the value of stability would not be unique and will depend on the 

method of stabilisation and the surrounding market and regulatory conditions. For 

vertically integrated power systems, the value of stability would be the optimised 

transient stability congestion cost. In liberalised modern markets the value would 

depend on the bids of the different market participants for improving transient stability. 

Since in open markets, participants have freedom to bid prices for services that do not 

necessarily reflect their marginal cost of production, the cost of stability can be either 

greater or lower than the optimised rescheduling value.  

For long-term planning timeframes, when CCMs can be installed at critical locations 

throughout the system, the cost of stability will be that of the installed device, i.e., the 

system reinforcement providing the transient stability improvement, such as BRs, 

Switched Shunt Capacitors (SSHC), Switched Series Compensation (SSCs), etc., 

discussed previously in this thesis. The stability cost in this case is also not fixed, since 

different CCM devices have different capital costs. A proper cost-benefit analysis 

following from the stabilisation procedure proposed in Chapter 6 would determine 

which of the possible options would be the most cost-effective. 

7.2 The operational cost of transient instability 

For a complete cost-benefit assessment of the stability enhancement, the consequences 

of instability, mostly in economic terms, need to be estimated. The discussion so far in 
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this chapter has covered the cost of stabilisation. In this section, the impact caused by 

instability, i.e., the cost of instability, is considered first for the short-term, close to real 

time, operational timeframes.  

Reliability studies assessing transient stability using risk-based criteria have dealt with 

measuring the impacts of the occurrence of instability in power systems. By definition 

[153], risk is the product of the probability of occurrence of a disturbing event (in this 

case, producing transient instability), and the impact/consequence of such event 

(instability impact, either in economic or other terms, e.g., “equivalent” cost of load 

interruptions). Moreover, in reliability applications, risk is actually an expectation of 

the impact of disturbances over the unit of time for which the probabilities are 

calculated or estimated [153]. Risk based approaches for assessing transient stability 

then, are arguably the best ones for dealing with the overall cost assessment of stability 

and modern networks stabilisation. Firstly, they are by definition probabilistic in 

nature, which is the best approach for dealing with the increasing uncertainty in modern 

power networks, as it has been comprehensively evidenced throughout this thesis. 

Secondly, these studies also inherently require the inclusion of the impact component, 

which can be directly measured or reasonably easily converted into equivalent 

monetary terms. Once a robust risk index value is obtained, a cost benefit analysis can 

be performed and the most effective stabilisation solution, i.e., the one that minimises 

the total stabilisation costs for a given risk level, can be applied.  

Table 7.1 Impact aspects of transient instability considered in operational risk-based assessment 

literature 

Ref. 
Preventive 

control  

Energy 

replacement 

Repair and 

start-up  

Customer 

interruption 

Social & 

political  

Regulation 

& penalty 

Unwanted  

operation 

[153]  ✓   ✓   

[154]  ✓ ✓ ✓   ✓ 

[155] ✓ ✓ ✓ ✓ ✓   

[156]  ✓ ✓ ✓    

[157] ✓   ✓    

[114]  ✓  ✓  ✓  

[65]  ✓  ✓    

In [65, 114, 153-157], transient stability is assessed using risk-based approaches for 

operational timeframes, which is typically considered as the operation during one hour. 

Table 7.1 shows the impact aspects considered for the risk calculations in each of them. 

The aspects shown are not necessarily measured in financial costs directly. In [65, 153], 
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the impact is measured in terms of energy interruption with [65] adding a second 

method including interruption costs directly, while in [157] the impact is quantified 

using a dedicated index measuring the angle separation of machines, which is later 

transformed into costs. In [114, 154-156], costs are directly used. Approaches in which 

the energy is used as the measure of the impact of instability, instead of costs, are 

reasonable, as the main objective of these studies is limited to give system operators, in 

real time or close to real time, a way to evaluate and decide which preventive and 

corrective measures should be applied to more efficiently decrease the risk of transient 

instability. They are not aimed to provide a direct and accurate calculation of the 

financial risk value. A brief description of each of the impact aspects presented in 

Table 7.1 is summarised below: 

 Preventive control. The approaches such as those discussed in [155, 157], focus 

on the optimisation of preventive generation rescheduling measures and 

controlled customer interruption costs together, so that a risk coordination 

parameter can be developed to achieve an acceptable system risk level by 

adjusting the generation rescheduling and load shedding. Optimisation 

approaches in risk based probabilistic studies involve a large number of 

constraints making the solution process even more difficult and time-consuming 

than in standard TSCOPF approaches.  

 Energy replacement. This accounts for the lost generation due to a generation 

trip of an unstable generator or due to the generator controlled trip for avoiding 

instability and its replacement by a more expensive one for a specific period of 

time (commonly for up to ten hours). 

 Repair and start-up, of units tripped in an unstable event. These are costs that 

can be defined per specific generation unit.  

 Customer interruption. These are the consequence of the load shedding due to 

the unstable event, mostly after generators have been tripped and there is a load 

unbalance in the system. It can be measured in costs, MW or MWh. 

 Social and political. These costs or impacts are still difficult to quantify due to 

the lack of a commonly accepted procedure and can be very subjectively 

defined. In [153], different impact factors are assigned according to the 

resource-type unit disconnected, giving a maximum impact factor if blackouts 

occur. Though any other heuristic criterion could be included.  
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 Regulation and penalty. These costs or impacts could include the political 

impact described above as well. This is specifically mentioned in [114]. This 

might be a very important factor to consider for any system as penalties are 

common in most regulatory frameworks, and should always be properly 

included.  

 Unwanted operation. These include potential impacts associated with the 

undesired operation of generation and load shedding or other security schemes. 

The short timeframe of one hour considered in all the references shown in Table 7.1 

and discussed in this section facilitates the calculation of the probability of instability 

occurrence since the system operating conditions are well known and are not expected 

to vary much in such short time. Hence the calculation of probabilities is performed 

using state enumeration techniques [12] and not Monte Carlo (MC). State enumeration 

techniques calculate probabilities by simulating events considering all possible states of 

the parameters of the system, rather than relying on the combination of a sufficiently 

large MC random sampling of all system parameters.  

For practical large power systems, state enumeration techniques demand an inordinate 

amount of Time Domain Simulations (TDSs) to be performed due to the high number 

of elements and their operational states in the system. For risk studies focusing on short 

timeframes and/or a reduced number of equipment (e.g., the power flow through a 

critical tie line), however, several uncertainties can be discarded and a reduced number 

of critical parameters can be considered for the calculation of probabilities. Hence, state 

enumeration techniques considering only a reduced critical system parameters and 

fewer TDSs can be considered as sufficient. The most important input in this case is the 

number of contingencies, hence it is typical to have a pre-defined list of critical 

contingencies that are the only ones considered in the analysis. Strictly speaking 

though, there will be a reduction in accuracy if the list of contingencies is not actually 

the most critical or realistic, possible changes in demand are neglected, or it is still 

likely that RES production can strongly vary within the hour. For longer timeframes, 

the use of state enumeration for calculation of probabilities even with a reduced 

parameter/contingency list becomes less accurate and more simulations will be 

required, such increasing the computation times and making MC approaches more 

efficient to be applied. In any case, the increased computation times become a problem 

and the application of strict risk-based assessment approaches beyond real time can 

turn to be even infeasible to realise.  
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7.3 Long-term transient stability risk-based cost assessment  

As introduced in the previous section, a MC approach for the long-term risk-based 

transient stability assessment would be appropriate to calculate risk indices with a 

guaranteed high enough accuracy at the cost of increasing computation times. In this 

respect, there are some similarities with risk-based adequacy reliability assessments, 

thoroughly examined in [12], which study the existence of sufficient facilities within 

the power system to satisfy the supply of load and operational constraints in the steady 

state rather than the system security in transient conditions [184]. In adequacy studies 

though, long TDS are replaced by standard (and faster) power flows or OPFs, the costs 

and indices associated to the loss of supplied energy are well known and studied, and 

demand characteristics can be transformed into a simplified multi-step load duration 

curve model, with each step considered independently in the MC evaluation. The 

simplification of demand speeds up the evaluation considerably, since it can be 

considered as a variation reduction technique [184]. Moreover, since adequacy deals 

only with the supply of demand, segments of the simplified multi-step load curve 

representing the lower demand scenarios do not add significant amount of risk, if any, 

to the total. This is because it is highly likely that for these low demand conditions, the 

system infrastructure is able to cope with sudden outages of transmission or generation, 

and it is the high demand portions of the curve that are more important. This 

phenomenon further speeds up the evaluation as lower number of simulations would be 

required for such segments. 

For transient stability security evaluations, it is debatable if such simplifications will be 

appropriate. As seen in Chapter 4, stability can occur in lower demand hours even with 

higher probability than peak times for cases in which high RES penetration levels are 

present, hence it would be expected that neglecting these portions of demand will not 

be accurate. Also, transient events are different from steady state outages analysed in 

adequacy studies. Unstable events producing multi-machine instability may lead to 

several generators being disconnected and also, to chain events causing major 

blackouts. Therefore, it remains to be proven if such simplifications would be adequate 

enough for risk-assessment purposes in the case of transient stability. 

As an example, the MC procedure proposed in this thesis evaluates the probability of 

instability for a 24 hour load period with a 95% confidence that the absolute error is 

below 1% by performing 10,000 simulations (TDS resolution of 1 ms), with a 
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computation time of around 27 hours on a PC with a 64-bit operating system, Intel(R) 

Core(TM) i7-6700 CPU, 3.40 GHz processor and 16 GB RAM. It is evident that if 

annual assessments are to be completed, which would be appropriate for performing 

cost analysis using typical and simple approaches based on cash flows and present 

value calculations of capital investments in time (years), as proposed in [12], 

appropriate simplifications for the system demand profiles must be studied first in order 

to make the process feasible to be executed efficiently (considering computational time 

requirements). Under such heavy computational burden, analytical methods for 

assessing transient stability by transient energy functions or hybrid methods seem a 

feasible option. Their level of accuracy, however, will have to be further analysed and 

assessed to see if they can be reliably used.  

Another issue is the development of adequate indices that reflect the cost of instability, 

which is a very complicated matter to generalise and may be strongly dependent on the 

system and regulatory framework available. Ad hoc simplified costs based on the 

aspects presented in Table 7.1 for the operational timeframes can be developed for each 

market and regulatory framework, general enough to reflect broadly the actual costs 

when unstable events occur, since it would be difficult to get precise cost values for 

these consequences in advance for planning purposes in the long-term. The 𝐴𝐴𝐶𝐶  index 

proposed in this thesis can also be used for measuring instability impacts in terms of 

the degree of oscillations and for identifying potentially vulnerable operating states that 

could lead to instability, as a complement to cost indices or by appropriately converting 

the index magnitudes into costs. A thorough study with an equal focus on technical and 

economic analyses to find a way to circumvent the discussed difficulties and others 

associated with the problem of cost effective stabilisation of uncertain power systems is 

required as a next step of the research developed in this thesis. 

7.4 Summary 

This chapter has presented an overall discussion of the value and costs associated to 

transient stability, as well as described some of the current unresolved issues for 

performing a robust risk-based cost-effective stabilisation for modern power networks 

using MC simulations. Based on the discussed issues, ideas and specific directions for 

future work on this subject have been provided.  
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8.1 Conclusions 

This thesis has thoroughly evaluated the way in which power systems transient 

stability, particularly in the first-swing, is affected by the presence of stochastic non-

synchronous (inertialess) Renewable Energy Sources (RES) generation within the 

network. In completing this research, detailed deterministic and probabilistic methods 

have been developed which assess the stability performance of realistic power systems 

operating with decreasing magnitudes of inertia due to increasing penetration of RES 

plants. Subsequently, the investigation focused on developing an efficient strategy for 

system stabilisation that is robust to the highly uncertain operating conditions of 

modern networks. The proliferation of RES generation currently taking place in several 

power systems around the world is not going to stop in the foreseeable future. Quite the 

contrary, it will only intensify in the long-term, as there is a major commitment to de-

carbonise the energy mix for production of electrical energy so as to make power 

networks highly sustainable. It is both highly important and relevant for power system 

operators then, to be fully aware of the challenges of managing this paradigm shift in 

power system operation, subject to decreasing on-line rotating inertia and considerable 

additional uncertainty due to the intermittence of RES generation affecting the system 

dynamic behaviour, and of possible ways to tackle related potential stability problems 

by the timely application and deployment of corrective control measures. 

A comprehensive review of the literature surrounding the assessment of transient 

stability in power systems with the inclusion of non-synchronous RES generation 
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revealed that despite the fact that plenty of previous work exists, both of the 

deterministic and probabilistic type, results regarding the specific impacts of RES on 

transient stability are highly dependent on each particular case or scenario proposed. In 

these previous studies, very different assumptions and conditions are employed, mainly 

regarding test systems, the modelling of the non-conventional RES generation, their 

controllers, the inclusion of uncertainty, and how to consider the reduction of dispatch 

and disconnection of conventional generation. All these led to a wide variety and 

sometimes completely opposite conclusions. One of the reasons for this is that very few 

of the past work surveyed actually provided analyses or some discussions, if at all, 

about the mechanisms in which RES affect the operation of the conventional generation 

regarding transient stability, particularly in the first-swing. Therefore, there is no 

general consensus about the actual influence, either positive or negative, of higher 

levels of RES generation operating in the network, on transient stability. Despite this 

overall lack of agreement, it is generally expected, according to the literature, that 

lower operating inertia within power networks will likely affect negatively the transient 

stability of the system and produce larger and faster rotor swings. It is clear then, that a 

further comprehensive evaluation of the subject is required. This evaluation has been 

completed and it represents the general subject of the first group of original 

contributions of the thesis.  

Initially, a deterministic analysis of a simple Single Machine Infinite Bus (SMIB) 

system is performed with a careful definition of a set of specific test cases so that an 

assessment of each main factor affecting transient stability with the inclusion of RES 

into the network (up to penetration levels of 90%) is done independently. The analysed 

factors are the conventional network’s components electrical impedances, and the 

synchronous generator’s inertia, initial operating steady state rotor angle 𝛿0, and 

reactive power production, the latter assessed throughout this thesis in the form of the 

operating power factor (p.f.). Current standard models of RES generation are used, 

assuming that they have Fault Ride Through (FRT) capabilities. Under these modelling 

considerations, which can be considered general and typical enough in current and 

future installed RES plants, the transient performance of the RES converter controllers 

can be considered to always help transient stability, with a degree of impact depending 

on RES location and specific network and fault conditions. It was found that the 

greatest impact brought by the RES penetration, however, takes place in the steady 

state or pre-fault conditions, by means of the reduction of inertia and its resulting 
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influence on other conventional network parameters. Specifically, there is a strong and 

direct correlation between the inertia and the electrical impedance of the external 

network, i.e., reductions of inertia will bring along a consequent reduction of the 

electrical impedances of the system as seen by the generator, which is always beneficial 

for transient stability. This was more clearly seen when using a p.u. system normalised 

to the own generator MVA installed capacity base as proposed throughout this thesis, 

rather than to a common base as it is typically done. This means that, from an inertia-

wise point of view only, transient stability is actually improved by the inclusion of RES 

generation. It is evident then, that the impact of lower operating inertia does not involve 

only the mechanical aspect of the rotating mass, but it is inherently linked with the 

electrical parameters of the system, and these two aspects cannot be considered or 

assessed independently. The impact of RES though, is not limited only to this inertia-

impedance positive effect. It was demonstrated that the effect on the synchronous 

generator reactive power production by the RES plants is an additional and highly 

influential factor in transient stability, which may either improve or deteriorate it, in 

addition to the inertia-impedance effect. Finally, a particular effect, referred to as the 

shift effect in this thesis, was identified, in which the RES inclusion produces an 

increase (shift) in the angular separation of the conventional generation rotors with 

respect to the infinite bus of the SMIB system in the steady state. This shift effect 

alone, produces a detrimental impact on transient stability. The identification of the 

influence of the inertia-only reduction (inertia-impedance effect) on transient stability 

under increasing RES penetration levels, and of other factors and their combined 

impact on the transient stability of power systems, in addition to the qualitative 

deterministic assessment of their overall influence, represent the first original 

contribution of this thesis. 

The analysis is then extended to probabilistic studies and a formal Monte Carlo (MC) 

approach for the transient stability assessment of uncertain power systems is developed 

for this aim. Three indices are proposed for the evaluation, namely the Probability of 

Instability (PI), and two additional and new indices, the Area Acceleration index 

(𝐴𝐴𝐶𝐶), and the Integral of the Area Acceleration index (𝐼𝐴𝐴𝐶𝐶). The proposed 

acceleration indices complement the evaluation adding an extra criticality measure to 

the traditional assessment achieved solely based on the typical estimation of the PI 

through MC simulations. These indices measure the degree of oscillations by 

quantifying the accelerating power developed by a generator after faults, using the 
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concepts of the Equal Area Criterion (EAC), for stable and unstable events, a feature 

that is not possible if only the PI is used for the assessment. The proposed acceleration 

indices include in their formulation all relevant generator parameters which have an 

influence on its transient stability, namely the inertia, rotor angles, speed, and 

acceleration. The introduction and detailed evaluation of the 𝐴𝐴𝐶𝐶  and 𝐼𝐴𝐴𝐶𝐶 indices 

for complementing the transient stability assessment of the network by means of 

probabilistic MC simulations represent the second original contribution of this thesis.  

The proposed MC approach is initially used for the transient stability assessment of a 

SMIB network, such preserving the simplicity of the analysis, though a more 

representative case of a reduced model of a large system including all relevant realistic 

uncertainties associated with modern power systems is used. Two cases were 

examined, one a direct extension of the approach proposed in the deterministic analysis 

involving fixed spinning reserve and a continuous disconnection of the conventional 

generation, and the other enforcing a more flexible criterion for the provision of reserve 

and a more realistic discrete disconnection of the conventional generation due to the 

inclusion of RES. Reserve was the only missing factor not included in the initial 

deterministic analysis performed but is assessed probabilistically. Detailed statistical 

analyses of the proposed indices and all other relevant parameters of the network were 

performed, with results confirming statistically the correlations found in the initial 

deterministic analysis. In addition to the inertia-impedance effect, which continues to 

be the one that most strongly and positively impacts transient stability, the fact that the 

conventional generation is required to operate in a more over-excited regime (more 

lagging p.f.s), as the RES penetration levels increase, adds another factor positively 

influencing transient stability.  

The reserve arises as a key factor affecting transient stability. Results of the case with 

the flexible reserve policy and discrete generation disconnection show overall higher 

reserve values than the fixed reserve and continuous inertia reduction case for higher 

penetration levels, but still the former case is more unstable for all penetration levels. 

The reason for this is that the flexible reserve policy and discrete generation 

disconnection case results in a high dispersion of reserve values, including some 

operating conditions having very low (but acceptable according to the enforced policy) 

magnitudes of reserve, for all penetration levels without exception. This particularity 

does not occur for the fixed reserve and continuous inertia reduction case, in which 

reserve is mostly kept constant throughout all penetration levels almost never resulting 
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in operating conditions with such low values of reserve, and hence it is more robust 

against losing synchronism after faults and displays greater stability for all penetration 

scenarios. The key for identifying the specific behaviour and influence of reserve on 

transient stability is the inclusion of the realistic discrete modelling of the available 

conventional generation with a flexible reserve policy in conjunction with the use of a 

probabilistic approach as proposed in this thesis. The comprehensive probabilistic 

assessment of all relevant parameters and factors influencing the transient stability of 

power systems with RES generation and the identification of the most influential ones, 

represent the third original contribution of this thesis. 

The final step regarding the global assessment of transient stability under increasing 

penetration of RES generation is the extension of the analysis to study a realistic multi-

machine power system. The evaluation indices and the influencing parameters on 

transient stability are statistically assessed individually per generator, and per area or 

for the whole test system when relevant. In this case, not only first-swing transient 

stability occurs in the network, as was exclusively the case for previous analysis in 

simple systems, but instability may arise during the second or further swings as well. 

These non-first-swing unstable cases can be considered in general to be related to both 

first-swing type and oscillatory type of transient instability. Due to the timeframe used 

in the Time Domain Simulations (TDSs) for the stability analysis of the multi-machine 

test system (four seconds of post-fault oscillation), however, the observed instabilities 

can be considered more closely related to first-swing issues rather than to oscillatory 

transient stability, as it is the focus of this research. One test case is designed keeping 

the criteria of trying to maintain a fixed amount of reserve when possible with a 

continuous generation disconnection criterion.  

The transient stability behaviour of all synchronous generators in the test system is 

affected by one or more of the previously identified factors, confirming once more the 

correlations established previously in the analysis of simpler systems. The most 

important feature of the global stability of the multi-machine network is that it is no 

longer consistently increased with the RES penetration level, but it starts to deteriorate, 

once the penetration level is above 55% (in the test network), to even more critical 

levels in which no RES generation were introduced into the network. The inertia-

impedance effect behaviour for increasing RES penetration levels continues to be 

crucial in influencing positively the stability performance of generators, but in this case 

there are other effects that offset this inherently positive influence on some generators, 
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which are the ones that ultimately produce the turning point in initial the improvement 

of the overall system stability.  

For initial, lower, penetration levels, stability is improved mainly by the inertia-

impedance effect in addition to the improvement in reserve brought by the inclusion of 

RES, which reduces the dispatch of the conventional generation. After the 55% RES 

penetration level, reserve is not an issue for the test case presented and the system is 

able to allocate the pre-specified levels almost completely. Instability starts to increase 

both due to first-swing, but also critically due to second or further-swing loss of 

synchronism, the latter not being particularly critical for the lower penetration levels. 

Increasing of first-swing instability for higher penetration levels occurs mostly due to 

deteriorating conditions regarding the operating p.f. of one synchronous machine in the 

system, forcing it to operate highly under-excited, increasing critically the initial steady 

state rotor angle and reducing the increased stability margin obtained by the inertia-

impedance effect. Second or further-swing instability is caused mainly by the 

generators of external systems electrically far from the bulk meshed network. In this 

case, their initial rotor angles are increased by the previously identified RES generation 

shift effect resulting in the increase of the angular separation of the rotors of 

synchronous generators from the infinite reference bus. In this case, their angular 

separation is increased from the rest of the system. Higher initial rotor angles make 

these generators more susceptible to developing problems after faults. The increase in 

the initial rotor angles reaches a critical point after the 55% RES penetration level for 

the test system at which point it starts to cause both first-swing but mostly second or 

further-swing loss of synchronism. Stability of other generators is generally improved 

as their operating conditions replicate, to a high extent, the previously observed 

behaviour in simple SMIB systems. In addition, the detailed statistical assessment 

performed allowed to identify several other particularities in the system regarding 

transient stability, including the behaviour of out of step times, angle magnitudes for 

first-swing stable and pole-slip angle oscillations, the complexities regarding 

identifying the actual critical generators based on the behaviour of the various 

parameters analysed, etc. 

The importance of the inertia constant and the base it is normalised to as the parameter 

for comparing inertias in multi-machine systems was also evidenced. The exact concept 

of inertia involves a rotating mass, measured in kg.m2, so that having more inertia in 

the system is actually equivalent to having more mass, and this is immediately 
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associated to having more robust synchronous machines in the network. This, however, 

is not exactly true when referring to the dynamic capabilities of synchronous generators 

and their inertias. The actual parameter of importance in this case is the inertia 

constant, which is a ratio of the actual electrical capacity of the machine and its actual 

mechanical mass (or inertia), expressed in the own generator base. A generator having 

a greater inertia constant is more robust, inertia-wise, against disturbances in the system 

from the point of view of its dynamics. It is important to be clear about this concept 

which is sometimes misinterpreted in literature, especially when dealing with transient 

stability issues.  

In general terms, it can be concluded that the specific effect of the inertia reduction on 

transient stability produced by the increasing penetration of RES, will be primarily 

positive, under the conditions defined in this thesis, which can be considered general 

enough in modern and future power systems. This important finding though, is strictly 

valid only for first-swing transient stability as it was the focus of this research, and 

cannot be extrapolated to any other type of stability at this point. Operating conditions 

that may counteract this positive effect can be a reduction of reserve levels measured in 

percentage, not in absolute values, and the increase in angle separation between 

generators in the pre-fault operating states produced by either more leading reactive 

regimes of synchronous generators due to the presence of RES, or shift effects caused 

by RES plants located near synchronous generators. For the multi-machine test system 

used in this thesis, the scenario developing critically one or more of these counteracting 

factors was the 55% RES penetration level. For any other system, however, this turning 

point scenario could occur at any penetration level, and can be identified by monitoring 

at which point any of the discussed counteracting factors starts to change consistently 

and significantly in the ways described. The comprehensive probabilistic assessment of 

all relevant parameters and factors simultaneously influencing the transient stability of 

multi-machine power systems with high penetration of RES generation, considering the 

complex interactions occurring between different synchronous machines, represents 

the fourth original contribution of this thesis. 

It is important to highlight that for the results of the probabilistic analyses performed, 

in which first-swing transient stability is consistently improved by the increasing 

penetration of RES into the network, such improvement is observed in the overall 

statistical results, quantified mainly by the PI of the system. Despite this global 

network dynamic performance enhancement, the highly stochastic behaviour of the 



224 | Conclusions and Future Work 

RES generation will always produce some operating conditions that are risky and 

highly dangerous from the stability point of view, at any penetration level, and this 

should not be overlooked by the system operators. This phenomenon is reflected in the 

increasing number of outliers observed in the statistical results of the different network 

parameters studied as the penetration levels increase. 

The review of past research revealed that Corrective Control Measures (CCMs) for the 

improvement of transient stability were studied mostly independently, with 

methodologies involving a global strategy for their deployment still lacking. Also, 

plenty of research has been devoted to assessing stability using data mining methods, 

and other artificial intelligence techniques, having as an ultimate goal not only the real 

or close to real time identification of instability, but the actual deployment of CCMs for 

system stabilisation. Solutions that take this further step and propose practical control 

actions, especially for the improvement of first-swing transient stability are also still 

lacking, either for real-time or planning application purposes. Another issue regarding 

this subject is that the timeframes for actually influencing transient stability by means 

of any CCM are extremely short, and the assessment times required by this type of 

methodologies can be too long for having an actual impact. Moreover, and related to 

the previous aspect, most of the studied CCMs were of the disruptive type, i.e., 

generation and load shedding as well as islanding schemes, which are and can 

effectively be deployed over longer time periods. The second group of original 

contributions of the thesis is related to these general issues. 

The identification of the point of loss of synchronism was done with the help of the 

proposed 𝐴𝐴𝐶𝐶  index characteristic in the previous off-line analyses assessing the 

impact of RES on transient stability. A more general and practical way, however, to 

identify instability that could use directly the information from Phasor Measurement 

Units (PMUs), is through evaluating the angle separation between synchronous 

machines with the use of angle thresholds for the identification. Surprisingly, no 

consensus in the literature exists in this respect and a wide variety of angle thresholds 

have been used in the past, even considering that the application of this type of 

approach for the identification of instability is typical in several methodologies for 

assessing transient stability (including data mining based ones), and for deploying both 

preventive and corrective control measures. The fifth original contribution of the thesis 

is the investigation and definition of practical angle thresholds for close to real time 

identification of transient instability in multi-machine power systems. Two main 
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approaches for measuring rotor angle displacements and defining angle thresholds 

exist, namely the use of the Maximum Angle Difference Between any Two Generators 

(MADBTG) in the system, and the rotor angle difference with respect to the Centre Of 

Inertia (COI) frame. By the application of the probabilistic approach used throughout 

this thesis, an appropriate sufficiently accurate threshold for instability identification 

can be found, without the need to use conservative values, or relying highly on 

heuristic engineering criteria. The rotor angle results of the defined RES penetration 

scenarios were used to calculate the probability of an accurate identification of 

instability with different thresholds. It was found that the identified thresholds are 

robust and that even for highly uncertain networks, a unique and accurate non 

conservative angle threshold could be defined. A threshold of 240° when assessing 

instability by means of the MADBTG and of 180° when using the COI reference frame 

were found to have very high accuracies (99%) for the instability identification in the 

test network. The use of these thresholds have also the advantage of providing 

considerable reductions in the mean time of instability identification (140-222 ms) 

compared to the widely accepted base threshold of 360° (MADBTG) used as a 

benchmark. The COI frame threshold provided larger reductions in the time of 

assessment, i.e., a possibly faster identification of instability. Since the analysis was 

performed in a realistically large test network, it is reasonable to assume that both 

defined thresholds would also be highly accurate to use in any realistic large network, 

if a detailed analysis is not required or possible to do. It was found that the COI frame 

offers some advantages conceptually for the identification of instability in multi-

machine systems with the advantage of providing larger reductions in the instability 

identification time. Both ways of identifying instability though, are perfectly valid and 

can offer basically the same results overall.  

The sixth original contribution of this thesis is the proposal of a robust methodology for 

the identification of the actual rotor oscillation patterns occurring in realistic multi-

machine power networks using a data mining technique, i.e., Hierarchical Clustering 

(HC). This identifies, first, the critical generator oscillation patterns (Grouping 

Patterns-GPs) by clustering probabilistically obtained rotor angle responses of a power 

system. The parameters of the HC algorithm used for grouping generator rotor angles 

were determined by statistically assessing the quality of obtained clustering results over 

an appropriate region of clustering parameters, almost eliminating the heavily heuristic 

criteria typically involved for this task in the past. A new quality index, the Total 
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Grouping Pattern ASW - TGPASW, based on a combination of the well-known 

Average Silhouette Width (ASW) and Gap Statistic (GS) indices to assess clustering 

quality, was proposed for this purpose. The efficacy of the proposed clustering method 

was demonstrated by verifying that the identified critical oscillation patterns producing 

the maximum quality indices defined, have the minimum possible number of GPs and 

the minimum number of clusters per GP, while at the same time can adequately 

discriminate the different multi-machine unstable patterns of the test network. 

Furthermore, a comparison against HC with heuristically defined algorithm parameters 

demonstrated that the proposed method yields the minimum number of GPs and the 

maximum clustering quality indicators in all cases. 

The seventh and final original contribution of this thesis is the development of a 

methodology for the systematic stabilisation of critical multi-machine instabilities in 

power networks through the optimal deployment of CCMs based on the identified 

system critical oscillation patterns. The identification of the GPs and their subsets of 

Critical Groups (CGs) using the proposed HC approach facilitates the development of a 

systematic procedure for the stabilisation of the network. The process consists of 

applying CCMs to the most Critical Generator (CGEN) to stabilise the most critical 

event per GP, both found with suitable indices able to rank the critical unstable events 

in the network, i.e., the proposed 𝐴𝐴𝐶𝐶  index, until full stabilisation is achieved. Since 

only a few GPs for the system are likely to be identified, this process is fast and allows 

the critical generators for the entire system to be found easily. The final set of CCMs 

can be determined based on the results of the individual stabilisation of the GPs. By 

identifying the CGENs, the optimal locations for the most effective deployment of the 

CCMs are automatically defined. This robust identification of critical generators and 

CCM sizes can be used directly in planning studies for defining the acquisition of CCM 

devices for a long-term stabilisation of the network. Also, with the complete 

information about the composition of the GPs, CCMs could also be deployed 

optimally, following the same procedure, to stabilise other non-critical identified 

clusters of generators oscillating together, and such to damp other oscillatory modes 

throughout the system. To illustrate the proposed methodology, Switched Shunt 

Capacitors (SSHCs) were used as the CCM to stabilise the test system. Any CCM 

could have been chosen for this purpose, as the proposed procedure can be performed 

with any CCM that is applied directly to the generators to be stabilised, such as 

Breaking Resistors, Switched Series Compensation, Fast-Valving, series and shunt 
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FACTS devices, generation shedding, etc. It was also demonstrated that through the 

proposed clustering methodology, assessments of the system separation leading to 

instability could be done at earlier stages than when using typical methods for transient 

instability identification based only on reaching higher and conservative angle 

separations (thresholds) between the rotors of synchronous machines. This means that 

if used for on-line applications, the proposed procedure could assess the stability of the 

system faster than other conventional methods, with a consequent faster deployment of 

CCMs as well. This potential feature will be subject to other practical factors that are 

out of the scope of the subject of this thesis, such as how fast the proposed indices can 

actually be calculated and processed in real time, PMU availability, etc. 

Furthermore, the results obtained in the form of a probabilistic reduction of instability 

might be further used for evaluating corrective control in a risk-based fashion, 

comparing different types of corrective or even preventive control for a complete cost-

effective stabilisation of large uncertain power systems. Finally, the same optimal 

oscillation patterns are (practically) obtained using the MADBTG and the COI frame 

with cut-off angles of around 70° for both cases, implying that such value is also a 

good reference threshold for general coherency identification. Therefore, the use of 

either way for measuring angle displacements leading to instability has no influence on 

the results of the proposed clustering application. 

8.2 Future work 

The work presented within this thesis has fulfilled all of the research aims which were 

initially defined. There are a number of areas though, where this work could be 

extended in order to further develop the ideas and methods which have been 

established.  

 The scenarios defined for the comprehensive assessment of transient stability 

under increasing RES penetration in all the analyses performed throughout this 

thesis, are general cases in which conventional generation is progressively 

disconnected as the RES penetration levels increase without considering a total 

decommissioning of a power plant. This event represents a major topology 

change in the system, and could be represented by a change in the value of H 

and the generator transient impedances in the SMIB system analysed cases and 

the complete removal of one of the synchronous generators in the analysed 
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multi-machine test system. At this stage it was not considered critical to 

develop scenarios considering this case, as it can be considered that the most 

likely scenario in the foreseeable future is that synchronous generators will be 

less dispatched but not completely decommissioned. If necessary, this can be 

easily included in the developed methodology. It is expected though, that if the 

complete decommissioning of conventional power plants does not affect the 

reserve of the remaining synchronous generators, e.g., due to the increasing 

RES penetration levels, then a possible negative impact on stability will be 

minor or even still positive, as can be concluded from the studies performed in 

this thesis.  

 MC simulations for the transient stability assessment can be considered the 

most accurate way to probabilistically study modern and future power 

networks. Its major disadvantage though, continues to be the long required 

computation times for performing the large amount of necessary simulations. 

This is especially the case in transient stability studies, in which for each case a 

full TDS is performed, with the inclusion of complete and complex controller 

models and switching events, likely to increase simulation times. Even with the 

current advance in personal computers, times are still long and even when used 

in planning environments, times can be of an inordinate amount. Several ways 

of variance reduction techniques exist to speed up the assessment, though to the 

best of the author’s knowledge, none has been applied to the specific case of 

MC approaches for transient stability assessment using TDSs. In particular, 

important sampling techniques to identify the uncertainties that are the most 

influential, using in particular the variance minimisation, cross-entropy, and 

screening methods, can be studied. The use of analytical continuous and 

parametric PDFs as proposed in this thesis can facilitate the implementation of 

these methodologies, especially since they belong to distributions of the 

exponential family. Though theoretically, these techniques can be applied to 

any distribution and even to discrete ones. A thorough statistical analysis of 

these techniques is required.  

 Other option for possible speeding up the identification of critical events in 

order to accelerate the convergence is the use of Artificial Intelligence methods. 

One of these methods is the Monte Carlo Tree Search (MCTS), which is used 

for finding optimal decisions in a given domain by randomly sampling the 

potential search space and building a search tree. Each node of the search tree is 
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evaluated using the information obtained from simulation results, which is 

quantified by means of a predefined numeric value, called a reward. This 

process effectively biases sample decisions towards areas of interest in the 

search space. MCTS has been adapted to the assessment of transient stability in 

the past and suits the type of MC approach used within this thesis. Further 

analysis and adjustments would have to be studied though, for it to actually be 

used in the context of the formal calculation of indices for the evaluation of 

transient stability, with an adequate framework for the calculation of the error 

bounds and confidence intervals which are easily obtained in standard MC 

applications. Some initial work in this area has already been done and further 

extension of it would lead to potentially significant changes in the time-

efficiency of the assessment of transient stability in large power systems.  

 Regarding the proposed acceleration indices in this thesis, it was clearly 

established that they can be used to complement the analysis and help to clearly 

identify the actual critical generators in the network, which is the key for any 

global stabilisation procedure including the one proposed in this thesis. The 

information provided by these indices based on the EAC criterion and used in 

this research, though very useful and accurate in most cases, is strictly only 

approximate. This was compensated though, by the fact that they were used as a 

complement to the PI index, and other statistically obtained parameters in the 

network, as a measure for comparison of different scenarios or generators, and 

by the fact that they were calculated probabilistically using several MC 

simulations with full system models and controllers included. In spite of that, 

the proposed 𝐴𝐴𝐶𝐶  index was not able to always identify directly the most 

critical generator or the most unstable event, e.g., when the synchronous 

machine operates with low reserve values and is close to its stability limit in the 

pre-fault operation. In this case, the index did not develop large values at the 

point of loss of synchronism, and other generators that were actually less 

critical developed larger index values. Further adjustments would need to be 

made to increase the assessment capabilities of the proposed acceleration 

indices to identify these special cases.  

 One of the observed advantages of the indices proposed, the 𝐴𝐴𝐶𝐶  in particular, 

is that it could provide information about the system oscillations in times as low 

as 50 ms after a fault occurrence, making it potentially suited for real-time 

applications where very fast evaluations are required, such as the identification 
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of transient instability in conventional systems but even more so in “inertia-

light” power systems of the future, where transients are expected to be faster. 

Though, as it is the case when angles are used for the same purpose, there is 

always an overlap in the histogram results observed, meaning that their use will 

always have some error to account for. Potential use of this index in conjunction 

with rotor angles, speeds or accelerations can be studied in order to develop a 

machine learning-based approach to set the most appropriate values for the 

stability indices, so that they can be used for a very fast on-line transient 

stability assessment, much faster than the use of these individual parameters on 

their own. This also applies to the HC method proposed, which was able to 

identify the system separation in reduced times compared to conventional angle 

difference based approaches. Further use of this clustering approach in 

conjunction with classification techniques and the indices developed in this 

thesis may provide very fast network assessment tools and this needs to be 

further studied.  

 The extension of this research to a comprehensive risk-based cost assessment 

for the stability improvement in power networks with the presence of high 

uncertainty is required, and needs to be further studied. This was discussed in 

detail in Chapter 7, where ideas and specific directions for future work on this 

subject have been provided. 
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This appendix will provide the data corresponding to all the test networks used 

throughout this thesis. 

A.1   Modified IEEE 68-bus test network 

This section provides the data of modified IEEE 68-bus test network, described in 

Chapter 2, Section 2.5.1. Full system details, generator, and exciter parameters are 

adopted from [177] with PSS settings for G9 obtained from [175]. 

A.1.1   Line impedances 

The line impedance data for the network is presented in Table A.1 (100 MVA base), 

including transformer off-nominal turns ratio (ONR) where applicable. 

Table A.1 Line data for the modified IEEE 68-bus test network 

From 

bus 

To 

bus 

R 

(p.u.) 

X 

(p.u.) 

B 

(p.u.) 
ONR 

 From 

bus 

To 

bus 

R 

(p.u.) 

X 

(p.u.) 

B 

(p.u.) 
ONR 

2 53 0 0.0181 0 1.025  49 18 0.0076 0.1141 1.16 - 

6 54 0 0.025 0 1.07  16 19 0.0016 0.0195 0.304 - 

10 55 0 0.02 0 1.07  19 20 0.0007 0.0138 0 1.06 

19 56 0.0007 0.0142 0 1.07  16 21 0.0008 0.0135 0.2548 - 

20 57 0.0009 0.018 0 1.009  21 22 0.0008 0.014 0.2565 - 

22 58 0 0.0143 0 1.025  22 23 0.0006 0.0096 0.1846 - 

23 59 0.0005 0.0272 0 1  23 24 0.0022 0.035 0.361 - 

25 60 0.0006 0.0232 0 1.025  16 24 0.0003 0.0059 0.068 - 

29 61 0.0008 0.0156 0 1.025  2 25 0.007 0.0086 0.146 - 

31 62 0 0.026 0 1.04  25 26 0.0032 0.0323 0.531 - 

32 63 0 0.013 0 1.04  37 27 0.0013 0.0173 0.3216 - 

36 64 0 0.0075 0 1.04  26 27 0.0014 0.0147 0.2396 - 

17 65 0 0.0033 0 1.04  26 28 0.0043 0.0474 0.7802 - 

41 66 0 0.0015 0 1  26 29 0.0057 0.0625 1.029 - 

42 67 0 0.0015 0 1  28 29 0.0014 0.0151 0.249 - 

18 68 0 0.003 0 1  1 30 0.0008 0.0074 0.48 - 

36 17 0.0005 0.0045 0.32 -  9 30 0.0019 0.0183 0.29 - 
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From 

bus 

To 

bus 

R 

(p.u.) 

X 

(p.u.) 

B 

(p.u.) 
ONR 

 From 

bus 

To 

bus 

R 

(p.u.) 

X 

(p.u.) 

B 

(p.u.) 
ONR 

9 30 0.0019 0.0183 0.29 -  47 48 0.0025 0.0268 0.4 - 

30 31 0.0013 0.0187 0.333 -  46 49 0.0018 0.0274 0.27 - 

1 31 0.0016 0.0163 0.25 -  45 51 0.0004 0.0105 0.72 - 

30 32 0.0024 0.0288 0.488 -  50 51 0.0009 0.0221 1.62 - 

32 33 0.0008 0.0099 0.168 -  37 52 0.0007 0.0082 0.1319 - 

33 34 0.0011 0.0157 0.202 -  3 52 0.0011 0.0133 0.2138 - 

35 34 0.0001 0.0074 0 0.946  1 2 0.0035 0.0411 0.6987 - 

34 36 0.0033 0.0111 1.45 -  2 3 0.0013 0.0151 0.2572 - 

9 36 0.0022 0.0196 0.34 -  3 4 0.0013 0.0213 0.2214 - 

9 36 0.0022 0.0196 0.34 -  4 5 0.0008 0.0128 0.1342 - 

16 37 0.0007 0.0089 0.1342 -  5 6 0.0002 0.0026 0.0434 - 

31 38 0.0011 0.0147 0.247 -  6 7 0.0006 0.0092 0.113 - 

33 38 0.0036 0.0444 0.693 -  5 8 0.0008 0.0112 0.1476 - 

41 40 0.006 0.084 3.15 -  7 8 0.0004 0.0046 0.078 - 

48 40 0.002 0.022 1.28 -  8 9 0.0023 0.0363 0.3804 - 

42 41 0.004 0.06 2.25 -  6 11 0.0007 0.0082 0.1389 - 

18 42 0.004 0.06 2.25 -  10 11 0.0004 0.0043 0.0729 - 

17 43 0.0005 0.0276 0 -  12 11 0.0016 0.0435 0 1.06 

39 44 0 0.0411 0 -  10 13 0.0004 0.0043 0.0729 - 

43 44 0.0001 0.0011 0 -  12 13 0.0016 0.0435 0 1.06 

35 45 0.0007 0.0175 1.39 -  4 14 0.0008 0.0129 0.1382 - 

39 45 0 0.0839 0 -  13 14 0.0009 0.0101 0.1723 - 

44 45 0.0025 0.073 0 -  14 15 0.0018 0.0217 0.366 - 

38 46 0.0022 0.0284 0.43 -  15 16 0.0009 0.0094 0.171 - 

1 47 0.0013 0.0188 1.31 -  1 27 0.032 0.32 0.41 - 

47 48 0.0025 0.0268 0.4 -  50 18 0.0012 0.0288 2.06 - 
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A.1.2   Load flow data 

The data required to complete the load power flow is included in Table A.2. Bus 65 is 

the slack. 

Table A.2 Load flow data for the modified IEEE 68-bus test network 

Bus 
V 

(p.u.) 

𝜃 

(°) 

PG 

(MW) 

PL 

(MW) 

QL 

(MVAR) 

 
Bus 

V 

(p.u.) 

𝜃 

(°) 

PG 

(MW) 

PL 

(MW) 

QL 

(MVAR) 

1 - - - 252.7 118.56  44 - - - 267.55 4.84 

3 - - - 322 2  45 - - - 208 21 

4 - - - 200 73.6  46 - - - 150.7 28.5 

7 - - - 234 84  47 - - - 203.12 32.59 

8 - - - 208.8 70.8  48 - - - 241.2 2.2 

9 - - - 104 125  49 - - - 164 29 

12 - - - 9 88  50 - - - 100 -147 

15 - - - 320 153  51 - - - 337 -122 

16 - - - 329 32  52 - - - 158 30 

17 - - - 6000 300  53 1.045 - 250 - - 

18 - - - 2470 123  54 0.98 - 545 - - 

20 - - - 680 103  55 0.983 - 650 - - 

21 - - - 274 115  56 0.997 - 632 - - 

23 - - - 248 85  57 1.011 - 505 - - 

24 - - - 309 -92  58 1.05 - 700 - - 

25 - - - 224 47  59 1.063 - 560 - - 

26 - - - 139 17  60 1.03 - 540 - - 

27 - - - 281 76  61 1.025 - 800 - - 

28 - - - 206 28  62 1.01 - 500 - - 

29 - - - 284 27  63 1 - 1000 - - 

33 - - - 112 0  64 1.0156 - 1350 - - 

36 - - - 102 -19.46  65 1.011 - - - - 

39 - - - 267 12.6  66 1 - 1785 - - 

40 - - - 65.63 23.53  67 1 - 1000 - - 

41 - - - 1000 250  68 1 - 4000 - - 

42 - - - 1150 250        
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A.1.3   Generator dynamic data 

The generator dynamic data is given in Table A.3 and Table A.4. 

Table A.3 Generator dynamic data for the modified IEEE 68-bus test network (1) 

Gen. Bus Base (MVA) 𝑋𝑙𝑘 (p.u.) 𝑋𝑑 (p.u.) 𝑋𝑑
′  (p.u.) 𝑋𝑑

′′ (p.u.) 𝑇𝑑𝑂
′  (s) 𝑇𝑑𝑂

′′  (s) 

G1 53 100 0.0125 0.1000 0.0310 0.025 10.2 0.05 

G2 54 100 0.0350 0.2950 0.0697 0.05 6.56 0.05 

G3 55 100 0.0304 0.2495 0.0531 0.045 5.7 0.05 

G4 56 100 0.0295 0.2620 0.0436 0.035 5.69 0.05 

G5 57 100 0.0270 0.3300 0.0660 0.05 5.4 0.05 

G6 58 100 0.0224 0.2540 0.0500 0.04 7.3 0.05 

G7 59 100 0.0322 0.2950 0.0490 0.04 5.66 0.05 

G8 60 100 0.0280 0.2900 0.0570 0.045 6.7 0.05 

G9 61 100 0.0298 0.2106 0.0570 0.045 4.79 0.05 

G10 62 100 0.0199 0.1690 0.0457 0.04 9.37 0.05 

G11 63 100 0.0103 0.1280 0.0180 0.012 4.1 0.05 

G12 64 100 0.0220 0.1010 0.0310 0.025 7.4 0.05 

G13 65 200 0.0030 0.0296 0.0055 0.004 5.9 0.05 

G14 66 100 0.0017 0.0180 0.00285 0.0023 4.1 0.05 

G15 67 100 0.0017 0.0180 0.00285 0.0023 4.1 0.05 

G16 68 200 0.0041 0.0356 0.0071 0.0055 7.8 0.05 

Table A.4 Generator dynamic data for the modified IEEE 68-bus test system (2) 

Gen. Bus Rating (MVA) 𝑋𝑞 (p.u.) 𝑋𝑞
′  (p.u.) 𝑋𝑞

′′ (p.u.) 𝑇𝑞0
′  (s) 𝑇𝑞𝑂

′′  (s) H (s) D 

G1 53 100 0.069 0.028 0.25 1.5 0.035 42 4 

G2 54 100 0.282 0.06 0.05 1.5 0.035 30.2 9.75 

G3 55 100 0.237 0.05 0.045 1.5 0.035 35.8 10 

G4 56 100 0.258 0.04 0.035 1.5 0.035 28.6 10 

G5 57 100 0.31 0.06 0.05 0.44 0.035 26 3 

G6 58 100 0.241 0.045 0.04 0.4 0.035 34.8 10 

G7 59 100 0.292 0.045 0.04 1.5 0.035 26.4 8 

G8 60 100 0.28 0.05 0.045 0.41 0.035 24.3 9 

G9 61 100 0.205 0.05 0.045 1.96 0.035 34.5 14 

G10 62 100 0.115 0.045 0.04 1.5 0.035 31 5.56 

G11 63 100 0.123 0.015 0.012 1.5 0.035 28.2 13.6 

G12 64 100 0.095 0.028 0.025 1.5 0.035 92.3 13.5 

G13 65 200 0.0286 0.005 0.004 1.5 0.035 248 33 

G14 66 100 0.0173 0.0025 0.0023 1.5 0.035 300 100 

G15 67 100 0.0173 0.0025 0.0023 1.5 0.035 300 100 

G16 68 200 0.0334 0.006 0.0055 1.5 0.035 225 50 
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Generators G1-G8 and G10-G16 all use type DC1A exciters, with the following 

parameters: 

𝑇𝑅 = 0.01, 𝐾𝐴
𝑒𝑥 = 40, 𝑇𝐴

𝑒𝑥 = 0.02, 𝐸𝑒𝑥
𝑚𝑖𝑛 = -10, 𝐸𝑒𝑥

𝑚𝑎𝑥 = 10, 𝑇𝐸
𝑒𝑥 = 0.785, 𝐾𝐸

𝑒𝑥 = 1, 

𝐴𝐸
𝑒𝑥 = 0.07, 𝐵𝐸

𝑒𝑥 = 0.91. 

Generator G9 uses a type ST1A exciter, with the following parameters: 

𝑇𝑅 = 0.01, 𝐾𝐴
𝑒𝑥 = 200, 𝐸𝑓𝑑

𝑚𝑖𝑛 = -5, 𝐸𝑓𝑑
𝑚𝑎𝑥 = 5. 

Generator G9 is also equipped with a PSS with the following settings: 

𝑇𝑊
𝑃𝑆𝑆 = 10,  𝑇1

𝑃𝑆𝑆 = 0.05,  𝑇2
𝑃𝑆𝑆 = 0.01,  𝑇3

𝑃𝑆𝑆 = 0.05,  𝑇4
𝑃𝑆𝑆 = 0.02, 𝐾𝑃𝑆𝑆 = 10, 

𝐸𝑃𝑆𝑆
𝑚𝑖𝑛 = -0.5,  𝐸𝑃𝑆𝑆

𝑚𝑎𝑥 = 0.5. 

A.1.4   RES plant data 

The transformers of the RES plant shown in Figure 2.11 in Chapter 2 have the 

following data: 

 0.69/20 kV DFIG unit transformers: X = 0.06 p.u., 2.5 MVA. 

 0.4/20 kV FCC unit transformers: X = 0.06 p.u., 2.3 MVA. 

 20/220 kV transformers (2) of the DFIGs and FCCs in the wind plant: X = 0.14 

p.u., variable MVA equal to the total MW capacity of the sum of all DFIG/FCC 

units connected for each simulation case divided by 0.85. 

 20/220 kV FCC transformer of the PV plant: X = 0.14 p.u., variable MVA equal 

to the total MW capacity of the sum of all FCC units connected for each 

simulation case divided by 0.85. 
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A.1.4   Optimal power flow data 

The Optimal Power Flow (OPF) formulation used for dispatch calculations in the 

modified IEEE 69-bus test system minimises the total cost of generation for the given 

loading scenario, where each generator is subject to the standard cost function (A.1). 

 Cost = 𝑐0 + 𝑐1𝑃𝐸 + 𝑐2𝑃𝐸
2 $/hour (A.1)  

The coefficient values for each generator are given in Table A.5 and taken from [178]. 

Also included in the table are the constraints on active and reactive power for each 

generating unit. Furthermore, all bus voltages are constrained to between 0.9 and 1.1 

p.u. The thermal constraints of transmission lines are not considered. 

Table A.5 Data for optimal power flow solution for the IEEE 68-bus test system 

Gen. Bus 𝑐0 𝑐1 𝑐2 
 𝑃𝑚𝑎𝑥 

(MW) 
𝑃𝑚𝑖𝑛 

(MW) 

𝑄𝑚𝑎𝑥 

(MVAR) 
𝑄𝑚𝑖𝑛 

(MVAR) 

G1 53 0 6.9 0.0193 297.5 29.75 280 -210 

G2 54 0 3.7 0.0111 637.5 63.75 600 -450 

G3 55 0 2.8 0.0104 765 76.5 720 -540 

G4 56 0 4.7 0.0088 765 76.5 720 -540 

G5 57 0 2.8 0.0128 595 59.5 560 -420 

G6 58 0 3.7 0.0094 850 85 800 -600 

G7 59 0 4.8 0.0099 680 68 640 -480 

G8 60 0 3.6 0.0113 637.5 63.75 600 -450 

G9 61 0 3.7 0.0071 935 93.5 880 -660 

G10 62 0 3.9 0.0090 595 59.5 560 -420 

G11 63 0 4.0 0.0050 1190 119 1120 -840 

G12 64 0 2.9 0.0040 1615 161.5 1520 -1140 

G13 65 0 2.5 0.0019 3570 357 3360 -2520 

G14 66 0 3.3 0.0033 2125 212.5 2000 -1500 

G15 67 0 3.8 0.0050 1190 119 1120 -840 

G16 68 0 3.5 0.0014 4717.5 471.5 4440 -3330 
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A.2   Single machine infinite bus (SMIB) network  

The data of the SMIB network described in Chapter 2, Section 2.5.2, and used in the 

analysis of Chapter 3 are presented below: 

 220 kV transmission circuits impedance: 0.5 ohm/km, 200 km long each. 

 20/220 kV generator step-up transformer: 0.15 p.u., 875 MVA (nominal). The 

MVA capacity is variable according to the scenario as described in Chapter 3.  

 20 kV synchronous generator: the same parameters and controllers as G5 of the 

IEEE 68-bus test network already presented. The nominal installed capacity 

rating data are of 𝑆𝑁𝑂𝑀 = 700 MVA and 𝑃𝑁𝑂𝑀 = 595 MW, variable according 

to the scenario as described in Chapter 3.  

 The RES plant of the SMIB network has the same topology and associated 

equipment parameters as the ones described for the IEEE 68-bus test network 

already described. 

A.3   Reduced NETS-SMIB network 

The data of the NETS-SMIB network described in Chapter 2, Section 2.5.3, and used in 

the analysis of Chapter 4 are presented below: 

 230 kV transmission circuits impedance: 0.5 ohm/km, 5 km long each. 

 20/230 kV generator step-up transformer: 0.1 p.u., 10,000 MVA (nominal). The 

MVA capacity is variable and equal to that of the synchronous generator for 

each simulation case, according to the conditions described in Chapter 4.  

 20 kV synchronous generator: the same parameters and controllers as G5 of the 

IEEE 68-bus test network already presented with the equivalent inertia constant 

modified to H = 3.898 s. The nominal installed capacity rating data are of 

𝑆𝑁𝑂𝑀 = 10,000 MVA and 𝑃𝑁𝑂𝑀 = 8500 MW, variable for each simulation 

case, according to the conditions described in Chapter 4. 

 The RES plant of the SMIB network has the same topology and associated 

equipment parameters as the ones described for the IEEE 68-bus test network 

already described. 
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A.4   Daily loading, PV, and wind turbine power curves  

The daily loading curves [176], PV panel typical output characteristic [171], and wind 

turbine speed-power characteristic [170], are the same used in all test networks 

throughout this thesis. Their precise data are presented in Table A.6. 

Table A.6 Daily loading, PV panel output, and wind turbine speed-power used characteristics 

Hour 
Load 

(p.u.) 

 
Hour 

Solar radiation 

(W/m2) 

Power 

(kW) 

 Wind Speed 

(m/s) 

Power 

(kW) 

1 0.7962  1 0 0  4.169 55.860 

2 0.7488  2 0 0  5.859 201.611 

3 0.7285  3 0 0  6.901 397.173 

4 0.7021  4 0 0  7.775 598.614 

5 0.6844  5 0 0  8.563 794.228 

6 0.6621  6 59.7016 119.403  9.324 995.693 

7 0.7111  7 358.2096 716.418  10.056 1197.164 

8 0.8006  8 880.5986 1761.194  10.845 1401.544 

9 0.9098  9 940.3002 1880.597  11.690 1597.147 

10 0.9866  10 970.1510 1940.299  12.676 1798.565 

11 0.9993  11 1000.0018 2000  13.380 1880.236 

12 0.9956  12 985.0764 1970.149  14.197 1939.968 

13 0.9887  13 955.2256 1910.448  15.183 1973.366 

14 0.9652  14 865.6732 1731.343  16.254 1987.753 

15 0.9341  15 671.6430 1343.284  17.239 1987.547 

16 0.9236  16 507.4636 1014.925  18.620 1993.103 

17 0.9322  17 373.1350 746.269  20 1989.893 

18 0.9777  18 223.8810 447.761  25.296 1991.710 

19 0.9911  19 74.6270 149.254    

20 0.9767  20 0 0    

21 0.9421  21 0 0    

22 0.9172  22 0 0    

23 0.9222  23 0 0    

24 0.8409  24 0 0    
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