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Abstract

ABSTRACT OF THESIS submitted to The University of Manchester by Samuel A.

Bennett for the Degree of Doctor of Philosophy, entitled: Measurements of the 13C and
35Cl radiative neutron capture reaction cross sections.

Date of submission: 15/11/2021

In the first measurement reported in this thesis, the 35Cl(n , γ)36Cl reaction cross

section in the resolved resonance region has been determined by measuring a NaCl

sample (99.635% purity, 3.174 × 10−3 35Cl atoms/barn) at the 185 m beam-line at the

n_TOF time-of-flight facility at CERN using the total energy detection method, with a

set-up composed of C6D6 detectors. The systematic uncertainty associated with the

measured reaction yield was 4.4% up to 10 keV and 5.6% for larger energies up to

around 100 keV, and resonances were analysed with the R-matrix code SAMMY up to

an energy of around 60 keV. The measured resonance kernels are systematically larger

than those reported in the ENDF/B-VIII.0 and JEFF-3.3 libraries by around 15%, and

are moreover in agreement with one of the previous two measurements suggesting

that a new evaluation should adopt this larger normalisation in the resonance region.

The resonant component of the 30 keV Maxwellian averaged cross section (MACS) is

also around 15% larger than that according to ENDF/BVIII.0, and is in reasonable

agreement with a recent dedicated AMS measurement to within the 1-σ level.

For the second measurement reported in this thesis, ampoules of amorphous 99.5%

enriched 13C were irradiated at the PF1b neutron beam line at the high-flux Institut

Laue–Langevin (ILL) research reactor in order to produce 14C atoms. The precise ratio

of 14C/13C was subsequently measured at the Vienna Environmental Research Accel-

erator (VERA) via accelerator mass spectrometry (AMS), allowing the 13C(n , γ)14C

thermal cross section to be accurately determined. This is the first measurement of

this cross section at sub-eV energies via this technique and the result of 1.52±0.07 mb

for the thermal cross section is in good agreement with other recent measurements

which were performed via Prompt Gamma-ray Activation Analysis.
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Chapter 1

Introduction

1.1 Nuclear data for technologies

Nuclear data pertains to the quantities that describe the physical properties and
behaviour of nuclei, including their structure, decay and interaction probabilities
with other nuclei. These properties are fundamental to many fields ranging from
basic physics research, including fundamental nuclear research and astrophysics, to
industrial applications in which they are essential for the efficient, safe and reliable
execution of varied nuclear technologies from power generation to medical physics
[2,3]. Owing to their importance there are large efforts to coordinate the evaluation and
dissemination of such data, which in generalmay come fromexperiments or theoretical
calculations. Despite decades of data gathering, there are many isotopes (not limited
to unstable isotopes) for which data are scarce. Moreover, as detector technologies
and methods have improved over time, new measurements with unprecedented
accuracy can be performed that can complement older datasets. The results of
individual experiments and the associated experimental methods are collated in
the EXFOR database (Experimental Nuclear Reaction Data) [4], coordinated by the
IAEA (International Atomic Energy Agency) [5]. Before dissemination for use by
the end user for whichever technology, the data are evaluated: this procedure takes
each experimental measurement (and calculations in some cases where experimental
data are not available or are limited) for a specific quantity (the value(s), reported
experimental circumstances and associated uncertainties) and aims to produce the best
estimate of the quantity. This is especially important for quantities differential in some
other parameter, for example a reaction cross section differential in energy where some
measurements will only report the cross section in a narrow energy interval. In these
cases, measurements and nuclear model calculations must be combined to yield the

11



Introduction 12

most complete and consistent final result, suitable for the intended application. The
major data evaluations include ENDF/B-III.0 (USA), JEFF-3.3 (Europe) and JENDL-4.0
(Japan), amongst others; these libraries contain incident neutron data, as well as many
other types including incident charged particle and photo-nuclear data for example.

In the context of nuclear power specific to the UK, a recent NIRAB (Nuclear Innovation
and Research Advisory Board) report acknowledges the key role that nuclear data has
in the future development of nuclear technologies: “whilst adequate for current reactor
systems, existing nuclear data is not adequate for the assessment of advanced fuels
(in current reactors); advanced reactors (Gen-IV and beyond); and for understanding
the wastes arising from these systems” [6]. The response to this acknowledgement
are plans to ensure access to such data and focus on obtaining new measurements of
more accurate data with more complete understanding of the associated uncertainties.
A review of the need for data to support advanced energy systems can be found in
Reference [7]. Furthermore, despite their successful operation for many decades, there
can be nuclear data issues associated with the decommissioning of the current fleet
of nuclear reactors worldwide [8]; the two measurements in this thesis, the neutron
capture cross sections of 35Cl and 13C, are concernedwith this issue. Moreover, nuclear
data is the bedrock of novel medical technologies aiming to provide ever safer and
more effective cancer radiotherapies such as boron neutron capture therapy, one of
the applications of the 35Cl measurement in this work [9]. Finally, basic physics such
as understanding the origin of elements in stellar neutron capture processes rely on
accurate neutron induced reaction data, a further application of the 35Cl measurement
in this work.

1.2 Neutron induced reaction cross sections

In this section, a brief summary of neutron induced nuclear reactions is given. In
general the relative probability of a particular nuclear reaction (α, β) occurring is
expressed as a cross section σα,β, which has units of area and is defined such that the
reaction rate Rα,β is given by

Rα,β � Ntσα,βφα (1.1)

where Nt is the number of target nuclei and φα is the rate at which projectiles α, in
this work neutrons, pass through the target per unit area. The cross section is more
formally given by

σ ∼ πo2 |Hi , f |2 , (1.2)
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where Hi , f is the matrix element that transforms the initial state i to the final state f .
For a neutron induced reaction, the wavelength o is given by

o �

√
mn + mt

mt

~√
2mnEn

(1.3)

where mn and mt are the masses of the neutron and target, and En is the neutron
kinetic energy in the laboratory.

In general, neutron-nucleus reactions separate into two groups, direct and compound
reactions, but where the form for a particular reaction is not necessarily exclusive
as the same reaction products can be obtained from a mixture of the direct and
compound mechanisms.

For the case of direct reactions there is a single step in which the reaction occurs,
typically populating single particle states within the residual nucleus formed in the
reaction. Direct reactions occur over short timescales on the order of 10−22 s and
are non-resonant; the reaction cross section varies smoothly with incoming neutron
kinetic energy. For cases where the total reaction cross section for a particular channel
(α, β) is very small, the direct component can be significant.

For the case of compound nuclear reactions, there is a two-step reaction mechanism
where in the first step, the projectile and target nucleus form an excited compound
nucleus (CN). In this intermediate ‘compound’ state, the nucleus equilibrates and
excitation is shared amongst all nucleons. The total excitation energy is given by
E? � Q + ECM where Q is the Q-value of the reaction and ECM refers to the kinetic
energy of the projectile in the centre-of-mass system. By the nature of this reaction
mechanism, when E? matches the energy of an eigenstate of the compound system,
quasi-stationary resonant states are populated which decay via any energetically
allowed channel, and the reaction cross section can vary by many orders of magnitude,
shown for example in Figure 1.1. The intermediate states live long enough that the
exact nature of the formation of the state is forgotten, and the decay to the final state
depends only on the excitation energy E? and the spin-parity Jπ of the compound
nucleus and is hence independent of the formation channel — the Bohr independence
hypothesis.

There are three main characteristic regions of the neutron induced reaction cross
section differential in incoming neutron kinetic energy, shown in Figure 1.1:

• In the absence of a Coulomb barrier, neutrons of very low kinetic energies can
penetrate and interact with the atomic nucleus. Under the assumptions that
the incoming neutron energy is low (. 50 MeV) and that the only channels are
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Figure 1.1: An example of the neutron induced cross section differential in neutron
energy for the three dominant channels in this energy range in the case of n+35Cl, a
nucleus studied later on in this work. The data are from the ENDF B-VIII.0 library.
Moving from low to high neutron energies, the three regions bounded by vertical
dashed lines are called the 1/v region, Resolved Resonance Region (RRR) and the
Unresolved Resonance Region (URR), each described in the text.

either elastic scattering (non-resonant) or compound nucleus formation, it can
be shown that the compound nucleus formation cross section for neutrons with
orbital angular momentum ` � 0 has the form

σCN �
π

k2
4kK
(k + K)2 , (1.4)

where k and K are the wavenumbers of the neutron moving outside and inside
the nuclear potential respectively. In the limit of low energies, k � K. Under
these conditions σCN � 4π/kK; thus σCN ∝ 1/v where v is the incoming neutron
speed. The cross section in the 1/v region is the sum of the low energy tails
of the many resonances centred at larger energies and is usually measured
and reported for En � 25.3 meV, corresponding to thermalised neutrons with
temperature T � 290 K. The cross section can then be extrapolated to different
neutron energies in the 1/v region according to the σ ∼ 1/

√
En relation.

• The Resolved Resonance Region (RRR) is characterised by the resonant struc-
tures at intermediate neutron energies. In this region, the spacing between
resonances is larger than their width. This region can extend to multiple MeV
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for light nuclei, but extends to far lower energies for heavy nuclei where the
level spacing is smaller.

• The RRR transitions to the Unresolved Resonance Region (URR) when the
spacing between resonances become smaller than their widths, giving rise to
a smoothly varying cross section — there is nevertheless still structure in the
cross section that arises mainly from the interference between the component of
the incident beam that passes through the target nucleus and the component
that passes around it. This region is best described theoretically with an optical
model or with Hauser-Feshbach theory which uses R-Matrix theory to calculate
a cross section using the statistical properties of resonances.

As illustrated in Figure 1.1, even for the case of a relatively light nucleus the resonance
structure of the RRR can become very complex, even more so for heavier nuclei with
higher level densities — the nuclear wavefunctions become intractable and changes in
energy of just a few eV can populate completely different eigenstates of the compound
nucleus. In this regime therefore, calculations can only deliver average properties
of the cross section and statistical properties of resonances. It is for this reason
that although the energy dependence of reaction cross sections can be calculated to
some degree, the precise energy dependence and position of resonances must be
measured experimentally — especially when accurate reaction data are required for
technological and/or astrophysical applications.

Resonances

Since for compound nuclear reactions there are two reaction steps, CN formation and
subsequent decay, the cross section for a particular reaction with entrance and exit
channels α and β can be factorised and written as

σα,β � σCN(α)P(β). (1.5)

The quantity σCN(α) is the cross section for the formation of the CN through entrance
channel α, and P(β) is the probability of decaying from the CN via channel β. P(β) is
associated with the partial width for that channel, Γβ such that P(β) � Γβ/Γ, where
Γ �

∑
β Γβ. In the vicinity of an isolated resonance in the RRR, the cross section for the

reaction (α, β) has a Breit-Wigner profile and is given by

σ(En) � πo2 g
ΓαΓβ

(En − ER)2 − Γ2/4 , (1.6)
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where ER is the centroid of the resonance. The reaction cross section can therefore be
described by the partial and total widths, and the energy of the resonance. The spin
coupling factor g is given by

g �
2J + 1

(2I + 1)(2s + 1) (1.7)

where J is the total CN spin, I is the target nucleus spin and s is the incoming projectile
spin, in this neutrons with s � 1/2.

The general formalism to describe the resonant behaviour in compound nuclear
reactions is the R-Matrix theory, the details of which can be found in References [10,11].

1.3 Radiative neutron capture

Radiative neutron capture (n , γ), the subject of the measurements in this thesis,
proceeds through the formation of a compound nucleus prior to de-excitation to
the ground state via a cascade composed of one or more gamma-rays (plus possible
internally converted electrons) over a timescale of ∼ 10−14 s. For the case of a target
nucleus A

Z X:
A
Z X + n →A+1

Z X?→A+1
Z X + γ′s (+e−′s). (1.8)

This process is shown schematically in Figure 1.2.

The excitation energy of the intermediate state A+1
Z X? is given by

E? � Sn +
A

A + 1
En , (1.9)

where Sn is the neutron separation energy of the nucleus A+1
Z X and En is the kinetic

energy of the incident neutron in the laboratory. Equivalently, for a cascade of γ-ray
multiplicity Mγ and converted electron multiplicity Me , with energies Eγi and Ee

i

respectively,

E? �

Mγ∑
i

Eγi +

Me∑
i

Ee
i . (1.10)

In order to detect neutron capture reactions therefore, one may exploit measurements
of the multiplicity or total energy of the cascade, or both in some cases; these two
detection approaches are discussed in the next chapter. An alternative approach,
also discussed in the next chapter, is not to detect the prompt reaction products, but
instead to measure the product nuclei A+1

Z X, which may be performed after a neutron
irradiation.
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Figure 1.2: Schematic of the two-step process in radiative neutron capture. The
resonant structures correspond to states of the intermediate compound system.
Order of magnitude level spacings and neutron separation energy are shown. Figure
taken from [12].



Chapter 2

Radiative neutron capture
measurement techniques

This chapter contains an overview of the most common methods for measuring
radiative neutron capture cross sections. Specific details relating to the methodologies
used for the cross section measurements in this work are given in their respective
chapters.

The cross section defined by Equation 1.1 is determined experimentally either by
measuring the reaction rate through the detection of prompt reaction products, gamma-
rays in the case of radiative capture, or by measuring the number of target nuclei that
underwent neutron capture during a neutron irradiation via a suitable post-irradiation
analysis of the irradiated sample. Prompt detection techniques include: using high
resolution detectors to measure the gamma-rays from distinct (known) transitions
within the electromagnetic de-excitation cascade followingneutron capture; measuring
the total energy of the cascade using the ‘Total Energy Detection’ (TED) technique
using low resolution liquid scintillators; or by measuring all of the gamma-rays
from the cascade via ‘Total Absorption Calorimetry’ (TAC). Post-irradiation techniques
include measuring the radioactive decay of the activated products, or direct atom
counting, both to deduce the total number of capture reactions that occurred during a
neutron irradiation. Each of these approaches are discussed below.

All cross sections are ideally required over a wide range of neutron energies to suit
any potential application, although for some applications the cross section may only
be desired at a particular energy. In some cases the approach taken is to measure the
cross section at discrete energies, after which the measurement is used to normalise a
cross section calculated using some suitable theory, using either the Hauser-Feshbach
formalism or optical model calculations. The most accurate measurements of reaction
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cross sections over a wide energy range are performed using the time-of-flight
technique. Examples of neutron sources used for such measurements are given below.

2.1 Neutron capture cross section measurement principles

In a reaction cross section experiment the quantity that is required to deduce the cross
section either at a single neutron energy or over a range of neutron energies is the
reaction yield Yn ,γ(En). It is defined as the fraction of neutrons which pass through
the sample that lead to the (n , γ) reaction:

Yn ,γ(En) �
Nn ,γ(En)
Φ(En)

, (2.1)

where Nn ,γ(En) is the number of capture reactions andwhereΦ(En) is the total number
of neutrons which passed through the sample (the neutron fluence); it takes the values
0 ≤ Y ≤ 1. For the case of a parallel neutron beam impinging perpendicular to the
surface of a homogeneous sample of uniform thickness, the capture yield is related to
the capture cross section σn ,γ via

Yn ,γ(En) � (1 − T)
σn ,γ(En)
σtotal(En)

≈
nσtotal�1

nσn ,γ(En), (2.2)

where n is the areal density, the number of target nuclei per unit area of the sample
face perpendicular to the beam, and σtotal is the total neutron reaction cross section.
In the first equality the factor (1 − T) gives the fraction of neutrons that interact
with the target, giving rise to the ‘self-shielding effect’, where the transmission factor
T � e−nσtotal(En), and the factor σn ,γ/σtotal gives the fraction of these neutrons that lead
to the reaction of interest.

In general there are experimental effects that mean Equation 2.2 only holds in the
ideal case and which require experiment specific corrections. These include:

• multiple scattering where neutrons can be captured after scattering one or more
times in the sample: Ymeas � Y1+Y2+ . . .where Yi is the yield where the neutron
was captured upon its ith interaction with the sample (Equation 2.2 pertains to
Y1).

• self-attenuation where the reaction products are scattered and attenuated within
the sample leading to an underestimation of the reaction yield. This effect is
negligible for gamma-rays (from capture reactions), but the effect can be large
for the internally converted electrons generated as part of a capture cascade.
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The following sections give an overview of the most common experimental methods
used to deduce the reaction yield defined above, and hence the reaction cross section.
A comprehensive review of neutron capture cross section measurement techniques
can be found in Reference [13].

2.2 Post-irradiation measurements

Post-irradiation techniques are based on counting the neutron capture reaction
products, the nuclei A+1

Z X produced during an irradiation, with respect to the number
of target nuclei A

ZX. This can be done in two ways: if the product is radioactive and
short lived, the nuclei A+1

Z X can be quantified by decay counting, or if the product
is long lived then direct atom counting techniques such as AMS (Accelerator Mass
Spectrometry) or more standard techniques such as Inductively Coupled PlasmaMass
Spectrometry (ICP-MS) or chemical separation can be used. The high sensitivity of
these techniques (∼ 10−15 for AMS and ∼ 10−6 for ICP-MS) allows one to be sensitive
to very small numbers of atoms, thereby making the measurement of small cross
sections feasible. If the experimental conditions are arranged such that the thin target
approximation can be applied Y � nσ (Equation 2.2), the cross section is simply given
by

σn ,γ �
NA+1
NA

1
φtirr

(2.3)

where NA+1 is the number of nuclei A+1
Z X produced during an irradiation, and NA is

the number of target nuclei; φ is the neutron flux (n/cm2/s) assumed to be constant
over the area of the sample in the irradiation and over the irradiation duration, tirr . By
definition, with post-irradiation techniques there is no measurement of the energies
of the neutrons that led to the reaction of interest; one obtains a spectrum averaged
cross section:

〈σn ,γ〉φ �

∫
σn ,γ(En)φ(En)dEn∫

φ(En)dEn
. (2.4)

The energy spectrum of the neutron source must therefore be well known, and well
suited to the particular application for which the measurement is being made. If the
cross section for a specific energy is to be determined and the neutron source is not
trulymono-energetic, the energy dependence of the cross section in the relevant energy
region must also be well known a priori; this may be acceptable for example where
the cross section varies as 1/v for low energies, but more complicated variations with
neutron energy must firstly be measured using the time-of-flight technique described
below, or characterised with activation foils whose neutron capture resonances span
the range of interest.
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There are a number of advantages to using post-irradiation methods: unlike the cross
sections obtained from resonance analyses made using the time-of-flight technique,
activation measurements automatically include the direct capture component which
for cases where the capture cross section is small can be significant. Sample impurities
which would affect resonance analyses do not affect activation measurements, since
these impurities in general do not affect isotopic ratio measurements. Systematic
backgrounds associated with the prompt detection techniques below do not affect
isotopic ratio measurements. Furthermore, irradiation samples can be placed very
close to neutron sources, in some cases inside a nuclear reactor for example; this
allows one to measure small cross sections and use small sample masses which in
turn minimises the magnitude of the corrections described above. Finally, there are
no complications that arise due to the multiplicity of the gamma-rays produced in a
single capture reaction that otherwise makes counting the number of capture reactions
non-trivial, discussed in the following Section.

The irradiation facility of choice for a particular measurement depends on the
application. Research reactors produce the highest neutron fluxes of any facility, up
to around 1014 neutrons/cm2/s via fission. The associated neutron energy spectra
are typically Maxwell-Boltzmann distributions with a mean energy of 25.3 meV
(corresponding to a temperature of 290 K), although some reactors provide sources
of colder neutrons. These sources are typically used for measurements relating to
technological applications. Neutron beams (or fields) can be produced using low
energy (< 15 MeV) beams of light charged particles, typically provided by Tandem
accelerators; mono-energetic (or quasi mono-energetic) beams of neutrons with
energies ranging from around 0.5 MeV to 24 MeV are produced from high Q-value
reactions such as T(p , n)3He, D(d , n)3He or T(d , n)4He. Sources of neutrons with
‘quasi-stellar’ Maxwell-Boltzmann energy distributions with mean energies in the
keV range can be produced by the 7Li(p , n)7Be (mean energy 25 keV) and 18O(p , n)18F
(mean energy 5 keV) reactions for example. These sources are primarily used for
astrophysical studies.

2.3 Prompt detection techniques

The following techniques rely on measuring the prompt gamma-rays from the
electromagnetic cascades depopulating the excited compound nucleus decaying to its
ground state as a means of measuring the rate of reactions Cn ,γ. The yield is given by

Yn ,γ(En) �
Cn ,γ(En)
ε(En)φ(En)

, (2.5)
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where φ is the neutron flux (defined here as the neutrons passing through the sample
area per unit time), and ε is the efficiency for the prompt detection of the capture
reactionwhich in general is not equal to the efficiency for the detection of the individual
gamma-rays since in general many gamma-rays are produced for a single capture
event. As illustrated in Figure 1.2 there are many possible cascades meaning that
for each capture event, the multiplicity and energy of the gamma-rays is different
although for some specific cases there may be characteristic gamma-rays that are
produced in each de-excitation. One of the most important aspects of the detection
system of choice is therefore that the detection efficiency should be independent of
the cascade on an event-by-event basis; that is the efficiency should be independent of
the cascade multiplicity and gamma-ray energy distributions.

There are three distinct prompt gamma-ray techniques discussed below; for a particular
measurement the choice of technique depends on many factors such as the desired
accuracy, the amount and possible radioactivity of the sample material, and on the
neutron energy range of interest. It is most common for γ-spectroscopic methods
to be used at mono-energetic or thermal neutron sources, whilst total absorption
calorimetry and total energy detection are typically applied at white neutron sources
in conjunction with the time-of-flight method, although in principle each of the
following methods can be implemented at either mono-energetic or white neutron
sources. A comprehensive review of prompt measurement techniques can be found
in Reference [14].

γ-ray spectroscopy

Detectors with sufficient resolution, e.g. high purity Ge-detectors, can be can be used
to perform level population spectroscopy, where the capture reaction rate can be
determined by measuring either the individual primary gamma-rays depopulating
the excited state upon neutron capture, or by measuring the gamma-rays feeding
the ground state. This is only possible for a limited number of cases where the
level scheme is both relatively simple and well known — in general therefore, this
restriction limits the technique to light nuclei. This technique is routinely adopted
at mono-energetic neutron sources where it is called Prompt Gamma-ray Activation
Analysis (PGAA) — see References [15,16] for examples. One of the major advantages
of this technique is that when the full resolving power of the gamma-ray spectrometer
is utilised, the results are in principle not affected by systematic backgrounds such
as scattered neutrons (the neutron sensitivity) which for the methods below need to
be carefully subtracted from the overall count rate to avoid the overestimation of
the capture yield. The analysis of specific gamma-lines also means that this method
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is in general independent of any sample impurities which may affect the following
methods.

Total absorption calorimetry

Total absorption calorimetry relies on the detection of all gamma-rays emitted in a
capture event, meaning that total absorption calorimeters (TACs) are therefore built
ideally in a 4π geometry and have 100% detection efficiency. In this way the total
energy deposited in the detection system is proportional to the total energy of the
capture cascade and is therefore independent of the cascade. Segmented detectors
allow themultiplicity of cascades to bemeasured, andwhen coupledwith high quality
energy resolution, these systems provide a powerful means for counting capture
reactions and rejecting undesired background events which in general have a lower
multiplicity than capture cascades, and have a different deposited energy distribution.
Examples include the TAC at the n_TOF facility composed of 40 BaF2 crystals [17],
and DANCE (Detector for Advanced Neutron Capture Experiments) at Los Alamos
Neutron Science Centre (LANSCE), composed of 162 BaF2 crystals [18]. The main
advantages of this method are that TACs have good efficiency, powerful background
rejection capabilities, ability to measure multiplicity, good energy resolution, and
hence can be used also to study the characteristics of the γ-ray cascade. The main
drawback of the method is that in general one needs to apply significant corrections
to account for the sensitivity of the detectors to scattered neutrons, owing to the large
amount of material associated with the detectors and their support structure.

Total energy detection

The total energy detection method (TED) seeks to measure the total energy of the
cascade given by Equation 1.10 on an event-by-event basis, rather than measure the
properties of the individual cascade gamma-rays. Knowing the excitation energy
prior to the cascade, given in Equation 1.9, allows one to calculate the number of
cascades and therefore the capture rate Cn ,γ. The method was originally proposed
by Maier-Leibnitz and first applied by Macklin and Gibbons [19]; it is based around
a detection system with a low efficiency such that at most one of the gamma-rays
from a cascade is detected in any given capture event and where the efficiency for the
detection of a gamma-ray is proportional to its energy. These properties mean that
the efficiency for detecting a capture cascade depends only on the initial excitation
energy of the decaying nucleus, or equivalently on the total energy of the cascade —
in this way, the efficiency is independent of the cascade. Whilst Moxon-Rae detectors
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achieve this required proportionality to some degree, they fell into disuse because of
non-proportionality below about 0.5 MeV, and due to their poor efficiency. Modern
experiments use C6D6 detectors and artificially modify the efficiency of the detectors
in software using the Pulse Height Weighting Technique (PHWT); further details are
given in Section 3.6.1 and in References [20–22]. The main advantage of this technique
is the insensitivity of the detection systems to neutrons. Such detection systems are
routinely used at each of the neutron time-of-flight facilities discussed below. The
TED method was used in this work, and the associated TED detection system used at
n_TOF is described in Section 3.2.3.

2.4 The time-of-flight method at white neutron sources

The time-of-flight method coupled to one of the prompt detection techniques above
allows the energy dependence of neutron induced reaction properties to be studied,
including the complex resonant structures of reaction cross sections. The technique
requires a pulsed neutron source providing neutrons across a wide range of energies,
a white neutron source — examples of facilities housing such sources and neutron
producing methods are given below. In a reaction cross section experiment, the
neutron time-of-flight tn corresponding to the time taken to traverse a fixed flight path
length L is used to determine the neutron kinetic energy via the dispersion relation

En � mn c2(γ − 1), (2.6)

where mn is the neutron mass, c is the speed of light and γ is given by

γ �
1√

1 − (L/tn)2/c2
. (2.7)

The time-of-flight is measured as the time difference between the initiation of the
neutron pulse and the detection of the prompt reaction product(s) of interest corre-
sponding to a single event, for example a gamma-ray cascade in a radiative capture
event, with some suitable detection apparatus with good time resolution (typically
< 1 ns). The neutron energy resolution, although dependent on energy and sample
dependent to some degree, is typically δEn/En ∼ 10−3 for the existing neutron time-
of-flight facilities described below. This resolution is sufficient to allow precision cross
section and resonance analyses for a wide range of isotopes across the nuclear chart.
Further details of this technique relevant to the measurement made in this work are
given in Chapter 3.
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Pulsed neutron sources required for the time-of-flight technique are typically produced
by pulsed beams of charged particles impinging on heavy nuclei targets resulting in
either spallation or photo-disintegration reactions. At spallation sources, multi-GeV
proton pulses impinge on a massive target such as Pb producing many reaction
products including neutrons; time-of-flight facilities with such sources include n_TOF
(CERN) (discussed at length in Chapter 3) and LANSCE (Los Alamos National Labo-
ratory). Neutrons from photo-disintegration reactions are generated by impinging
pulses of ∼40-200 MeV electrons on targets with high atomic numbers such as U or
Ta, thus generating a source of Bremsstrahlung radiation leading to reactions such
as (γ, n), (γ, 2n), (γ, f ). Facilities housing such sources include GELINA at JRC-Geel
and ORELA (now decommissioned) at Oak Ridge National Laboratory [23]. For both
types of pulsed source, the neutron energy range is extended over multiple orders of
magnitude via neutron moderation.

2.5 Surrogate measurements

In the most exotic cases of interest, the target nuclide may be toxic or intensely
radioactive (or both). Manufacturing a target for a measurement may not only
be impractical from a safety perspective, but may also be futile if the target has a
very short half-life. In these cases, the methods described above are not feasible;
a surrogate for neutron addition such as the single-neutron-adding (d , p) transfer
reaction presents an alternative doorway into compound nucleus formation, which by
the independence hypothesis decays independently of its formation channel. This
allows one to perform experiments in inverse kinematics where a beam of the exotic
isotope of interest is incident on a fixed deuterated target for example, in the case of a
(d , p) reaction. In this way, if the decay from the compound nucleus via the channel
of interest β is studied, the decay probability P(β) of Equation 1.5 can be determined.
An optical model calculation can yield the quantity σCN(n) (typically to a higher
degree of accuracy than possible for calculations of P(β)) which when combined with
the measured P(β) yields the cross section of interest as per Equation 1.5, or at least
helps to constrain the value of the desired cross section. Historically, surrogates for
radiative neutron capture have presented difficulties due to the mismatch between
the distributions of spin-parity populated in the surrogate and ‘real’ neutron capture
reactions, but recent theoretical advances have improved the accuracy of the technique,
see References [24,25]. The surrogate approachmay be associatedwith either a prompt
or post-irradiation measurement technique.



Measurement techniques 26

2.6 Normalisation

For post-irradiation and prompt methods alike, the absolute value of the flux φ (or
absolute normalisation of the shape of the neutron flux φ(En)) is typically the largest
source of uncertainty associated with the measured yield Y, and the deduced cross
section. It is usual to make auxiliary measurements of samples whose cross sections
are well known, or considered ‘standard’ [26]. For post-irradiation techniques, this is
typically performed by activating small foils of known composition and mass (e.g.
Au, Cu, Zr) in close proximity to the sample of interest during the irradiation, before
performing an analysis of the activated gamma-ray lines (with known half-lives and
branching ratios). Details of this procedure are given in Section 4.3.2 in relation to
the irradiation+AMS measurement made in this work. For prompt measurements,
the philosophy is similar; samples whose cross sections are standard across a wide
range of neutron energies are used to deduce the shape of the neutron flux φ(En)—
this procedure is discussed in Section 3.2.1 for the time-of-flight measurement in this
work.

For prompt measurement techniques using the time-of-flight technique, the most
common method to perform the final absolute normalisation of the reaction yield is to
use the saturated resonance method (SRM) [27]. This accounts for the absolute values of
the efficiency of the detection system ε and the absolute normalisation of the neutron
energy spectrum φ (both of which depend on precise geometries and sample/detector
positions). The SRM involves measuring a sample of the same size as the sample
of interest, which has a strong isolated resonance where Γn � Γγ. In this case, if
the sample is chosen such that the product of the areal density and cross section is
large enough, all neutrons with energies near that of the resonance are captured by
the sample, meaning that for this ‘saturated resonance’ the capture yield Y ≈ 1; an
example is the 4.9 eV resonance in 197Au. This allows one to combine the absolute
normalisation (which is geometrical and sample independent) into a single factor that
can be applied to the measured yield for the sample of interest, by comparing the
measured yield at the saturated resonance to the calculated value. Further details of
this procedure are given in Section 3.8.2 for the measurement performed in this work.

2.7 Measurable quantities

The simplest measurements are those where a cross section at a particular energy
or a spectrum averaged cross section is desired; these measurements were already
discussed.
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The most complicated are the high-resolution measurements seeking to obtain the
point-wise cross section in the resolved resonance region (RRR) using the time-of-
flight technique. In addition to the experimental effects described in Section 2.1
(multiple scattering and self-attenuation), Doppler broadening and effects due to the
moderation of neutrons in the neutron producing target of white neutron sources also
act to change the measured shapes of resonances — the specifics of these resolution
effects are discussed in Section 3.2.2. As discussed in Section 1.2, the cross section in
the RRR can be parametrised in terms of the partial widths, total widths, energies
and spins of resonances. These parameters are independent of any effects associated
with a specific experimental set-up, and their measurement is therefore the goal of a
cross section measurement of the RRR. In principle, if the neutron energy resolution
of the time-of-flight facility is sufficient, a combination of the capture measurement
and a transmission measurement1 can be used to uniquely determine each of the
resonance parameters. For most resonances however, the neutron energy resolution
of the time-of-flight facility is larger than the natural width of the resonances meaning
that the partial widths (Γn , Γγ, . . . ) can not be uniquely determined due to their strong
correlation. In a single capture experiment therefore, in general it is only the area of
the resonances given by

An ,γ � 2π2o2 g
ΓnΓγ

Γ
� 2π2o2κ (2.8)

that can be measured. Here κ � g ΓnΓγ
Γ

is the capture kernel and the other symbols
were defined in Section 1.2. If Γn[Γγ] � Γi where i represents any of the other partial
widths, then gΓγ[gΓn] can be measured. If the spin factor g is known (the spin of the
resonance is known), the partial width Γγ[Γn] can also be determined.

To obtain these parameters from the experimental yield, codes such as SAMMY [28]
or REFIT [29] are typically used which account for the convolution of the various
experimental effects mentioned above, and which can also be used to perform a full
R-Matrix analysis of the experimental yield; both codes start from an initial set of
resonance parameters (usually taken from an existing data evaluation such as ENDF)
from which an iterative procedure yields the best fit resonance parameters, and hence
resonance kernels.

In addition to resonance parameters for the RRR, point-wise cross sections can be
deduced from the reaction yield in theURR, typically via the thin-target approximation
as σ � Y/n (see Equation 2.2), and where a correction is applied to account for the
over/underestimation of the yield because of the effects discussed above. In a similar

1Transmission measurements yield the transmission factor T defined in Equation 2.2, which in turn
allows the total cross section to be measured.
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way, the thermal cross section can also be directly measured from the reaction yield,
although it is more usual to perform a dedicated thermal measurement using a source
of thermal neutrons where in general systematic uncertainties are smaller.



Chapter 3

35Cl radiative capture cross section
measurement at n_TOF

3.1 Applications, motivation and objectives

The 35Cl(n , γ) cross section has multiple applications: medical physics in the context
of the novel cancer treatment, Boron Neutron Capture Therapy (BNCT); nuclear waste
management relating to the current generation of reactors; and in nuclear astrophysics.
These applications are summarised below:

BNCT cancer therapy is based around the selective uptake of 10B in malignant cells
due to their enhanced metabolism, delivered to the patient by means of the boronated
amino-acid, boron-phenylalanine [30]. Irradiating the area with neutrons can lead to
the 10B(n , α) reaction from which the ionising reaction products deliver a precisely
located dose to the tumour (within around 10 µm of the reaction site), and the non-
ionising neutrons mostly pass through the body without interacting thereby reducing
the dose to healthy tissue. BNCT is currently being considered more seriously as an
option for future cancer therapies, based on the most recent clinical results associated
with brain tumours and head and neck cancers [30–32]. Although the total dose
rate is dominated by the 10B(n , α) reaction, there is inevitably a dose delivered to the
surrounding healthy tissues from other mechanisms; in any radiotherapy treatment it
is these undesired dose components that ultimately limit the viability of the treatment.
For BNCT these other mechanisms are dominated by the elastic scattering of neutrons
on the abundant isotope 1H, but also include the 1H(n , γ), 14N(n , p) and 35Cl(n , γ)
reactions. Monte-Carlo simulations have indicated that for brain tumour treatments
the dose rate from 35Cl(n , γ) accounts for around 11% of the total dose to the brain for
neutron energies in the range 100 eV - 10 keV [33]; in BNCT clinical trials, and indeed

29
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more generally in any future roll-out of the technology, the Monte-Carlo simulation
based therapy planning systems rely on accurate cross section data to achieve the
most reliable planning and best therapeutic outcomes. The International Commission
on Radiation Units and Measurements (ICRU) recommends that the radiation dose
delivered should be within 5% of the prescribed dose, therefore requiring cross section
uncertainties significantly below 5%.

Graphite moderated reactors are commonplace in the UK and across Europe, Asia
and North America, following on from the first nuclear reactor to achieve criticality,
Chicago Pile-1, which did so in 1942 with graphite bricks as themoderator. The United
Kingdom in particular embraced graphite as a moderator; initially for MAGNOX
reactors [34] and later for Advanced Gas-cooled Reactors (AGRs) [35]. 35Cl is present
in commercial nuclear reactors, both in the fuel cladding (2-5 ppm by weight) and also
as an impurity in the graphite moderator (<2 ppm by weight). Irradiated graphite
contains multiple activation products including 14C (see Chapter 4) and 36Cl which are
both long-lived and by their chemical nature it may be possible for them to escape from
a future geological disposal facility (GDF) and into the wider biosphere, potentially
contributing to public doses. Currently in the UK, irradiated graphite makes up 23%
of the intermediate level nuclear waste, amounting to a volume of approximately
67,000 m3 weighing 83,000 metric tonnes with a further 14,000 tonnes classed as low
level nuclear waste [36]; it is therefore paramount to be able to predict the amounts
of these radionuclides present in nuclear waste to allow for its safe disposal — this
relies on accurate knowledge of the reaction cross sections. The final 36Cl content of
irradiated nuclear graphite is mostly sensitive to the thermal cross section [37], but the
final uncertainty associated with the 36Cl content is also dependent on the reaction
cross section uncertainties in the resolved resonance region at larger neutron energies,
as was shown by a sensitivity study by Taylor et al. [38].

Finally, 35Cl has a role in the astrophysical s-process, a series of successive neutron
captures and beta decays, one of the primary mechanisms in the generation of the
heavy elements beyond Fe in stellar environments [39, 40]. The s-process is driven
by neutrons produced in the 13C(α, n)16O and 22Ne(α, n)25Mg reactions. Isotopes
of high abundance (i.e. lighter nuclei) or those with large neutron absorption cross
sections affect the efficiency of the neutron recycling in the s-process by removing
neutrons from the stellar environment; they act as ‘neutron poisons’. Being relatively
abundant, 35Cl (the 17th most abundant in the solar photosphere [41]) is classed as a
‘minor neutron poison’ and the neutron capture cross section averaged over stellar
neutron energy spectra are required to assess its impact on the s-process. The relevant
energy range for stellar applications covers entire resolved resonance region, spanning
neutron energies up to several 100 keV.
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There have been two previous precision time-of-flight measurements of the 35Cl(n , γ)
cross section and associated resonance analyses, those of Macklin et al. [42] and Guber
et al. [43]. Only the Guber measurement reported the cross section below 4 keV,
implying the existence of just a single data set for neutron energies < 4 keV. The cross
section reported in the evaluated nuclear data libraries ENDF/B-VIII.0 and JEFF-3.3
are both based on an evaluation by Sayer et al. including these two datasets as well as
previous measurements of the total neutron cross section [44]. For neutron energies
> 4 keV the Sayer evaluation (based heavily on the Guber measurement) and the
Macklin measurement report capture resonance kernels that consistently differ by
around 15%. Both of thesemeasurementswere performed at the neutron time-of-flight
facility ORELA at Oak Ridge National Laboratory. It is therefore clear that for the
applications above, a new precision measurement may not only lead to a reduction
of the uncertainty associated with the evaluated reaction cross section, but may also
resolve the discrepancies of the individual data-sets therein. Moreover, the stellar
averaged cross sections derived from the two previous time-of-flight measurements
are inconsistent with a recent measurement made via AMS [45] further prompting a
new measurement at a different experimental facility.

Objectives

The objectives of this portion of work were to obtain a neutron capture reaction yield
up to an energy of 200 keV with minimal uncertainty, covering the neutron energies
relevant to each of the applications above, using the total energy detection system at
the neutron time-of-flight (n_TOF) facility at CERN. The resonance parameters for
any resolved resonances are desired, to be obtained via an R-Matrix analysis of the
reaction yield accounting for the complex response of the time-of-flight spectrometer.
Where the resonances are unresolved, the average cross section is desired. An accurate
assessment of the systematic uncertainties associated with the measurement is also
required, which can be reportedwith the yield to EXFOR, to be incorporated in a future
evaluation of the cross section. In general for light nuclei, the capture cross section is
small meaning that any systematic background associated with a measurement may
become prohibitive; a comprehensive study of the background components at n_TOF
required for the measurement of such nuclei is also the objective of this work, which
may serve as a basis for future background optimisation and also for planning future
experiments, since at n_TOF there has only been one previous capture measurement
campaign concerned with Mg isotopes [46]. Finally, a quantitative comparison of the
results to those of previous measurements and evaluations will be made, as well as an
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assessment of the impact of the n_TOF measurement on each of the aforementioned
applications.

3.2 Experimental set-up at the n_TOF facility, CERN

The neutron time of flight facility at CERN was commissioned in 2001 and grew out
of a research programme in the late 1990’s seeking to demonstrate the feasibility to
destroy, or ‘transmute’, long-lived fission products in Accelerator Driven Systems
(ADS) [47]. The experiences gained during these experimental campaigns led to
a proposal by Rubbia for the n_TOF facility with the aim of producing a facility
capable of measuring neutron induced reaction cross sections over a wide energy
range spanning eleven orders of magnitude from thermal to GeV neutron energies,
covering energy ranges relevant to stellar and Big Bang nucleosynthesis, medical
physics, nuclear energy technologies, and other basic nuclear physics [48]. There have
been three phases of operations, each one leading to improvements in the capabilities
of the facility and the range of measurable isotopes; the measurement in this thesis
was made during Phase III which commenced in 2014. A complete description of the
facility and its history can be found in References [49, 50]; a brief description is given
here.

At n_TOF, nominal pulses of ∼ 7 × 1012 protons (dedicated beam mode) of 20 GeV/c

momentum and a temporal width of 7 ns (root mean square) from CERN’s Proton-
Synchrotron (PS) impinge on a fixed ∼ 1 tonne cylindrical Pb target generating around
300 neutrons per proton via spallation reactions, see Figure 3.1. In total, around
5.5 × 105 neutrons per nominal pulse reach the experimental measuring station used
in this work. There is also a parasitic beam mode with around half the intensity of the
dedicated pulses. For each spallation reaction on a lead nucleus, several energetic
particles are created which lead to an internuclear cascade producing many highly
excited nuclei which decay predominantly by neutron emission, since neutrons do
not experience a Coulomb barrier. The lead target is cooled with a 1 cm thick jacket
of water encased in an aluminium tank, and a further 4 cm layer of water or borated
water (H2O +1.28%H3BO3 by mass) acts to further moderate the spallation neutrons
(MeV-GeV energies) in order to produce a white spectrum ranging from thermal
energies to multi-GeV. There is a low neutron pulse repetition rate of 0.4 Hz in order
to avoid wrap-around events where neutrons from separate pulses overlap, and also
to respect the limits on the spallation target heating. Furthermore, the low duty cycle
but intense proton pulses results in an enhanced signal-to-background ratio relative
to the alternative case of a large duty cycle, but lower intensity beam structure.
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Figure 3.1: Schematic of the n_TOF facility as part of the CERN accelerator complex.
Protons are accelerated through the LINAC, PS-Booster, PS (proton synchrotron)
chain up to 20 GeV/c and are directed onto the n_TOF spallation target, generating
neutrons which traverse the 185 m horizontal flight path to Experimental Area 1
(EAR1) (and a second 20 m vertical beamline leading to Experimental Area 2 (EAR2)
not shown in the figure).

Since 2014 there are two neutron flight paths: the original 185 m horizontal beam
line leading to Experimental Area I (EAR1), and a second 20 m vertical beam line
leading to Experimental Area II (EAR2) [51, 52]. The longer flight path is more suitable
for measurements where precision resonance analyses are to be made since there
is a larger dispersion in time-of-flight for a given neutron energy interval, but also
naturally results in a lower instantaneous neutron flux. The shorter flight path leads
to a more degraded neutron energy resolution and ability to resolve closely spaced
resonances, but the much increased neutron fluence (around 40× that of EAR1) means
that more intensely radioactive samples can be measured where required, as a result
of the more favourable signal-to-background ratio. The relative merits of EAR1 versus
EAR2 are evaluated on a case by case basis; for this work EAR1 was used since the
sample was not radioactive, and a precision resonance analysis was the goal of the
experiment.

The spallation products enter the beam-lines evacuated to < 10−2 mbar; the EAR1
beam-line is depicted in Figure 3.2 and is described here. After the spallation target, a
filter station is positioned before the first collimator, and contains removable slabs
of materials that have very strong neutron absorption resonances which effectively
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remove all neutrons from the beam at the energy of these resonances; this is useful
for evaluating background components and is further discussed in Section 3.7. The
undesired charged spallation products are swept out of the beam by a 3.6 Tm dipole
magnet positioned around 145 m from the spallation target, and two collimators shape
the beam. The second collimator can be changed depending on the measurement
requirements, with an 18 mm diameter circular collimator for capture measurements
where in general a more well defined beam is required and where thicker targets are
used, and an 80 mm collimator for fission measurements where in general targets of
large diameter and minimal thickness are used to minimise fission fragment stopping
and energy straggling. The resulting approximately Gaussian beam profile for the
capture set-up is discussed in Section 3.2.1. Additional sections of concrete shielding
covering the cross-section of the beam tunnel act to prevent other particles from
travelling to the experimental area outside of the beam tube. Finally, the beam dump
is composed of a polyethylene cube of side 50 cm, with additional cadmium foils such
that backscattering towards the experimental bunker is minimised.

Figure 3.2: Schematic of the 200 m n_TOF EAR1 horizontal beam line, not to scale.
Distances from the spallation target are given in m.

Background and prompt spallation products

Minimising the sources of undesirable in-beam spallation products is paramount to
ensure that the measurement of interest is not dominated by background — this is
challenging beingwithin such close proximity to a spallation source. With each proton
pulse there is a burst of relativistic particles aside from neutrons, whose passage to
the experimental area is minimised through many stages of shielding and collimation.
The 10◦ angle at which the proton beam impinges on the lead target significantly
reduces the quantity of forward-focussed spallation products (photons, muons, pions
etc.) entering the beamline, in addition to the fraction of the proton beam that does not
stop within the lead target. Moreover, the choice of borated water as the moderator
significantly reduces the source of 2.2 MeV gamma-rays from the 1H(n , γ) reaction at
thermal neutron energies (the dominant source of in-beam photons) as low energy
neutrons are preferentially used up in the 10B(n , α) reaction which has a very large
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thermal cross section. The reduction of in-beam photons in this way comes at the
expense of a significantly reduced thermal and epi-thermal flux, shown in Figure 3.3.

Despite measures for their reduction, there is nevertheless an unavoidable number
of in-beam ionising particles: gamma-rays originating from neutron capture on the
moderating materials surrounding the spallation target (dominated by 478 keV from
10B(n , α)7Li? reactions, 511 keV from pair annihilation, and 2.2 MeV from 1H(n , γ)),
particles from the in-flight decay of short-lived spallation products, and charged
particles produced by the interaction of high energy neutrons and photons with the
second collimator. Collectively, these prompt particles (arriving at the experimental
area in < 1 µs) produce a response in any detection system placed in the experimental
bunker, the so-called γ-flash. The one redeeming feature of the flash is that it serves
as a precise reference for the time of each proton pulse on target which can be used
for determining the kinetic energy of neutrons corresponding to subsequent detected
events. The response of the detectors used in this work to the flash is discussed
in Section 3.2.3. Further sources of background include sources of radiation in the
absence of the neutron beam and the scattering of neutrons and in-beam photons in
the experimental bunker from the sample and surrounding materials; the relative
contributions of each source varies as a function of time-of-flight — a complete
description of the individual background sources is given in Section 3.7. For capture
measurements, where gamma-rays are detected, these background sources can be
prohibitive if the capture cross section of the isotope being studied is relatively low in
magnitude and/or small relative to the neutron scattering cross section, as were both
the case in this work (see Figure 1.1); this can lead to an enhanced background due
to scattered neutrons interacting with the surrounding materials, also discussed in
Section 3.7.

3.2.1 Neutron beam characteristics

The production of an experimental yield for any cross section measurement relies on
an accurate characterisation of the neutron flux; indeed the flux is often the dominant
source of uncertainty. There have been multiple concerted efforts within the n_TOF
collaboration to perform this characterisation, the details of which can be found in
References [50, 53]; a summary of the essential characteristics of the beam relevant to
this work and its measurement at EAR1 are given below.



35Cl(n , γ) measurement at n_TOF 36

Neutron flux

For a cross section measurement, it is the shape of the neutron flux that is most
important rather than its absolute value as measurements are typically made relative
to a well known standard cross section [26] (e.g. 197Au for capture measurements or
235U for fission measurements), as was the case in this work. At n_TOF, a series of
dedicated measurements of the neutron flux have been made using multiple detector
technologies each with different operating principles and systematics, measuring
samples where their cross sections are considered ‘standard’ by the IAEA [26]; the
neutron flux is determined using Equations 2.2 and 2.5. The measurements made
were the following:

• 235U(n , F) (standard over En � 0.15-200 MeV): measured using a position
sensitive MicroMegas detector (MGAS) [54], PPAC (Parallel Plate Avalanche
Counter) [55], and the PTB ‘H19’ fast fission chamber (Physikalisch-Technische
Bundesanstalt) [56].

• 10B(n , α) (standard over En � 25 meV-1 MeV): measured using MGAS.

• 6Li(n , t) (standard over En � 25 meV-1 MeV): measured with the SiMon (Silicon
Monitor) detectors [57], permanently installed for flux monitoring. The SiMon
detectors were also used in this work for flux verification, see Sections 3.2.4 and
3.8.1.

These measurements were compared and combined with accurate Monte-Carlo
simulations (FLUKA and MCNP) to produce an evaluated flux, which for EAR1 is
shown in Figure 3.3 with isolethargic binning1; the definition of the neutron flux here
is the number of neutrons integrated over the whole beam profile at the entrance to
the experimental bunker (around 182 m from the spallation target) per energy bin per
nominal proton pulse of 7 × 1012 protons.

The essential features of the flux include the dominant peak around 1 MeV, typical of
neutron evaporation from the hot spallation products, and the peak around thermal
neutron energies, 25.3 meV, corresponding to thermalisation in the moderator. Below
around 1 MeV, the flux varies isolethargically, close to 1/En typical of a moderated
neutron spallation source2. The dips in this intermediate region arise from resonant

1For the flux here, and later for time-of-flight histograms that span multiple orders of magnitude,
isolethargic binning is used such that for any histogrammed quantity, structures at all energies or
times-of-flight can be resolved. Histogram bin widths have equal logarithmic width w such that
log Elow + w � log Eup where Elow and Eup are the lower and upper bin boundaries.

2The neutron lethargy, the average logarithmic energy-loss per collision, is constant in a perfect
moderator — a plot of the moderated neutron flux over the logarithm of energy is therefore flat in the
ideal case — this behaviour is evident in the n_TOF flux.



35Cl(n , γ) measurement at n_TOF 37

Figure 3.3: Evaluated neutron fluxes at EAR1 for the case of non-borated and borated
water moderators with the 18mm capture collimator, shownwith 100 bins per energy
decade, with associated uncertainties. Figure from Reference [50].

absorption by 27Al used for the windows of the evacuated beam-line and of the
spallation target and water moderator circuit assembly. One must take care when
a cross section measurement or resonance analysis are to be performed close to the
regions around these dips.

The statistical uncertainty shown in Figure 3.3 is calculated in the usual fashion
from the combination of each of the individual flux measurements. The different
measurements are normalised at the thermal point (En � 0.0253 eV) and the systematic
error is then estimated by calculating the r.m.s. of the different measurements for
each energy bin, and is therefore more indicative of the uncertainty associated with
the overall shape of the flux; this is the lower limit of the cross section uncertainty
achievable in this work since the cross section was made relative to the standard
cross section of 197Au meaning that the absolute value of the flux is not as relevant.
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The uncertainty increases in general with increasing neutron energy since for each
of the individual flux measurements, the counting statistics diminish with neutron
energy due to the overall 1/v dependence of the reference cross sections listed above
coupled with a rough 1/En dependence of the neutron flux, at least over the region 1
eV ≤ En ≤ 104 eV (note the flux shown here is in units of lethargy). Where statistics
are enhanced, e.g. at the ∼1 MeV peak, the uncertainty is smaller and conversely
for the regions around the aluminium absorption resonances, the uncertainty is
larger. Year-by-year, the precise boron content of the moderator circuit changes
meaning that the low energy flux must be monitored in each experiment, details of
this procedure are given in Section 3.8.1. For this reason the uncertainty associated
with the lower energy flux is estimated to be larger than is shown in Figure 3.3. The
overall uncertainties on the flux adopted in this work are shown in Table 3.1.

Table 3.1: Overall systematic uncertainty estimates associatedwith shape the neutron
flux adopted in this work, with the borated water moderator.

Neutron energy range Uncertainty (%)
25 meV to 100 eV 2
100 eV to 10 keV 2
10 keV to 1 MeV 4
1 MeV upwards 3

Beam profile and interception factor

The EAR1 beam profile is shown in Figure 3.4, and was also determined using a
combination of measurements using a 2D pixelated MicroMegas detector [54], and
Monte-Carlo simulations. For the 18mmcapture collimator, the beam is approximately
Gaussian, with width σ ≈ 0.7 cm. The beam profile is crucial for calculating the flux
integrated over the sample area φ(En) used to calculate the reaction yield in Equation
2.5. φ(En) is given by the product of the flux in Figure 3.3 with the beam interception
factor (BIF) defined as fraction of the beam that intercepts the target, shown in Figure
3.4 for different diameter targets. The decline at the lowest neutron energies (< 0.1 eV)
is due to the effect of gravity on the slowest neutrons as they traverse the horizontal
beam line meaning that they ‘miss’ the target; for reference, thermal neutrons arrive at
the experimental bunker around 85 ms after GeV neutrons. The increase at energies
> 1 MeV is a result of the more forwards-peaked neutron production leading to a
narrower beam and therefore an increased BIF. In between, from around 0.1 eV to 100
keV, the BIF is constant to within around 1%. For capture experiments this generally
covers the entire range of interest meaning that the systematic change in the BIF is
not significant; this was the case for this measurement. The systematic change is
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Figure 3.4: (Left) Measured beam profile projection in the vertical plane for neutron
energies 0.1-1 eV, with associated Monte-Carlo (MC) simulations for both collimator
sizes. (Right) Beam interception factor as a function of neutron energy for different
sized circular samples at the nominal measuring position. The lines either side of
the data points for the 2 cm diameter sample (the size of the sample in this work)
correspond to the effect of moving the sample left/right or up/down by 1 mm with
respect to the nominal position. Figure adapted from Reference [50].

dominated by the effect of a misalignment, shown in Figure 3.4 for 2 cm diameter
samples (as were used in this work), where it is shown that a 1 mmmisalignment of
the sample can result in a change of up to 3%. For the case where a measurement
is made relative to a standard cross section (197Au in this work) using the saturated
resonance method (SRM), both samples must intercept the same fraction of the beam
making this alignment crucial. The SRM was applied in this work, and is discussed
in Section 3.8.2; due to uncertainties relating to the sub-mm alignment of samples,
the BIF therefore represents one of the largest sources of systematic uncertainty. The
alignment of the samples is discussed in Section 3.3.

3.2.2 Neutron kinetic energy determination and resolution

The neutron kinetic energy associated with each detected event is calculated using
Equation 2.6 in the case where the flight path L is fixed. For a given event, the time of
the γ-flash tγ from the corresponding neutron pulse generation is measured (the time
at which light arrives at the detector from the neutron producing target following
a proton pulse, see Figure 3.8) in addition to the time of the event t; the neutron
time-of-flight is given by

tn � t − tγ + L/c (3.1)

where for the case of EAR1 at n_TOF, L/c ≈ 620 ns depending on the exact position of
the detectors. The associated energy resolution is limited by several factors:
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• The temporal width of the proton beam, 7 ns r.m.s. at n_TOF

• The time resolution of the detectors used to measure t and tγ, this is negligible
for the detectors used in this work, being on the order of 1 ns.

• The relative thermal motion of the incoming neutron and target nuclei results
in a Doppler broadened time-of-flight or neutron energy spectrum, especially
important for resonance analyses. The broadening can be described by the Free
Gas Model where the Gaussian broadening has width

σ �

√
2kBTe f f EnA/(A + 1) (3.2)

where A is the mass of the target nuclei, En is the neutron energy and Te f f ≈
3
8Θ coth(3Θ8T )where Θ is the Debye temperature and T is the temperature. The
broadening only affects the shapes of resonances, not their positions, and the
effect is minimised by keeping the temperature constant inside the experimental
bunker (295 K in this work). The effect is taken into account in the resonance
analysis.

• The uncertainty relating to the fixed flight path length L affects the position of
resonances, but not their shape. The ≈ 185 m geometrical flight path length is
calibrated to within around 1 cm using a sample where the resonance energies
are well known; see Section 3.5.3.

• The least trivial effect relates to the moderation of neutrons in the neutron
producing target assembly. For a given neutron energy, there is a distribution
of moderation times that neutrons spend inside the neutron producing target
assembly (or equivalently moderation distance), referred to as the resolution
function (RF). The relationship between the measured time-of-flight and the
true neutron energy described by Equation 2.6 is modified in a non-trivial way;
the result is that the shapes and positions of resonances are also modified, as
shown in Figure 3.5. This effect depends heavily on the experimental facility and
the neutron production mechanism. The RF cannot be directly measured, so
Monte-Carlo simulations are performed, which also include the effect of the 7 ns
proton pulse width. The simulations were subsequently verified by comparing
calculated experimental yields with experiment for well known resonances.
It was shown in Reference [58] that the time-to-energy dispersion relation of
Equation 2.6 can be corrected by the addition of a constant time offset to the
measured time-of-flight; this accounts for the shift of the resonances as a result
of the resolution function, but resonances still appear broadened. This residual
effect is dealt with in the resonance analysis by using the simulated shape of
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Figure 3.5: Example of the effect of the n_TOF resolution function (RF) on the 4.25
keV resonance of 35Cl. The calculation was performed with SAMMY [28]. The tail
to lower energies for the case where the RF is included is due to the scattering of
neutrons in the neutron producing target, increasing their measured time-of-flight.

the RF. The time offset to f f and the geometrical flight path L are calibrated
simultaneously, see Section 3.5.3.

The relative contributions to the neutron resolution from each of the components above
are shown in Figure 3.6 with respect to the neutron energy. In principle, resonances
of 35Cl up to around 1 MeV should be resolvable, but as will be shown, for this
measurement it was not the resolution that limited the measurement of resonances,
but the background which was prohibitively large meaning that only the strongest
resonances were measurable.

3.2.3 Legnaro-C6D6 Total Energy Detection set-up

As briefly discussed in Section 2.3, a challenging aspect of radiative capture mea-
surements is how to count the number of capture reactions from the measured
single gamma-rays: since there are many possible gamma-ray cascades following the
capture of a neutron, composed of different numbers of gamma-rays with different
energies, it is not enough to simply count individual gamma-rays. The solution is to
(artificially) make the detection efficiency independent of the cascade, and sensitive
only to the total energy of the cascade (or equivalently, the excitation energy of the
compound nucleus following neutron capture). This measurement was made using
the total energy detection (TED) method, which achieves this cascade independence.
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Figure 3.6: Relative neutron energy resolution from each contributing factor. The
average level spacing of 35Cl is shown, and is larger than the overall broadening over
the whole energy range of interest.

A mathematical description is given below, but in summary the method works on the
principle that if the efficiency for the detection of a particular gamma-ray is propor-
tional to its energy, and is such that at most one gamma-ray is detected per cascade,
then over a large number of capture events for which gamma-rays are detected, the
amplitude of the gamma-ray counting spectrum as a function of neutron energy is
proportional to the number of capture events. The proportionality of the efficiency
to the gamma-ray energy is achieved through a weighting procedure, applied in
software, such that more energetic gamma-ray counts are ‘weighted’ more than less
energetic gamma-rays, since the true gamma-ray detection decreases with increas-
ing gamma-ray energy— this is called the Pulse HeightWeighting Technique (PHWT).

The mathematical principle of the method is as follows:

If the efficiency to detect a given gamma-ray in a given capture cascade is εi , the
probability that the capture event is detected through the detection of one or more
gamma-rays is given by

εc � 1 −
i�M∏
i�1
(1 − εi), (3.3)
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where M is the multiplicity of the cascade; εc varies depending on the particular
cascade pattern (which may also vary as a function of incoming neutron energy)
resulting in a poorly defined neutron capture detection efficiency, ε(En) in Equation
2.5. If some suitable gamma-ray detection system satisfies the two conditions that its
efficiency� 1 and is also proportional to the energy of the gamma-ray, εi � kEγ, then
keeping terms only up to first order in εi

εc ≈
i�M∑
i�1

εi �

i�M∑
i�1

kEi . (3.4)

Neglecting internal conversion for the moment (which would otherwise lead to
‘missing’ excitation energy, see further discussion in Section 3.6.2), if the constant k is
chosen to be 1 MeV−1 then the efficiency becomes equal to the excitation energy, or
total energy of the cascade:

εc � E? � Sn + ECM
n , (3.5)

as per Equation 1.10, independent of the specific cascade path. The end result is a well
defined efficiency that can be used to calculate the reaction yield given by Equation
2.5.

The application of the technique leads to a number of requirements of the detectors
that are used, themost demanding of which is that the efficiency be proportional to the
gamma-ray energy — this is in general not the case for materials used for gamma-ray
detectors; the solution is to use the Pulse Height Weighting Technique (PHWT) where
the efficiency is artificially modified in software, discussed and applied to the data
in Section 3.6. Further general detector requirements for capture measurements are:
the sensitivity to neutrons scattered from the sample should be low relative to the
sensitivity to gamma-rays produced from capture reactions in the sample; the signals
should be fast to minimise dead-time and provide good time resolution; and finally
comprise as little material as possible to reduce neutron scattering.

For this work, the detection system used was a quartet of organic liquid scintillation
C6D6 (deuterated benzene) detectors developed at Legnaro National Laboratory
(LNL) [59], shown in Figure 3.7. These are the latest iteration of C6D6 detectors
developed for use at n_TOF. Previous versions include the commercially available
BICRON detectors [60], and the FZK detectors developed at Forschungszentrum
Karlsruhe [60]. The detectors consist of a 1 litre active scintillator volume, and 2 inch
photomultiplier tubes (PMTs) separated by a lightweight quartz window to minimise
neutron sensitivity. The signals from the PMTs are digitised directly, without need for
amplification — this aids the time resolution. Deuterated benzene is used instead of
hydrogenated benzene since the neutron capture cross section of 1H is large leading
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to a source of 2.2 MeV γ-rays from the 1H(n , γ) reaction which would violate the
requirement of low neutron sensitivity. The detectors are placed in the backwards
hemisphere at 125◦ with respect to the neutron beam direction, both to minimise
background events from in-beam photons preferentially Compton scattered into the
forwards hemisphere, and also to minimise sensitivity to the angular momentum
transfer ` in the neutron capture reaction. The resonances measured in this work are
limited to s- and p-waves; the angular effect is minimised by placing the detectors at
an angle of 125◦ (or 55◦) with respect to the neutron beam3.

Figure 3.7: The low neutron scattering Legnaro-C6D6 total energy detection setup in
Experimental Area I at n_TOF with ancillary equipment. The TAC is downstream.

The materials in the set-up are optimised for low neutron sensitivity; the detector
housings and support structures closest to the neutron beam are carbon fibre, with
some structural components manufactured from aluminium. The relative neutron
and gamma-ray sensitivity εn/εγ ≈ 10−5; the sensitivity takes not only the detection
efficiency into account, but also the effect of the surrounding materials — see [60, 61]
for details of the simulations used to determine this number. A further requirement
of the detection system is that it recovers promptly from the γ-flash discussed earlier.
An example of the response of a single C6D6 detector to the flash is shown in Figure
3.8, where the baseline recovers after ≈ 2 µs meaning that in principle at EAR1,

3For dipolar transitions, the angular distribution of gamma-rays relative to the beam direction is
P2(cos θ) (second order Legendre polynomial) which is zero at θ � 125◦.



35Cl(n , γ) measurement at n_TOF 45

measurements can be made up to neutron energies of around 20 MeV with the
nominal pulse intensity. This limit can be extended if and when required by reducing
the beam intensity. In practice though, the competing inelastic scattering channel
dominates the count rate at neutron energies around 200-300 keV limiting the range
of the cross section measurement to neutron energies below this threshold.
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Figure 3.8: A typical Legnaro-C6D6 response to the γ-flash at EAR1 for a dedicated
pulse. The time is measured with respect to the PS trigger. The flash extends from
the vertical blue line, indicative of the time deduced by the pulse shape analysis
routine, to around 20.5 µs. Typical signals and their corresponding neutron energies
are shown.

The alternative detection apparatus at n_TOF suitable for capture measurements is the
TAC (Total Absorption Calorimeter) situated in EAR1; the principle of total absorption
calorimetry was discussed in Section 2.3. There are practical limitations which for this
measurement mean that the C6D6 set-up was more appropriate: for light nuclei such
as 35Cl, the scattering to capture cross section ratio is typically higher, and the very
low neutron sensitivity of the C6D6 set-up is superior to that of the TAC, composed of
40 BaF2 crystals and dense structural materials. Furthermore the TAC has an upper
neutron energy limit of around 40 keV due to its slow recovery from the gamma-flash.
In this work, the resolved resonances extended beyond this limit. Further information
on the TAC can be found in Reference [17].

3.2.4 Ancillary detectors

A number of ancillary detectors are used to monitor the proton and neutron beams
on a bunch-by-bunch basis:

• The beam current transformer (or BCT) is located 6 m upstream of the spallation
target and gives the absolute number of protons delivered by the PS. This value
can therefore be used to monitor the relative neutron pulse intensity.

• Directly before the lead spallation target, a wall current monitor measures
the instantaneous current induced by the proton bunch in a section of the
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beam-line wall, and is referred to as the pick-up (or PKUP). It provides a precise
measurement of the proton current to within 1%, so can also be used to monitor
the neutron pulse intensity. This signal is also used to trigger the n_TOF data
acquisition.

• The SiMon (silicon monitor) system, also used as part of the flux characterisation,
consists of four silicon detectors placed in the periphery of the neutron beam
into which is placed a thin Mylar foil loaded with a thin deposit of 6Li (200
µg/cm2) [57]. The triton and alpha particles generated from 6Li(n , t)α reactions
are detected by the silicon detectors.

The proportionality between the different detectors is monitored on a run-by-run
basis, important to be sure of the final neutron fluence integrated over the whole
experiment for the measurements associated with each of the samples. Moreover, the
counting rates of the C6D6 detectors are monitored on a run-by-run basis relative to
the neutron monitors as a means of detecting systematic changes in performance.

3.2.5 Data acquisition and pulse shape analysis

Data acquisition

Owing to the variety of detectors used at n_TOF, the philosophy taken with data
acquisition is to digitise and store all signals for off-line processing, bypassing the
need for detector specific electronic hardware. This approach also affords one the
convenience of being able to implement and tweak sophisticated pulse shape analysis
routines as many times as is desired after the experiment. The digital acquisition
system (DAQ) is based around 12- or 14-bit flash-ADCs which digitise at a rate of
1 GHz for periods of up to 100 ms — for EAR1, when the DAQ is triggered by the
PKUP signal mentioned in the previous section, this time limit corresponds to a
lower neutron energy limit of 18 meV. This sampling rate is necessary to deal with
the fast signals associated with most detectors at n_TOF, required for good neutron
energy resolution; for example the total width of the C6D6 signals used in this work
is ≈ 15 ns. Digitising at such a rate demands a very fast data storage system. The
data throughput is reduced by applying a fast ‘zero-suppression’ algorithm within
the DAQ which sends data for storage when the signal crosses a specified threshold,
and for a set period before and after the threshold crossing. The data are stored in
a local disc pool along with the run number, timestamp and data corresponding to
the neutron monitoring detectors, before being transferred to CASTOR (the CERN
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Advanced Storage manager) [62]. The data is eventually migrated to tape for long
term storage.

Pulse shape analysis (PSA)

The non zero-suppressed raw digitised signals are analysedwith a suite of pulse shape
analysis routines developed within the n_TOF collaboration, specific to each detector
type [63]. A basic example of the procedure is shown in Figure 3.9. True signals are
firstly recognised from noise according to the behaviour of the numerical derivative,
which for a negative polarity uni-polar signal such as the one shown in the top pane
of Figure 3.9 will cross a negative threshold twice, before crossing a positive threshold
twice, as shown in the middle pane of Figure 3.9 — setting the derivative thresholds
at around 4-5× the r.m.s. of the signal derivative serves to effectively recognise signals
which are to be further processed from noise. An adaptive baseline routine is used
to locally subtract a shifting baseline: around the gamma-flash, the local baseline is
taken as a ‘moving maximum’, but for later times-of-flight the baseline is flat and for a
given proton pulse is simply averaged over portions of baseline surrounding the non
zero-suppressed signals. The baseline subtracted signal is fitted with an average pulse
shape in order to derive an accurate signal amplitude, area and time via a constant
fraction discrimination (CFD) with a fraction of 30%. With this method, the time is
obtained to an accuracy of less than 1 ns, and the measurement of the amplitude and
area of signals is made more accurate, especially for smaller signals. The approach of
fitting the baseline subtracted signal also handles cases with pile-up in which the tail
of any fitted signal serves as the baseline for possible secondary signals. A second
threshold on the signal amplitude is chosen to remove any spurious false signals.
A similar procedure is applied to the PKUP and SiMon signals; for these detectors
however, average signal shapes are not fitted — the area is given by the numerical
integral after baseline subtraction, and the amplitudes are derived from a parabolic fit
to the maximum/minimum of the signal before a CFD is once again used to obtain
the signal time. For each proton pulse, the gamma-flash is distinguished as the first
signal to saturate the digitisers, and the time of the gamma-flash taken as the time
at which the signal crosses a specified threshold. Individual signals are packaged
together and labelled by proton bunch number and experimental run number such
that where necessary signals from different detectors can be correlated in the analysis.
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Figure 3.9: Example of the pulse shape analysis for a single raw C6D6 signal (top)
consisting of signal identification via the numerical derivative of the raw signal
(middle), and a fit to the baseline subtracted signal with the average signal shape for
that particular detector, shown in red (bottom). The horizontal green lines indicate
thresholds, discussed in the text.
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3.3 Measurement and sample details

For this measurement, performed in June 2018, the total allotted number of protons
delivered to the n_TOF spallation target from the CERN PS was 1.8×1018 [33], where
the total number of protons delivered to n_TOF per year is around 1.5×1019. The
proton budget for this measurement was spread over several samples, shown in Table
3.2. The largest fraction was used for measuring the sample of interest. This was
a circular sample pressed from enriched NaCl salt, containing 99.635% 23Na35Cl by
mass (the isotopic abundance of natural Cl is 75.77% 35Cl and 24.23% 37Cl). During
the production of the pressed pellet however, there was an issue with contamination
from the press which introduced foreign matter into the salt powder. For this reason
an ICPMS analysis (inductively coupled plasma-mass-spectrometry) was performed
on the sample after the experiment and it was confirmed that the impurities were in
fact negligible4. For the experiment, the pressed pellet was sandwiched and glued
between two 6 µmmylar backings and mounted onto an aluminium ring used to hold
the assembly to the sample ladder and exchanger described below— the sample is
shown in Figure 3.10.

Table 3.2: Details of the measured samples, and proton allocation.

Measurement/ Sample Mass Thickness Protons Bunches
sample Composition (mg) (atoms/barn)
NaCl (a) 99.635% 959.7 3.174×10−3 (b) 9.92×1017 188710

23Na35Cl
Au 100% 197Au 747.5 7.275×10−4 1.71×1017 30569
C Natural C 2646.1 4.243×10−2 1.15×1017 21494

Empty (c) — — — 1.42×1017 29518
NaCl/empty — — — 2.54×1017 93185

+ filters
Beam-off — — — — 161463

(a) Sample in the form of a pressed salt powder.
(b) Areal density of 35Cl.
(c) Identical sample holder and backing material as for the NaCl sample.

The remaining protons were used for measuring a gold sample for normalisation, and
a carbon sample and empty sample holder for the purpose of studying the various

4The known impurity introduced to the sample during its preparation was aluminium. This was
found to be present at the level of ∼ 1 part in 1000 — this level of contamination is negligible, as
this does not affect the resonances specific to 35Cl and has a negligible effect on the calculation of the
thickness (atoms / unit area) important for the final normalisation of the data. No other contaminants of
significance were found.
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background components and systematics, as well as measurements with in-beam
filters, also for background quantification. The empty sample holder was identical to
theNaCl target assemblyminus theNaCl pellet. In addition to runs takenwith protons
on target, several ‘beam-off’ measurements were performed, also for background
quantification, and calibration runs were taken using standardmono-energetic sources
for calibrating the detectors; calibrations were performed at the beginning, middle
and end of the experiment to monitor the stability of the gain with time.

Figure 3.10: Enriched 23Na35Cl sample, backing and support.

As was already discussed, if using a reference sample to normalise the data taken with
a sample of interest, aligning the two samples is crucial since the beam interception
factor can vary significantly from just a modest misalignment. The solution at n_TOF
is to use a fixed carbon fibre sample ladder, shown in Figures 3.7 and 3.12, which
is computer controlled and contains up to five samples — it is only movable in the
vertical direction in discrete intervals. A laser cross-hair is projected onto the sample
in the measuring position to ensure alignment with the nominal measuring position
at the centre of the neutron beam to within around 0.5 mm.
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3.4 Outline of the data reduction and analysis steps

The remainder of this chapter deals with the data reduction, analysis, implications
and comparison of the n_TOF results with previous measurements. The individual
analysis steps are:

• Data quality checks: checking the detector behaviours, and monitoring any
systematic changes over the course of the experiment. Checking the propor-
tionality between primary proton beam and neutron beam intensities, and the
proportionality between neutron beam intensity and C6D6 counting rates for
each sample.

• Energy calibration of the C6D6 detectors via comparison to Monte-Carlo simula-
tions.

• Evaluating the effect of dead-time, coincidences between detectors where
multiple gamma-rays from a single capture cascade are detected in different
detectors, and multiple hits where multiple gamma-rays from a single capture
cascade are detected in the same detector.

• Time-to-energy calibration of the time-of-flight spectrometer.

• Background evaluation and subtraction using a combination of ancillary mea-
surements and Monte-Carlo simulations.

• Application of the total energy detection method already discussed in Section
3.2.3 through the pulse-height weighting technique, and the calculation of
several corrections that must be made when applying the PHWT that relate to
the imposition of an electronic threshold for each detector, internal conversion
and multiple hits, all of which lead to effects that change the measured total
energy with respect to the ‘real’ total energy.

• Normalisation of the data using the saturated resonance method, which takes
the absolute normalisation of the neutron flux at n_TOF into account as well as
the absolute efficiency of the detection system.

• Cross section analysis to obtain the resonance parameters and thermal cross
section and a comparison to previous measurements and evaluations, followed
by an assessment of the impact of the measurement on the applications of
interest. As will be shown, the cross section in the URR was not measurable in
this experiment.
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Where possible and appropriate, the four C6D6 detectors were treated separately, as
were the parasitic and dedicated beam modes. This allowed the consistency of the
various corrections and background subtractions to be validated, before the corrected
count rates were combined for the final cross section analysis.
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3.5 Detector performance, calibration anddataquality checks

3.5.1 Signals and stability

During this experiment, and other experiments performed in 2018 with the same
set-up, it was observed that very often C6D6 detector signals were followed by smaller
false ‘after-pulses’ occurring at discrete times after the main signal. Investigations in
2018 pointed to an impedance mismatch between the coaxial cable and the digitisers
of the data acquisition system causing multiple reflections. In a region of constant
count rate the waiting time between two successive signals is expected to follow an
exponential distribution — as shown in Figure 3.11, for the case where the second
signal is small, this expected behaviour is not observed since there are a number of
discrete structures. If such false signals are not dealt with, the discrete time structure
leads to shoulders on the measured resonance shapes. This problem is solved by the
imposition of a reasonable threshold on the deposited energy for all signals in the
analysis, chosen to be 250 keV for all detectors — the threshold is indicated in Figure
3.11. A threshold of around 100-200 keV is in fact normal for this detection system
as discussed in Section 3.7, and so the 250 keV threshold in this measurement only
has a modest effect on the analysis, reducing the statistics by a small amount. With
this threshold, the expected exponential waiting time distribution between successive
signals is restored, as shown in Figure 3.18 as part of the dead-time analysis.
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Figure 3.11: Distribution of the waiting time between pairs of consecutive signals
for a single detector in a region of constant count rate, and deposited energy of the
second signal (the same behaviour was seen for all four detectors). The after-pulses
discussed in the text are visible at around 20, 40 and 700 ns, and the horizontal
dashed line indicates the threshold of 250 keV chosen to eliminate them from the
analysis. The decline of counts around 20 ns is due to the dead-time of the system
(discussed in Section 3.5.4).
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It is important to monitor the stability of each of the the detection systems used, not
only the gamma-ray detectors, but also those used for measuring the neutron beam
intensity crucial for normalisation of the data. Data quality checks to monitor the
stability of the four detection systems (BCT, PKUP, SiMon and C6D6) consisted of
tracking the proportionality between: the proton pulse intensity from the PS BCT,
proton pulse intensity as determined using the PKUP, neutron beam intensity as
determined using the SiMon detectors, and the integrated counts of the C6D6 detectors.
These checks were performed on a run-by-run basis (each run lasting around 4 hours),
using NaCl sample measurement runs; in this case the same proportionality should be
measured over the whole experiment, lasting for 17 days. The proton pulse intensity
determined from the PKUP on a bunch-by-bunch basis is taken to be the area of
the signal, and the neutron beam intensity at the experimental area with the SiMon
silicon detectors is taken to be the number of triton signals from the 6Li(n , t) reaction
which are well separated from noise (see Section 3.8.1 for more details on SiMon data
analysis). The number of C6D6 signals was taken to be all those signals with deposited
energy >250 keV. There were no outlying runs, indicating that all detectors performed
satisfactorily during the whole experiment, and the variation in the proportionality
between the four detection systems, quantified as the ratio of the width and mean of
the distributions of the relative quantities discussed above (σ/µ), is shown in Table
3.3. The final normalisation of the total neutron fluence was performed using the BCT
value.

Table 3.3: Variation in the proportionality between proton and neutron pulse
intensities using the BCT, PKUP and SiMon detectors, and C6D6 detector counting
rates. The variation coefficient (σ/µ) is discussed in the text.

Ratio Variation (� σ/µ of distribution over all runs) / %
Pulse Intensity (BCT) / PKUP 0.06

SiMon / PKUP SiMon detectors 1-4: 1.4, 1.6, 1.6, 1.6
C6D6 / PKUP C6D6 detectors 1-4: 1.7, 1.8, 1.9, 1.7

C6D6 / total SiMon C6D6 detectors 1-4: 1.9, 2.0, 2.2, 1.9

The stability of the gain of the C6D6 detectors was monitored by taking calibration
runs at the start, middle and and of the experiment from which it was found that
the gains for three detectors varied by < 1% over the whole energy range, but by
≈ 4% for the remaining one for large deposited energy (with the CmC source). It was
found however that this shift was not important when propagated through to the
final reaction yield for that particular detector which was consistent with the other
three detectors.
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3.5.2 C6D6 energy calibration

An accurate energy calibration of the detectors is crucial for the total energy detection
analysis, implemented through the pulse height weighting technique used for the
production of the reaction yield, where a weight is applied to each event based on
the deposited energy — this is discussed at length in Section 3.6.1. For the liquid
C6D6 detectors used in this work, the photo-peak efficiency is poor due to the low
atomic number and low density of the scintillation material; the gamma-ray response
is therefore dominated by the Compton scattering continuum, and multiple Compton
scattering events as shown in Figure 3.13. To accurately calibrate the detectors
therefore, Monte-Carlo simulations have been performed to obtain the responses to
several mono-energetic gamma-ray sources, which were subsequently matched to
their experimental counterparts via a least squares fitting procedure. In this work, the
signal areas were used rather than signal amplitudes as this was the most accurate
measure of the deposited energy from the signal pulse shape analysis in Section 3.2.5,
taking the integral of the scintillation light output rather than the peak value. The
gamma-ray sources used for calibration were 137Cs (662 keV), 88Y (coincident 898 keV
and 1.836MeV), 241Am9Be (4.44MeV from 9Be(α, n)12C), and 244Cm13C (6.13MeV from
13C(α, n)16O). An accurate calibration is required up to the neutron separation energy
(as excitation energies for neutron capture ∼ Sn), 8.58 MeV for 35Cl; the extrapolation
from the last calibration data point at 6.13 MeV was however sufficient, as will be
shown in subsequent sections.

An accurate representation of the detection apparatus and surrounding materials
based on those of Reference [64] was implemented in a Geant4 [65] simulation and is
shown in Figure 3.12, with special attention paid to the detectors consisting of the
active detection volume, quartz window, photomultipler tube components and carbon
fibre container. Only the photon and electron transport in the sample and detectors
were considered in the radiation transport, and the scintillation light production and
propagation were not explicitly taken into account. The final detector responses were
obtained by convolving the simulated responses with the instrumental broadening,
governed by scintillation light collection and photoelectron production and transport
in the photomultiplier tube; since there is no photopeak, this Gaussian broadening
was determined from the experimental data before convolving with the simulated
Geant4 deposited energy responses for direct comparison with the measured spectra.
It should also be noted that aside from an accurate calibration, accurate broadened
responses are required over the full range of emitted gamma-ray energies (not just
those given by the calibration sources) as part of the pulse height weighting technique,
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Figure 3.12: TheGeant4 geometry showing the C6D6 setup in EAR1, with correspond-
ing photographs. The four detectors are shown with their faces at 125◦ with respect
to the neutron beam and 10 cm from the target position, alongside the carbon fibre
sample ladder, samples plus backings (NaCl sample shown in measuring position
in the photographs), carbon fibre beam lines plus kapton vacuum windows, and
aluminium/carbon fibre support structures.

so applying the most accurate representation of the experimental broadening to the
simulations is vital — this is made clear in Section 3.6.2.

The broadening can be obtained by imposing a functional form for the resolution
and varying the parameters until the broadened simulations match the calibration
spectra, the usual approach taken. In this work however, the instrumental broadening
as a function of deposited energy σ(E) was determined experimentally using a
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method based on that of Reference [66], using the experimental calibration spectra.
It is based around the idea that the non-broadened deposited energy spectrum
r(E) contains a discontinuity at the energy of the Compton edge. Therefore dr/dE

contains a δ-function-like shape, which when one convolves with the experimental
broadening gives a result approximating a Gaussian centred at the Compton edge
energy: G(E − EC). The width of this Gaussian σ(EC) gives the resolution at the
Compton edge energy. The measured spectrum r ?G (convolution of r and G) can be
numerically differentiated to give G(E − EC), since

d
dE
(r ?G) ≈ δ(E − EC)?G(E) � G(E − EC), (3.6)

from which the resolution σ(EC) can be found5. An example of this procedure is
shown in Figure 3.13. The experimental resolution was measured with each of the
calibration sources and is shown as a function of deposited energy Ed in Figure 3.14,
with a fit of the form σ(Ed) � a + bEd + cE2

d . The final calibration was made by scaling
the simulated spectra until a range of points on the Compton edge matched the
experimental ones as shown in Figure 3.15 thus providing an accurate signal area A

to deposited energy Ed calibration, which when repeated for each of the calibration
sources was parametrised as Ed � a

√
A + bA.

5This relation follows since for the convolution of two functions r(E)?G(E),

d
dE
(r ?G) � dr

dE
?G. (3.7)



35Cl(n , γ) measurement at n_TOF 58

0 5000 10000 15000 20000 25000 30000 35000 40000 45000
Channels

0

0

0

0

0
Cs_478keV

) = 1.78224e+04
Compton

(Eµ

= 3.04504e+03σ

= 1.70855e-01µ/ σ

) = 8.16687e+01 keVσResolution (

chi2/ndof = 3.67755e+00

Deposited energy

Differential

Area - detector 1

10000 20000 30000 40000
200−

0

200

400

600

800
Cs_478keV

) = 2.90057e+04
Compton

(Eµ

= 3.86447e+03σ

= 1.33231e-01µ/ σ

) = 6.36846e+01 keVσResolution (

chi2/ndof = 1.84700e+00

Deposited energy

Differential

0 5000 10000 15000 20000 25000 30000 35000 40000 45000
Channels

0

0

0

0

0
Cs_478keV

) = 1.57782e+04
Compton

(Eµ

= 2.79937e+03σ

= 1.77420e-01µ/ σ

) = 8.48069e+01 keVσResolution (

chi2/ndof = 3.86581e+00

Deposited energy

Differential

Area - detector 3

C
o

u
n

ts
/b

in

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Deposited energy / MeV

0

0.0002

0.0004

0.0006

0.0008

0.001

0.0012

photopeak

multiple Compton

Compton edge

broadened dep. energy

C
o

u
n

ts
C

o
u

n
ts

 /
 e

m
itt

e
d

 p
h

o
to

n

Signal area / channels

Deposited energy

Gaussian fit

Figure 3.13: (Top) Example C6D6 detector response (blue) obtained from a Geant4
simulation for the case of 662 keV gamma-rays from the 137Cs source. The broadened
version of the simulation (black) is also shown. (Bottom) 137Cs experimental spectrum
and its numerical derivative with a Gaussian fit to the Compton edge in order to
measure the deposited energy resolution, see text. The quantities µ and σ in the
inset refer to the mean and width of the Gaussian fit, respectively.



35Cl(n , γ) measurement at n_TOF 59

0 50 100 150 200 250 300 350

3
10×0

1

2

3

4

5

6

D
e

p
o
s
ite

d
 e

n
e

rg
y
 / 

M
e

V

0 1 2 3 4 5 6

/ MeV
d

E

0

0.05

0.1

0.15

0.2

0.25

0.3

/ M
e

V
d

E
σ

Experimental resolution

Fit

Signal area A / channels
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Figure 3.15: Comparison of the experimental responses for each of the calibration
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3.5.3 Neutron time-of-flight to energy calibration

Since different detectors and experimental set-ups have different electronics and are
placed in slightly different positions, a separate time-to-energy calibration must be
performed for each experiment at n_TOF. As discussed in Section 3.2.2, the resolution
function acts to modify the time-to-energy relation in Equation 2.6, the solution to
which is the addition of a constant time offset to f f to the measured time-of-flight.
Following from Equations 2.6 and 3.1, themodified time-to-energy relation is therefore
given by

En � mn c2
©«

1√
1 −

(
L

(t−tγ+L/c+to f f )c

)2
− 1

ª®®®®¬
. (3.8)

The geometrical flight path length L and the time offset to f f , which accounts for
the moderation time within the neutron producing target assembly, are calibrated
by measuring a 197Au sample at the same position as the NaCl target (the same
measurements used for the normalising the 35Cl cross section with the saturated
resonancemethod); 197Au is considered a cross section standard, the resonance energies
are therefore well known [26]. An iterative method is used to obtain consistent values
for L and to f f : the arbitrarily normalised 197Au time-of-flight spectrum is firstly
converted to neutron energy with an initial guess for the value of L, with to f f � 0.
The resonance fitting software SAMMY (described in Section 3.9.1) is then used to fit
several resonances, leaving the resonance energies ER as free parameters, but keeping
the widths Γn and Γγ fixed, taking their values from the ENDF-BVIII.0 data library.
SAMMY takes into account the various factors that act to change the shape and
measured position of resonances discussed in Section 3.2.2, including the resolution
function. The resonance energies ER are then converted back to time-of-flight using
the initial guess for L with to f f � 0, which are shown in Figure 3.16 plotted against
the known resonance energies from ENDF-BVIII.0. These data are then fit using the
relation of Equation 3.8, giving a geometrical flight path of L � 183.838(6) m and
time offset of to f f � 98.4(80) ns6. Using these parameters and following the analysis
procedures detailed in this chapter for the production of the reaction yield for the
NaCl sample, a comparison of the measured and theoretical 197Au yields is shown
in Figure 3.17 where it can be seen that the time-to-energy calibration is satisfactory,
consistently reproducing the positions of resonances to well within 1 eV (for the
energy range shown).

6The quoted uncertainties are not accurate representations of the uncertainties on the ‘real’ physical
quantities to f f and L, which in this context are merely parameters in the time-to-energy relation.
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Figure 3.16: Determination of the time-to-energy parameters discussed in the text
via a fit of the experimental times-of-flight for several 197Au resonances to the known
resonance energies from the ENDF-BVIII.0 library with the time-to-energy dispersion
relation in Equation 3.8.

350 360 370 380 390 400 410
Neutron energy (eV)

0

0.05

0.1

0.15

0.2

Yi
el

d

 nTOF experimental Yield fitted with SAMMY

Theoretical yield

Experimental yield

1000 2000 3000 4000 5000 6000 7000 8000 90005−
4−
3−
2−
1−
0
1
2
3
4
5

450 500 550 600 650 700 750 800 850
Neutron energy (eV)

0

0.05

0.1

0.15

0.2

Yi
el

d

 nTOF experimental Yield fitted with SAMMY

Theoretical yield

Experimental yield

1000 2000 3000 4000 5000 6000 7000 8000 90005−
4−
3−
2−
1−
0
1
2
3
4
5

Figure 3.17: Examples of the theoretical and experimentally measured 197Au(n , γ)
reaction yield using the determined time to energy calibration parameters. The
theoretical yield was calculated using SAMMY with resonance parameters from the
ENDF-BVIII.0 library.
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3.5.4 Dead-time, coincidence and multiple hit corrections

Despite the low efficiency of the C6D6 detectors used in this work, it is important to
apply a correction for thedead-time inherent to the system to avoid theunderestimation
of the final reaction yield, especially pronounced for strong resonances. The dead-time
is associated with the detector, electronics, digitisers, data acquisition system and
the subsequent pulse shape analysis routines discussed previously. The correction
is made by choosing a well defined fixed dead-time (as close as possible to the real
dead-time) and applying this to the data by imposing a veto on the time between
consecutive signals for each individual detector. As shown in Reference [67], for the
case of both paralysable and non-paralysable systems, when the dead-time is small
the corrected counting rate Ccorr(En) is given by

Ccorr(En) �
C(En)

1 − C(En)τ
� fdt(En)C(En), (3.9)

where C(En) is the measured count rate and τ is the fixed dead-time — fdt is the
correction factor. The dead-time is evaluated by examining the distribution of the
waiting time between consecutive signals for each detector, where around the dead-
time of the system there is a sharp decline as shown in Figure 3.18; for this work
a dead-time of τ � 20 ns was chosen for all four detectors. The two distinct beam
intensities (parasitic and dedicated beam modes) mean that in the analysis, data
corresponding to the two modes were corrected separately since the count rates for
the two modes are also different — this also allowed the consistency of the correction
to be verified. The correction factors for the NaCl and Au samples for the largest
intensity beam mode (dedicated) are shown in Figure 3.19, where the corrections fdt

are never greater than 1% for the neutron energy range of interest. The uncertainty
associated with this correction is therefore assumed to be negligible.

To avoid double counting, which would otherwise cause an artificial increase of the
capture yield, it is important that only one of any coincident signals in different
detectors from gamma-rays originating from the same cascade is used in the analysis.
The effect is shown in Figure 3.18 where the waiting time distribution between
consecutive signals for different detectors increases below around 20 ns indicating the
detection of gamma-rays from the same cascade; a 20 ns veto on the time between
successive signals from any detector is sufficient to exclude these events. Similarly,
this distribution can be used to estimate the multiple hit contribution (> 1 gamma-ray
depositing energy in a single detector), since it is just as likely for two or more
gamma-rays to interact with the same detector as it is for them to interact with
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separate detectors. This correction is complicated by the application of the pulse-
height weighting technique which artificially modifies the detector efficiency — the
correction is discussed further in Section 3.6.2 where is it shown that it is on the order
of 0.1%, and is thus negligible when compared to statistical errors and the systematic
uncertainties associated with the neutron flux for example.
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Figure 3.18: Waiting time distributions between pairs of consecutive signals for
the same detector (left) and between different detectors (right), both shown for the
plateau of the Au 4.9 eV saturated resonance where the count rate is constant, and
only for signals with deposited energy > 250 keV (to avoid the ‘afterpulses’ discussed
in Section 3.5).
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Figure 3.19: Dead-time correction factors, fdt in Equation 3.9, for the NaCl (left)
and Au (right) samples, both for the dedicated beam mode. Even for the strongest
resonances, the correction is always < 1%.
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3.6 Total Energy Detection analysis

This section deals with the Total Energy Detection (TED) analysis through the
application of the Pulse Height Weighting Technique (PHWT), and the subsequent
application of these methods to the experimental data.

3.6.1 Total Energy Detection and the Pulse Height Weighting Technique

The principles of the TED method were discussed in Section 3.2.3, where it was
shown that in order to apply the method, the detectors of choice must have a low
efficiency such that only one gamma-ray from a given cascade is measured, and
have a gamma-ray detection efficiency that is proportional to the gamma-ray energy.
As shown in Figure 3.20, although the gamma-ray detection efficiency of the C6D6

detectors used is small, it is not proportional to the gamma-ray energy. The PHWT is
used to achieve this proportionality; the efficiency is mathematically manipulated in
the analysis whereby counts are weighted according to the energy deposited in the
detector on an event-by-event basis. If the probability that a gamma-ray of energy Eγ
results in an event with an observed deposited energy Ed is Rd(Ed , Eγ), the gamma-ray
detection efficiency ε(Eγ) shown in Figure 3.20 is given by

ε(Eγ) �
∫ ∞

0
Rd(Ed , Eγ)dEd . (3.10)
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Figure 3.20: The simulated γ-ray detection efficiency given in Equation 3.10 for one
of the Legnaro-C6D6 detectors in the array described in Section 3.2.3.
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A weighting function W(Ed) is defined such that∫ ∞

0
Rd(Ed , Eγ)W(Ed)dEd � Eγ , (3.11)

and if such a function can be computed Equation 3.5 can be satisfied. Using this
weighting function, the weighted time-of-flight spectrum Cw(tn) is calculated by
transforming the experimental distribution of counts as a function of time-of-flight
and deposited energy C(tn , Ed) in the following way:

Cw(tn) �
∫

C(tn , Ed)W(Ed)dEd . (3.12)

By converting time-of-flight tn to neutron energy En , one obtains an equivalent
weighted neutron energy spectrum Cw(En). The same operation is applied to the
background, and since now by Equation 3.5 the capture cascade detection efficiency is
given by the total cascade energy (equal to the excitation energy), the yield is given by

Y(En) �
Eq. 2.5

C(En) − B(En)
εφ(En)

�
Cw(En) − Bw(En)(
Sn +

A
A+1 En

)
φ(En)

, (3.13)

where C is the total count rate and B is the background. Historically, the responses
Rd in Equation 3.11 used for calculating the weighting function were determined
by experimentally measuring the response to mono-energetic gamma sources and
then interpolating and extrapolating to energies not measured. In modern, more
accurate experiments, the calculation of the weighting function relies on accurate
Monte-Carlo radiation transport simulations (using MCNP [68] or Geant4 [65]) of the
response Rd involving the precise geometry of the detection setup and of the target
from which gamma-rays originate. The simulations were detailed in Section 3.5.2,
and the corresponding weighting function calculation is detailed in the next section.

There are several corrections that must be made when applying the PHWT that relate
to the imposition of an electronic threshold for each detector, internal conversion and
multiple hits, which all lead to effects that change the total energy that is measured
with respect to the ‘real’ total energy. These corrections are discussed in detail in the
next section and are labelled fPHWT . In addition, a correction factor fNorm must be
applied in order to accurately normalise the yield that takes the absolute normalisation
of the neutron flux at n_TOF into account as well as the absolute efficiency of the
detection system. Taking these corrections into account, Equation 3.13 becomes

Y(En) � fNorm fPHWT
Cw(En) − Bw(En)(
Sn +

A
A+1 En

)
φ(En)

. (3.14)
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3.6.2 Application of the Pulse Height Weighting Technique

Weighting function calculation

Separate weighting functions (WF), defined in Equation 3.11, were found for each
detector and for bothmeasured samples (NaCl andAu) because of the finite differences
that different samples make to the responses Rd used to calculate the WF. The same
Geant4 simulations described in Section 3.5.2 were used to generate the responses Rd

in which gamma-rays were emitted isotropically into 4π from the samples; for the
NaCl sample the origin of the gamma-rays was distributed uniformly throughout
the sample volume since the product of areal density and total neutron cross section
nσ � 1 and hence the self-shielding effect is negligible, but for the Au sample since it
is the saturated resonance that is of interest for normalisation where the self-shielding
effect is large, the origin of gamma-rays was exponentially distributed decreasing with
increasing depth into the sample. By the same reasoning, in principle theWF depends
on the strength of the resonance being measured and is hence also a function of
neutron energy— this effect is small however when there are no saturated resonances,
much smaller than the systematic uncertainties associated with the WF calculation
and application. After discretising Equation 3.11, the WFs were found by minimising
the expression

χ2
�

∑
j

(
Eγ j −

∑
Ed>0

Rd(Ed , Eγ j)W(Ed)
)2

, (3.15)

with the Minuit minimiser in the ROOT analysis package [69, 70]. The weighting
function is expressed as a polynomial

W(Ed) �
i�4∑
i�0

aiEi
d , (3.16)

and the sum j is over all of the simulated mono-energetic responses for gamma-ray
energies Eγ j for a given detector and sample material7. An example set of simulated
responses is shown in Figure 3.21. The weighting function associated with these
responses is shown in Figure 3.22, where the residuals given by (∑i W(Ei)R(Ei , E j))/E j

indicate that for this particular set of responses and WF, the relation of Equation 3.11
is satisfied for all deposited energies between 0.1 and 12 MeV to within 1.5%. This
was also the case for the other detectors and for the case of the WF for the Au sample.
The systematic uncertainty associated with the application of the WF according to
Equation 3.12 is discussed further in the following section.

7For the cases where a polynomial WF is not appropriate, for example when very thick samples are
used, it can be calculated numerically — see Reference [71]. Typically though, a polynomial of order 3, 4
or 5 is sufficient.
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Figure 3.21: Set of simulated responses Rd(Ed , Eγ) for a single detector and for the
case of the NaCl sample obtained with Geant4 simulations consisting of 5 × 107

events, for Eγ � 0.1, ..., 0.9, 1.0, 1.5, ..., 11.5, 12.0 MeV.

3.6.3 PHWT correction factors

There are several effects that must be accounted for during the application of the
PHWT:

• The finite electronic threshold Ethr placed on the data in software, 250 keV in
this work for all detectors, means that one must account for the ‘missing’ cascade
energy due to the non-detection of low energy gamma-rays which give rise to
events with a deposited energy below the threshold, which would otherwise
lead to an underestimation of the total energy and therefore of the reaction yield.
This effect is usually on the order of a few percent and is thus non-negligible;
indeed this is the largest of any of the systematic corrections applied to the data
and is therefore likely one of the the largest sources of systematic uncertainty
contributing to the final experimental yield, aside from the neutron flux.

• Internal conversion also leads to missing cascade energy, usually on the order
of 0.1%. Electrons are quickly stopped within the target producing x-rays that
are also mostly absorbed before reaching the detector.

• In principle there is also a small correction due to the fact that there is a finite
probability for multiple hits, where two or more of the gamma rays from
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Figure 3.22: Weighting function for the case of the NaCl sample for one of the
detectors used in this work along with the ‘quality factor’ (∑i W(Ei)R(Ei , E j))/E j
shown in the bottom panel (also discussed in the text).

a single cascade deposit energy in the same detector. This is problematic
because the weighting functions are in general convex functions meaning that
W(E1 + E2) ,W(E1) + W(E2).

Each of these corrections are in general larger for heavy nuclei where the level spacing
is smaller leading to a softer gamma-ray spectrum (in turn leading to a larger number of
‘missed’ gamma-rays) with larger multiplicity (leading to a larger multiple-hit effect),
and where internal conversion branching is larger. The corrections are nevertheless
highly specific to the nucleus under study.

Since the saturated resonance method is used to normalise the yield, it can happen
that the threshold and internal conversion effects described above, which are also
present in the Au yield, act to cancel the same effects present for the sample of interest.
This is not very accurate however, especially when the sample of interest is light
as is the case in this work. A second way of dealing with the threshold effect is to
impose the limit Ed > Ethr rather than Ed > 0 during the calculation of the weighting
function in Equation 3.15. This automatically accounts for the fraction of the responses
Rd lying below Ethr and so partially corrects for the threshold effect, but does not
account for the missing counts from events where Eγ < Ethr . The method adopted in
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this work, and the most accurate method, is to use a specialist gamma-ray cascade
generator such as NuDEX [72], DEGEN [73], or DICEBOX [74] to use as input to a
Monte-Carlo simulation in order to fold the realistic gamma-ray energy spectrum
from the calculated cascades with the detector responses. The correction factors above
can then be evaluated by comparing the measured and calculated deposited energy
spectra, which allows one to estimate how many counts, or how much of the ‘total
energy’, has been missed below the threshold. This is described in detail below.

In this work, cascades from the NuDEX code (for 36Cl and 24Na) and DEGEN code
(for 198Au) were used [75] — details of the simulation method and results are given in
Appendix A. It was assumed in this work that the gamma-ray energy spectrum for
cascades calculated for thermal neutron capture on each of the isotopes of interest
would be sufficient to use over the whole neutron energy range of interest, around 200
keV; this means a range of excitation energy Sn ≤ E? ≤ Sn + 200 keV. Since Sn ∼ 10
MeV, the range of excitation energies is relatively small meaning this is not a bad
assumption. It may be expected that differences could however arise from the fact
that different resonances have different Jπ which in principle will affect the cascade
pattern from resonance to resonance. Since the resolution of the detectors is also poor,
it was assumed that these small differences would average out over many cascades
and would not have a significant impact on the deposited energy spectrum which are
used to make the PHWT corrections. Moreover, one can see qualitatively from Figure
3.23 that the shape of the deposited energy spectrum does not change significantly
with neutron energy for the same nucleus, and indeed that the shape is similar for Na
and Cl; this provides further confidence in the above assumption.

To test the accuracy of the cascade generators, the gamma-ray energy spectrum
associated with cascades from neutron capture on the NaCl and Au samples were
used as source terms in the Geant4 simulations consisting of 106 cascades, where
the experimental broadening (discussed in Section 3.5.2) was also included. The
results of the simulations are shown in Figure 3.24. After subtracting the various
background sources from the experimental data (which are described in detail in
Section 3.7), the experimental and simulated deposited energy spectra, Cexp(Ed) and
Csim(Ed), agree very well meaning that the cascades are suitable to use to make the
corrections described above. For Au, the Cexp(Ed) is obtained by gating on the 4.9 eV
saturated resonance, and for the NaCl sample it is obtained by gating on the neutron
energy range 1 ≤ En ≤ 100 eV. Based on the assumption stated above that the cascades
are independent of neutron energy, it is therefore assumed that for the purpose of
making what is a percent-level correction that these deposited energy spectra are also
independent of neutron energy. The correction to the experimental data is thus made
as follows:



35Cl(n , γ) measurement at n_TOF 70

0 2 4 6 8 10 12 14
Deposited energy / MeV

18−10

17−10

16−10

15−10

14−10

13−10

12−10

co
un

ts
/b

in
/p

ro
to

n Thermal + epithermal
35Cl 400 eV resonance
23Na 3 keV resonance
35Cl 4.3 keV resonance
4 - 100 keV (up to inelastic)

Detector 1

0 2 4 6 8 10 12 14
Deposited energy / MeV

18−10

17−10

16−10

15−10

14−10

13−10

12−10

11−10

co
un

ts
/b

in
/p

ro
to

n Thermal + epithermal
35Cl 400 eV resonance
23Na 3 keV resonance
35Cl 4.3 keV resonance
4 - 100 keV (up to inelastic)

Detector 2

0 2 4 6 8 10 12 14
Deposited energy / MeV

17−10

16−10

15−10

14−10

13−10

12−10

co
un

ts
/b

in
/p

ro
to

n Thermal + epithermal
35Cl 400 eV resonance
23Na 3 keV resonance
35Cl 4.3 keV resonance
4 - 100 keV (up to inelastic)

Detector 3

0 2 4 6 8 10 12 14
Deposited energy / MeV

18−10

17−10

16−10

15−10

14−10

13−10

12−10

co
un

ts
/b

in
/p

ro
to

n Thermal + epithermal
35Cl 400 eV resonance
23Na 3 keV resonance
35Cl 4.3 keV resonance
4 - 100 keV (up to inelastic)

Detector 4

0 2 4 6 8 10 12 14
Deposited energy / MeV

18−10

17−10

16−10

15−10

14−10

13−10

12−10

co
un

ts
/b

in
/p

ro
to

n Thermal + epithermal
35Cl 400 eV resonance
23Na 3 keV resonance
35Cl 4.3 keV resonance
4 - 100 keV (up to inelastic)

Detector 1

0 2 4 6 8 10 12 14
Deposited energy / MeV

18−10

17−10

16−10

15−10

14−10

13−10

12−10

11−10

co
un

ts
/b

in
/p

ro
to

n Thermal + epithermal
35Cl 400 eV resonance
23Na 3 keV resonance
35Cl 4.3 keV resonance
4 - 100 keV (up to inelastic)

Detector 2

0 2 4 6 8 10 12 14
Deposited energy / MeV

17−10

16−10

15−10

14−10

13−10

12−10

co
un

ts
/b

in
/p

ro
to

n Thermal + epithermal
35Cl 400 eV resonance
23Na 3 keV resonance
35Cl 4.3 keV resonance
4 - 100 keV (up to inelastic)

Detector 3

0 2 4 6 8 10 12 14
Deposited energy / MeV

18−10

17−10

16−10

15−10

14−10

13−10

12−10

co
un

ts
/b

in
/p

ro
to

n Thermal + epithermal
35Cl 400 eV resonance
23Na 3 keV resonance
35Cl 4.3 keV resonance
4 - 100 keV (up to inelastic)

Detector 4
Figure 3.23: Deposited energy spectra for different neutron energy cuts for the NaCl
sample with gates on different energy regions and on resonances of both Cl and Na.

The desired experimental weighted spectrum is given by

Cw(En) �
Eq. 3.12

∑
Ed>0

Cexp(En , Ed).W(Ed), (3.17)

where Cexp(En , Ed) is the background subtracted experimental counting distribution
and the lower deposited energy limit is zero. Since internally converted states can be
included or not included in the simulated cascades and the threshold can be set to
zero in the simulations, the weighted spectrum corrected for the electronic threshold
and internal conversion (IC) is given by

Cw(En) �
( ∑

Ed>Eth

Cexp(En , Ed).W(Ed)
)
×

∑
Ed>0 Csim

No IC(Ed).W(Ed)∑
Ed>Eth

Csim
with IC(Ed).W(Ed)︸                              ︷︷                              ︸

fPHWT

, (3.18)

where Ethr is the electronic threshold on the deposited energy, and where the fraction
fPHWT is the correction that appears in Equation 3.14. The same number of cascades
are used in the simulation of Csim

No IC and Csim
with IC. The correction factors for the four

detectors are similar, and are shown for one detector in Table 3.4 for the case of
three electronic thresholds, one of which (250 keV) is the one used in this work. The
simulations and associated correction factors are further validated by comparing the
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experimental weighted counting rates of Equation 3.18with different thresholds, using
the appropriate correction factor from Table 3.4. Assuming that the simulated detector
responses, weighting functions and simulated cascades are accurate, the corrected
weighted counting rates should be consistent for different choices of electronic
threshold. A comparison of three such count rates for three thresholds (shown still as
a function of time-of-flight) is shown in Figure 3.25 where it is seen that the agreement
is once again very good.

Table 3.4: The threshold and internal conversion correction factors associated with
the application of the pulse height weighting technique for different electronic
thresholds (250 keV in this work) and for the two nuclei relevant to this work: 35Cl
being the isotope of interest and 197Au for normalisation.

fPHWT for the reaction
Threshold (MeV) n+35Cl n+197Au

0.25 1.0151 1.0432
0.50 1.0502 1.0893
0.75 1.0944 1.1487

The final small correction due to multiple hits (mentioned in Section 3.5.4) can be
evaluated using the experimental data. Since the WF are convex functions calculated
assuming a response from single gamma-rays, when two or more gamma-rays
deposit energy in a single detector, the weight applied to the event is overestimated:
W(E1 + E2) > W(E1) + W(E2). By considering coincident events between adjacent
detectors, one can estimate the multiple hit effect on the weighted data by selecting
the coincident events (see Figure 3.18) and comparing W(E1 +E2)with W(E1)+W(E2).
It is assumed that the probability for multiple gamma-rays interacting with a single
detector is the same as the probability of them interacting with adjacent detectors.
For the Au sample used for normalisation, the effect is 1.9% and for the NaCl
sample, the effect is 1.7% — therefore the effect almost completely cancels in the
saturated resonance normalisation procedure, and the remaining 0.2% is negligible in
comparison to the % level uncertainties associated with the neutron flux and those
discussed in the next section.
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Figure 3.24: (Top) Deposited energy spectrum for the NaCl sample for one detector —
background components are shown for reference (see Section 3.7 for further details).
(Middle) Comparison of background subtracted deposited energy spectrum Cexp

with the equivalent Monte-Carlo simulation Csim (NuDEX+Geant4). (Bottom) Same
as middle plot, but for the Au sample with cascades from the DEGEN code. For all
plots, the lower energy threshold on the experimental data is 250 keV, below which
are the ‘missing counts’ to be accounted for.
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Figure 3.25: Examples of corrected experimental weighted counts for three different
electronic thresholds, calculated using Equation 3.17 with the correction factors in
Table 3.4, for the 197Au saturated resonance at 4.9 eV (top) and the first (and largest)
resonance of 35Cl at 397 eV (bottom).
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3.6.4 PHWT uncertainties and accuracy

There are two sources of uncertainty to consider:

1. the intrinsic uncertainty associated with the calculation and application of the
WF

2. the uncertainties from cascade modelling which are propagated through the
Monte-Carlo simulation to obtain the correction factors discussed in the previous
section.

It is the systematic uncertainty that is important for the first source since the statistical
errors can be made arbitrarily small when simulating the response functions Rd for
the WF calculation. The systematic uncertainty is evaluated using the simulations
described in the previous section. By definition, if Nc cascades are fed into the
simulation, each with a total cascade energy Ec , then∑

Ed>0
Csim(Ed)W(Ed) � NcEc . (3.19)

Therefore for a given weighting function and set of cascades convolved with the
response of the detection system, the quantity

∑
Ed>0 Csim(Ed)W(Ed)/NcEc should be

unity for the ideal WF. Studying the deviation from unity gives a measure of the
systematic uncertainty; this ‘quality factor’ is shown in Table 3.5 for each detector, set
of cascades and weighting function (the weighting function is the same for Cl and Na
since they are contained in the same sample). The conclusion is that the systematic
uncertainty associated with the application of the WF to the experimental data in this
work is around 1%.

Table 3.5: Weighting function quality factors defined in the text for each detector
and for the cascades generated for the two relevant isotopes.

Quality factor,
∑

Ed>0 Csim(Ed)W(Ed)/NcEc

Detector n+35Cl n+197Au
1 1.0067 0.9939
2 1.0027 1.0008
3 0.9980 0.9950
4 1.0037 0.9937

The uncertainty associated with the correction factors calculated using the cascade
generators is not straightforward to quantify. In light of the similarity between the
simulated and experimental spectra in Figures 3.24 and 3.25, and the magnitude of
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the corrections for the 250 keV threshold in Table 3.4, a conservative estimate of 2%
uncertainty is assumed.
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3.7 Background study and subtraction

There are several background components that one must subtract in order to produce
the desired reaction yield given by Equation 3.13. For the resolved resonance region
(RRR), the complete subtraction is not as crucial since any small residual background
can be absorbed into the resonance fitting procedure detailed in Section 3.9.1. An
accurate background subtraction is most important for the unresolved resonance
region (URR) where there are no resonant structures and where the point-wise
cross section is of interest; as will be shown however, for the case of this specific
measurement, the high background level has been prohibitive for both the RRR
and URR — an accurate assessment of the background is nevertheless useful in
determining the limitations of the measurement. The limitation in this measurement
is related to the fact that 35Cl is a light nucleus and therefore has both a relatively
small capture cross section a high scattering-to-capture cross section ratio, as can be
seen in Figure 1.1, meaning that the signal-to-background is not as favourable as for
the cases of heavier nuclei with larger cross sections and smaller scattering-to-capture
ratios, more usually measured at n_TOF. This measurement therefore provides a good
opportunity for understanding the limitations of EAR1 at n_TOF for making capture
measurements of other such light nuclei.

After converting to neutron energy, applying the dead-time corrections, weighting
functions and associated correction factors, the overall situation is shown in Figure
3.26, where the individual background components and their evaluation are discussed
in depth below; the deposited energy spectra associated with the background com-
ponents for the NaCl sample measurement were shown in Figure 3.24. Background
subtraction is made especially difficult due to the fact that there are many processes
that occur over many orders of magnitude, both in terms of neutron time-of-flight
(and hence neutron energy) and their relative counting rates. A combination of exper-
imental measurements and simulations are therefore used to evaluate the following
components:

• The ambient background, or beam-off background, accounts for the naturally
occurring background radiation such as from cosmic rays and the surrounding
materials, including 40K present in the concrete walls of the bunker, as well as
the possible radioactivity of the sample being studied.

• The sample independent background is defined as those counts, aside from
the ambient background, measured in the absence of the sample of interest but
when the neutron beam is on. Sources include the interaction of neutrons with
the vacuum windows, sample holder and other surrounding materials.
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Figure 3.26: Total weighted counting rates from all detectors for the NaCl sample
with all background components and methods for their evaluation, described in the
text. The ‘Total background’ uses the Geant4 ‘sample dependent’ background.

• The sample dependent background is the most complicated of background
sources partly due to the fact that by definition it cannot be measured directly.
It is due to neutrons scattering from the sample; there are two sub-components,
delayed and prompt. The delayed component arises from neutrons that scatter
from the sample material and interact with other materials in the experimental
bunker, creating gamma-rays which are subsequently detected and which are
assigned a time-of-flight that is not strongly correlated with the energy of
the neutron that initiated the event giving rise to a smooth background. For
this work, this component was evaluated both experimentally and by using
Monte-Carlo simulations taking the entire geometry of the set-up into account.
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The prompt component comes from the cases where neutrons scatter from the
sample and interact immediately with the detectors and support materials. In
this case, the time-of-flight is strongly correlated with the neutron energy, and
in the case where for a specific resonance Γn � Γγ, the measured shape of the
resonance can be artificially modified. The Legnaro-C6D6 detectors used in this
work were designed to be as insensitive to neutrons as possible, as discussed in
Section 3.2.3, and the relative scattering and capture widths of the resonances
studied in this work mean that this prompt component is negligible, as will be
demonstrated in the resonance analysis.

• In beam gamma-rays accompany neutrons in the beam and originate partially
from the spallation reactions at the neutron source, but mostly from the moder-
ating process as was discussed in Section 3.2; these gamma-rays can be Compton
scattered by the sample and directly into the detectors. This background is
partially suppressed by placing the detectors in the backwards hemisphere, but
the overall result is a smoothly varying background that can be evaluated by
measuring a sample with a high Z such as lead before scaling appropriately.
It can be significant for samples with high atomic numbers, but for this work
however, this background component was negligible because of the relatively
low atomic number of the NaCl target.

• For higher neutron energies where neutrons have enough energy to populate the
first excited states of the target nuclei (around a few 100 keV), inelastic scattering
begins to dominate the count rate. Since this background is highly sample
dependent, no measurement can be performed to determine its magnitude. As
will be shown below, the counting rate from this background is several orders
of magnitude larger than that from capture meaning that even small errors in
simulations of the effect can be larger than the remaining counts after subtraction;
this effect therefore dictates the upper neutron energy limit of the measurement.
Up to En ≈200-300 keV however, this background is automatically rejected
because of the deposited energy threshold placed on the detectors (since by
definition the minimum detectable gamma-ray energy is equal to the threshold).

The procedure for the measurement and subtraction of these components is given
below. For each component, the counting spectra are weighted, and where possible
are parametrised and fit in order to reduce statistical uncertainty; in general the
background components are smooth as a function of time-of-flight and beam time
was predominantly spent measuring the sample of interest meaning that in general
the statistical uncertainties associated with the background runs are larger than those
for the NaCl sample runs.



35Cl(n , γ) measurement at n_TOF 79

Ambient background

By taking measurement runs without the neutron beam, the ambient background is
determined. A ‘calibration trigger’ (also used for calibration source data acquisition) is
artificially generated to initiate data acquisition in the absence of the PS trigger and runs
for the same 100ms as for the proton bunches, allowing a ‘time-of-flight’ to be assigned
to each event. In a run containing a sample, the level of the ambient background
is proportional to the number of neutron bunches (the number of proton pulses).
Therefore to subtract the ambient background from a ‘sample in’ measurement, the
ambient counting spectrum is scaled according to the number of ‘ambient bunches’
Bambient (how many false triggers were used for its measurement) and the number of
actual beam bunches B. The background subtracted spectrum is then given by

Csub � Ctotal −
B

Bambient
Cambient . (3.20)

In principle there is an additional ambient component due to the neutron activation
of the sample material; in practice this additional component is negligible, as was
found by checking beam-off runs from before the measurement and after several
hours of irradiation. The weighted spectrum Cambient/Bambient is shown in Figure
3.27 as a function of t − tγ. In the interest of reducing statistical error, the background
spectra were parametrised and fitted. Since in this work isolethargic binning is used
(to facilitate the visibility of structure across many orders of magnitude), for the case
of the ambient background where the count rate is constant in time, it is parametrised
as Cambient � a + be t−tγ .

For the events corresponding to the ‘dedicated’ beam mode, the ambient background
is smaller relative to the total count rate than for the case of the less intense ‘parasitic’
mode as shown in Figure 3.28; the results of subtracting the ambient components for
both modes for the NaCl and Au samples are also shown in Figure 3.28 where the
subtracted spectra for parasitic and dedicated are the same as expected.
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Figure 3.27: Ambient background measurement for one of the detectors, where the
solid line indicates a fit to the data where the functional form is given in the text for
which χ2/ndo f � 1.34.
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Figure 3.28: (Top) Total counting rates as a function of time-of-flight for the NaCl
sample for both beam modes with the appropriate level of ambient background.
(Bottom) Ambient subtracted count rates for parasitic and dedicated beam modes
for which there is good agreement.
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Sample independent background

This background component is measured by taking runs with the empty sample
holder made from two thinmylar backings, glue and an aluminium ring used to fix the
sample to the target exchanger. For the resolved resonance region it makes the largest
contribution to the background as shown in Figure 3.26. The empty sample absolute
counting error for neutron energies in the resolved resonance region is around twice
that for the NaCl sample measurement. Therefore after subtracting the appropriate
ambient contribution as per Equation 3.20, a fit was performed once again to reduce
statistical error in an attempt to improve the statistical error in the final reaction
yield for fitting the resonances. The small deviations from the phenomenological
fit are absorbed into the resonance fitting procedure detailed in Section 3.9.1. The
background component normalised to a single nominal proton pulse and a fit to the
data are shown in Figure 3.29. It should be noted that the choice of the nominal
number of protons per bunch is arbitrary, as long as a consistent value is used for each
of the ‘beam on’ measurements (sample under study, background measurements and
the Au sample used for normalisation).
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Figure 3.29: Sample independent background contribution for one detector nor-
malised to one nominal proton pulse of 7 × 1012 protons, measured with the empty
sample holder. The solid line denotes a fit to the data in the region of interest
with χ2/ndo f � 0.85, where the residuals are shown in the bottom panel. Inelastic
neutron scattering on the empty sample holder and surrounding materials is clearly
visible below time-of-flight ≈ 1.5 × 104 ns (En ≈ 500 keV).
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This component was parametrised using the phenomenological function

C(t − tγ) � a0 +

3∑
i�1

ai

(
1 − e−bi(t−tγ)

)
e−ci(t−tγ) (3.21)

over the region 1.5 × 104 < t − tγ < 108 ns. Both the ‘sample in’ measurements
and background components measured with the beam on scale with the number
of neutrons (and hence the number of protons incident on the spallation target).
Therefore after accounting for the ambient background, the subtraction is made
according to

Csub �
CS

nS
p
− CE

nE
p
, (3.22)

where nS
p and nE

p are the integrated number of protons for the ‘sample in’ and
‘empty’ runs respectively, Csub is the desired counting spectrum with ambient and
sample independent background subtracted, CS is the ambient subtracted ‘sample in’
spectrum, and CE/nE

p is the quantity that is given by the fit to the experimental data
shown in Figure 3.29. The number of protons for normalising data was taken from
the BCT pulse intensity value from the PS, as discussed in Section 3.5.1.

Sample dependent background: prompt component

Accounting for the prompt component of the sample dependent background is more
generally referred to as the neutron sensitivity correction, and pertains to a resonance-
by-resonance correction based on the scattering to capture ratio. For resonances
with large Γn/Γγ, it may be expected that the strength of the measured capture
resonance would be artificially increased due to events associated with neutrons that
have scattered from the sample and been captured within detection set-up (since
the detectors do not directly detect neutrons, but the gamma-rays as a result of their
capture).

Here, the neutron sensitivity αns is defined as the ratio between the probability to
detect a neutron and that to detect a gamma-ray from a capture cascade. This is in
principle neutron energy and sample dependent, but for the Legnaro-C6D6 set-up
in this work its magnitude is αns ≈ 10−5 [59, 60]. For a particular resonance, the
probability that a given signal was from a neutron event rather than a gamma-ray
originating from capture in the sample is given by

Pns � αns
Γn

Γγ
(3.23)
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such that the correction applied to the yield measured for a given resonance to account
for the overestimation of the strength is given by

fns �
1

1 + Pns
. (3.24)

For the resonances measured in this work, the maximum Γn/Γγ was ≈ 400, implying
a neutron sensitivity of Pns ∼ 10−3 making the correction negligible with respect to
the other multiple systematic uncertainties on the percent level (this includes the Au
measurements for normalisation). It is this correction which for older measurements,
performed at any time-of-flight facility, can be significant, with Pns on the order of
unity. The detector design described in Section 3.2.3 is predominantly based around
reducing this correction as far as possible.

Sample dependent background: delayed component

Due to the complicated nature of this background, two independent methods have
been used for its evaluation. The first of the two methods is based on the measure-
ment of a ‘pure neutron scatterer’, the second is based on Monte-Carlo simulations.
Cross checking with two methods is especially important for this work since the
sample (NaCl) has a particularly high scattering-to-capture ratio and it was therefore
anticipated that the sample dependent component would represent a significant
contribution to the overall background.

For the first method, it is assumed that this background component is smooth and that
it does not depend strongly on the precise energy dependence of the elastic scattering
cross section of the sample material, but only on its average magnitude; the elastic
scattering cross section is reasonably constant with neutron energy as shown in Figure
1.1. Carbon is an efficient neutron scatterer with a large elastic scattering-to-capture
ratio of σn ,n/σn ,γ ∼ 104 at En � 1 eV, ∼ 105 at 1 keV, and ∼ 106 at 100 keV; one can
therefore be confident that the experimental counting rate when measuring a carbon
sample is dominated by neutron scattering, the source of the sample dependent
background. The sample dependent counting rate for the NaCl sample CNaCl

SD was
estimated by scaling the counting rate measured with the natural carbon sample CC

appropriately by taking the different areal densities n and elastic scattering cross
sections σn ,n into account. As the neutron flux φ(En) and scattering cross sections are
non-constant, a spectrum averaged ratio of the elastic cross sections was used:

CNaCl
SD � CC

nNaCl

nC

∫ Ehi gh

Elow
φ(En)

σNaCl
n ,n (En)
σC

n ,n(En)
dEn∫ Ehi gh

Elow
φ(En)dEn

, (3.25)



35Cl(n , γ) measurement at n_TOF 85

where Elow and Ehi gh were somewhat arbitrarily chosen to be 0.1 eV and 107 eV
respectively giving an overall scaling factor CNaCl

SD /CC � 0.169. The ambient and
empty counting rates were subtracted from the carbon counting spectrum using
the fits from the previous sections, and the background subtracted spectrum was
subsequently fit with the same phenomenological function in Equation 3.21 before
scaling. The data and associated fit are shown in Figure 3.30; the scaled fit taken
to be the sample independent background for the NaCl sample is also shown. The
result converted to neutron energy is shown in Figure 3.31 alongside the remaining
NaCl count rate after the ambient and sample independent backgrounds have been
subtracted.
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Figure 3.30: Count rate measured with the natural carbon sample (ambient and
sample independent background subtracted), and associated fit. The scaled fit taken
to be the sample dependent background contribution is also shown in blue. Results
shown for one detector. For reference, a time-of-flight of 4×104 ns (the point at which
the fit becomes poor) corresponds to a neutron energy of around 100 keV.

When the elastic scattering cross section is small relative to the capture cross section,
the above method may be sufficient to evaluate the sample dependent background
since its magnitude will be small relative to the capture counting rate, and hence any
small deviations from the assumptions stated above become negligible. As shown in
Figure 3.31 however, the sample dependent background evaluated using the method
above accounts for a large fraction of the remaining counts, as anticipated. Given
the significance of this background and the approximate nature of the carbon scaling
method, a second method based on Monte-Carlo simulations was also applied.
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Figure 3.31: Experimental NaCl counting rate including the sample dependent
background and the results of the two methods for its evaluation, shown for the sum
of all four detectors. For neutron energies > 1 keV, the counting rate is dominated by
background. The sharp increase around 400 keV is due to inelastic scattering on the
NaCl sample, which the Geant4 simulation describes very well.

A comprehensive Monte-Carlo study of the backgrounds and their sources present at
n_TOF EAR1 was performed by Žugec et al. [61] in which an accurate representation
of the entire experimental bunker and its contents was implemented in Geant4. It was
shown as expected that for the sample dependent background there is in general a non-
trivial relation between the true neutron energy that is the initiator of a background
event and the neutron energy one would determine via the time-of-flight method; this
partially relates to the fact that neutrons can be scattered around the bunker for some
finite time before being captured giving rise to gamma-rays, leading to a delayed
background. Furthermore, there are reaction channels specific to each sample that
give rise to delayed background events. For example in the the case of a carbon sample,
the simulations showed that the 12C(n , p) threshold reaction produces the β− emitter
12B, which has a half-life of 20.2 ms and amean electron energy of 〈Eβ〉 � 6.35 MeV; the
energetic electrons are able to penetrate into the active C6D6 detection volume giving
rise to signals tens of ms after the (n , p) event (for reference, thermal neutrons have
a time-of-flight of around 84 ms). In practice therefore, it is insufficient to measure
one sample and simply scale the result to obtain the result relevant to the sample of
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interest — the only reliable way to obtain the sample dependent background is to
perform a similar Monte-Carlo study for the specific sample being studied.

The same simulations as those described above were run for the case of our NaCl
sample and experimental set-up; the Geant4 geometry consisted of that shown
in Figure 3.12 and that of Reference [61]. Figure 3.32 summarises the results for
the sample dependent background. The effects described above leading to a non-
correlation between ‘real’ neutron energy (energy of the neutron that came from the
spallation source) and ‘measured’ neutron energy (that would be determined from
the time-of-flight) can be seen, where notable structures are the horizontal bands
at ‘real’ neutron energies of ≈ 3 keV and ≈ 1 MeV which correspond to the strong
scattering resonance of 23Na and the peak of the neutron flux respectively. The data
from the simulation were analysed in exactly the same way as for the experimental
data, applying the same experimental broadening, weighting functions and deposited
energy thresholds. The result of the simulation is shown in Figure 3.31 alongside the
result of the scaling method, after converting from time-of-flight to neutron energy,
and the experimental data. As expected, the structures seen in the simulation are not
captured by the carbon scaling method, but overall the agreement between the two
methods is very good for the resonance region. The difference at neutron energies
< 100 eV is due to the differences in the delayed component from sample specific
threshold reactions discussed above. From around 400 keV, the simulation reproduces
the inelastic scattering on the NaCl sample very well; nevertheless, the magnitude
of the inelastic scattering component is too great to accurately subtract from the
measured NaCl counting rate to yield the capture rate (which is at least two orders of
magnitude less), and so the upper limit on the measurement is around 300 keV at best.
Due to the fine detail achievable with the simulation, and given its good agreement
with the carbon scaling method, the simulation was used in the final background
subtraction.

Background determination with ‘black resonance filters’

A routinely applied method at neutron time-of-flight facilities for estimating the
smooth sample dependent background is to take measurements of the sample of
interest and the empty sample holder with filters in the beam; it is described here
for completeness. The in-beam filters were described in Section 3.2; thick slabs
of materials with sufficiently strong absorption resonances, or ‘black’ resonances,
effectively remove all neutrons from the beam at discrete energies. Therefore the
counting rate at the position of these resonances is due entirely to scattered neutrons
(the delayed component of the sample dependent background) and other background
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Figure 3.32: Geant4 simulation of the correlations between the real neutron energies
and those determined from the time-of-flight for the sample dependent background
for the NaCl sample, shown for the sum of all four detectors. There are significant
delayed components: i.e. the measured energy is less than the real energy, since the
time-of-flight measurement is delayed.

events since there are no neutrons that lead to prompt interactions. The difference
in count rates at these resonance energies with the filters in the beam between the
empty sample and sample of interest therefore gives the level of the sample dependent
background. This provides an independent means of scaling the shape of the sample
dependent background obtained from the measurement of a pure scatterer (taken
from the carbon measurement as described above), to the level of the background
measured at the positions of the black resonances; this method bypasses the need
to scale the carbon data using prior knowledge of the scattering cross sections. The
count rates for the empty and NaCl sample with filters are shown in Figure 3.33.
The statistics gathered during the experiment were unfortunately insufficient to be
able to derive a meaningful background level, since given the error bars shown in
Figure 3.33, the sample dependent background derived from the difference of the
empty and sample measurements is essentially consistent with zero. Indeed for
times-of-flight relevant to the resonance region, there is no statistically significant
difference between the sample and empty measurements; the resonance dips of 27Al
(at 34 keV and 86 keV) are not seen above the overall background. At best, the filter
measurements in this work confirm that the sample dependent background represents
only a small component of the total background, as was found to be the case using
the other methods described above (even if this background component is still large
in comparison to the count rate from neutron capture).
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Figure 3.33: Counting rates with the NaCl sample and in-beam filters, and the
empty sample with the filters for the evaluation of the level of the sample dependent
background. The black resonances appear as the sharp dips, and are shown with
their corresponding energies labelled. With these statistics, the count rates in the
troughs of the black resonances measured with the NaCl sample are consistent with
the count rates with the empty sample.

3.7.1 Implications of the background level

As is clear from Figures 3.26 and 3.31, the overall count rate from a few 100 eV (around
the first resonance of 35Cl) is dominated by background. After the background
subtraction, there are 13 35Cl resonances visible over the whole neutron energy range
— these are studied in detail in the following sections. As shown in Figure 1.1, there
are many more weaker resonances (around 250 resonances) which in principle should
be resolvable as discussed in Section 3.2.2 — these weaker resonances were however
dominated by background, in turn dominated by the delayed sample dependent and
sample independent background components. In the past, the subjects of the majority
of capture measurements at n_TOF have been heavier nuclei where in general the
capture cross section is larger. It is therefore clear that there are limitations at n_TOF
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for making measurements of such light nuclei, and that the sources of background,
dominated by the sample independent component, need to be addressed to allow
more complete resonance analyses. The comprehensive background study presented
in this work may form the basis for such a background optimisation.
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3.8 Final reaction yield

As discussed in Section 3.6.1, the final 35Cl capture yield is given by

Y(En) � fNorm fPHWT
Cw(En) − Bw(En)(
Sn +

A
A+1 En

)
φ(En)

. (3.26)

The evaluation of the normalisation factor fNorm , verification of the shape of the
neutron flux φ(En), and combination of the data from each detector and for the two
beam modes (parasitic and dedicated) are detailed below.

3.8.1 Verification of the neutron flux

Due to the fluctuations of the 10B content of the water moderator circuit surrounding
the spallation target, the low energy neutron flux changes year-by-year and must
therefore be monitored during each experiment. This was performed with the SiMon
detectors, by monitoring the yield of tritons from the 6Li(n , t) reaction as a function of
neutron energy; monitoring tritons rather than alphas is preferred as the triton peak
in the deposited energy spectrum is better separated from the noise than is the case
for the heavier, less energetic alpha particles. An example deposited energy spectrum
from one of the SiMon detectors is shown in Figure 3.34.
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Figure 3.34: Deposited energy spectrum for one of the four SiMon silicon detectors
where the triton peak within the dashed red lines, used to monitor the shape of the
neutron flux, is clearly distinguishable from alpha events and noise.
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The thickness of the 6Li foil used as a neutron converter in the SiMon detection system
is such that the thin target approximation (Y � nσ in Equation 2.2) can be applied in
order to determine the shape of the neutron flux using Equations 2.2 and 2.5:

φ(En) �
Ctriton(En)

nσn ,t(En)ε(En)
, (3.27)

where the efficiency for the detection of tritons ε(En) comes from a Geant4 simulation,
and the (n , t) count rate Ctriton is obtained by gating on the region bound by the dashed
lines in Figure 3.34 as a function of neutron energy. In principle the deposited energy
gates change with neutron energy due to the changing kinematics with increasing
neutron energy, but for energies up to ∼ 100 keV, these changes are negligible [52]. The
flux determined in this way is shown in Figure 3.35. When suitably normalised, one
can see that the boron content was slightly higher during this experiment leading to a
reduced flux at neutron energies less than around 10 eV — the maximum difference
between the flux evaluation and the measured flux is around 10%. Below 10 eV
therefore, the evaluated flux was corrected to take this difference into account before
using the flux to calculate the final reaction yield; although there are no 35Cl resonances
below 10 eV, the correction is still required since the 4.9 eV gold saturated resonance
measured for normalisation, discussed below, also requires the flux correction. For
neutron energies > 10 eV, the evaluated flux was used in the calculation of reaction
yields. The final systematic uncertainties associated with the shape of the neutron
flux were given in Table 3.1.

3.8.2 Saturated resonance normalisation

In principle the calculations of the weighting functions from the simulated detector
responses Rd take the absolute detection efficiency of the detectors into account such
that the modified efficiencies are identical to the excitation energy. In reality the
the absolute efficiency, or the precise normalisation of the simulated responses, is
non-trivial to accurately measure or simulate since it depends on the exact position of
the detectors with respect to the sample, the precise volume of scintillation liquid in
the detectors, and the optical coupling between the active scintillation volume with
the photomultiplier tube. Moreover the neutron flux φ(En) in Equation 3.14 refers to
the number of neutrons that actually pass through the sample; as discussed in Section
3.2.1 the beam interception factor is the relevant quantity to calculate this flux —
despite the extensive studies of the n_TOF flux and beam interception factor made via
simulations and measurements, the most robust method for absolute normalisation is
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Figure 3.35: Neutron flux as measured using the SiMon detectors as discussed in
the text, normalised to the the evaluated flux, also shown, over the region 50 eV to 1
keV. The difference at the lowest neutron energies is explained in the text. The sharp
decrease of the evaluated flux around 0.03 eV is artificial, and represents the lower
limit of the evaluation.

to measure relative to a sample which has a saturated resonance, and perform a final
normalisation of the reaction yield using the saturated resonance method (SRM).

Saturated resonances are those for which the cross section is very large, and the
scattering width is smaller than the capture width — this may occur for the sample of
interest, but where this is not the case, a separate sample is used. The most commonly
used sample is 197Au, for which the 4.9 eV resonance has a capture cross section of
≈ 3 × 104 b, and widths Γγ � 121.4 eV and Γn � 14.96 eV. In this case, even for a
sample with a thickness of ∼ 10 µm, all neutrons with energies close to the resonance
energy of 4.9 eV passing though the target are absorbed, and the resonance appears
‘saturated’; the measured capture yield Y ≈ 1 since even neutrons that scatter within
the sample multiple times are also mostly captured. If a 197Au sample of the same
diameter as the sample of interest is measured at the same position in the neutron
beam (so that the beam interception factors are the same meaning that the same
number of neutrons pass through each sample per neutron bunch), the experimentally
measured yield at the plateau of the saturated resonance can be compared to the
calculated value, and one can obtain an absolute normalisation that absorbs all of the
complications described above. This normalisation factor ( fNorm in Equation 3.14)
also applies to other samples. This method is robust since the yield at the plateau of
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the saturated resonance is almost independent of the precise values of the resonance
parameters Γγ and Γn , as well as the precise thickness of the sample.

The analysis procedures described in the previous sections of this chapter were
applied to the Au sample; the weighted counting rates (using the WF specific to the
saturated resonance, see Section 3.6.2) and backgrounds are shown in Figure 3.36.
The sample dependent background for the Au sample has not been taken into account
since the addition of such a background would only contribute <0.1% to the final
yield, and is thus negligible. The yield not yet corrected with the saturated resonance
normalisation given by

Yexp(En) � fPHWT
Cw(En) − Bw(En)
(Sn +

A
A+1 En)φ(En)

(3.28)

is shown in Figure 3.37 for one of the detectors for the energy range of interest. The
R-Matrix code SAMMY was used to calculate the theoretical yield Yth(En) for the 4.9
eV saturated resonance using resonance parameters from the ENDF-BVIII.0 library
(more details of the SAMMY resonance fitting procedure is given in the following
section), and fit the experimental data with a function of the form

Yexp(En) � aYth(En) + b. (3.29)

The correction factor fNorm � 1/a and b is a constant to take account of any small
residual background in the experimental reaction yield. This correction factor is also
applicable to the NaCl sample, since it depends only on geometrical factors which
are common to both NaCl and Au samples. For the Au sample, a section of the final
corrected reaction yield was shown in Figure 3.17, where there is good agreement
with the SAMMY calculation. The constants a for the four detectors are shown in
Table 3.6:

Table 3.6: Saturated resonance normalisation factors and uncertainties for the four
detectors, taken from fits such as the one shown in Figure 3.37.

Detector a fnorm � 1/a Uncertainty (%)
1 0.740 1.351 4.081
2 0.616 1.623 4.205
3 0.627 1.595 5.167
4 0.706 1.416 4.249

Average: 0.677 1.486 2.185

The average value of 0.677 for the constants a agrees well with the beam interception
factor at En � 4.9 eV shown in Figure 3.4, meaning that the absolute efficiency implicit
in the Geant4 response simulations used to determine the weighting functions was
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indeed accurate. After calculating the average yield by combining the separate yields
from each detector, the overall uncertainty relating to the final normalisationwas taken
to be 2.2%. The other relevant uncertainty is that of the relative beam interception
factors for the NaCl and Au samples (assumed to be the same in the application of
the SRM): an uncertainty of 2% was estimated, based on an accuracy in the position
of the samples of 0.5 mm (discussed in Section 3.3), and the sensitivity of the beam
interception factor to misalignments (discussed in Section 3.2.1).
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Figure 3.36: Weighted counting rates from theAu samplewith associated background
components used for implementing the saturated resonance method.

3.8.3 Final yield and uncertainties

As previously stated, an independent analysis was performed for each detector and
for the dedicated and parasitic beam modes in order to check for the consistency of
each of the systematic corrections detailed in previous sections, which was found to
be satisfactory; each of the eight independent yields were consistent within statistical
errors. The final reaction yield was calculated as the weighted average of these eight
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Figure 3.37: Au yield for the 4.9 eV saturated resonance prior to normalisation
with the saturated resonance method, given by Equation 3.28, for a single detector
(detector 1). The residuals are given in units of the statistical error associated with
each point.

independent yields, where the weights for each detector were given by the factors a in
Table 3.6 since these effectively represent the overall efficiency of each detectors, and
the weights for the combination of the parasitic and dedicated beam modes was the
number of protons on target for the respective mode, npar

p and nded
p . The final yield

was calculated as:

Yn ,γ(En) �
1

(npar
p + nded

p )
∑i�4

i�1 ai

i�4∑
i�1

ai

(
npar

p Ypar
i (En) + nded

p Yded
i (En)

)
, (3.30)

where the sum is over the four detectors and Yi(En) are the respective independently
determined reaction yields. A summary of the systematic uncertainties associated
with the final reaction yield are given in Table 3.7. The total uncertainty is dominated
by the flux and beam interception factors. These factors cannot feasibly be improved
without modifying the experimental setup, and combined, represent the best case
uncertainty.
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Table 3.7: Systematic uncertainties associated with the 35Cl(n , γ) reaction yield.

Contribution Uncertainty (%) see Section ...
Sample areal density 0.5 3.3
Neutron flux shape:
25 meV to 10 keV 2 3.2.1
10 keV to 1 MeV 4 3.2.1

Efficiency (pulse height weighting technique) 1.5 3.6.2
PHWT correction factors 2 3.6.2

Saturated resonance normalisation 2.2 3.8.2
Beam interception factor (misalignment) 2 3.8.2

Dead-time negligible 3.5.4
Multiple hits negligible 3.5.4

Total uncertainty:
25 meV to 10 keV 4.4%
10 keV to 300 keV 5.6%
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3.9 35Cl(n , γ) cross section analysis and results

3.9.1 Resonance analysis for En < 100 keV

As discussed in Section 1.2, the cross section in the resolved resonance region (RRR)
can be described by the parametrisation of each of the Breit-Wigner resonances
by their partial widths Γi , energies ER and spin-parity Jπ. Before the analysis
of resonances from the compound reaction channel however, the inevitable small
residual background after the background evaluation and subtraction described in
Section 3.7 must be checked and if necessary subtracted from the reaction yield. In
principle there is also a smoothly varying component from direct neutron capture
on both 23Na and 35Cl present in the NaCl sample. This direct capture component
is indistinct from resonant capture on an event-by-event basis. For the RRR, the
direct component for 35Cl is relatively small as shown in [43], and it is also expected
to be the case for 23Na. In the RRR, the R-Matrix software SAMMY used to fit the
data deals only with the resonant channel, not the direct component. Therefore the
sum of the residual background and possible contribution from direct capture was
determined by fitting the valleys between resonances, which provides an independent
measure of the background above the theoretically calculated resonant capture yield.
As shown below, thirteen resonances were measured from the yield for which the
residual background was approximately constant at an average level of −7.9 × 10−6

— i.e. the background was over-subtracted by a small amount; the total counting
rate including each of the background components and from the NaCl sample itself
has therefore been accounted for to within an accuracy of ∼ 1 neutron in 105. This
level of background is negligible in practice, but was nevertheless subtracted before
performing the resonance analysis.

The resonance analysis fits obtained using SAMMY are shown in Figures 3.38, 3.39
and 3.40. Each of the effects discussed in Section 3.2.2 are included in the fitting
procedure. For the plots which show groups of resonances, the resonances were fit
simultaneously; the groups of resonances were sufficiently widely spaced that the
tails of resonances from one group have a negligible effect on adjacent groups. The
initial resonance parameters ER, Γγ, Γn and Γp (since the 35Cl(n , p) channel is open
with a Q-value of +615 keV) were taken from the ENDF-BVIII.0 evaluation, as were
the spin assignments. For a number of the resonances measured in this work, the
proton width represents a significant fraction of the total width; the fitting strategy
was therefore to keep the proton width fixed, whilst leaving ER, Γγ and Γn as free
parameters. The proton widths in the ENDF-BVIII.0 library are those resulting from
the evaluation of Sayer et al., in turn based on the consistency of their transmission
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and capture data, the 35Cl(n , p) data of Druyts et al. [76] and the transmission data of
Singh et al. [77]. For some resonances, manual adjustment of resonance parameters
were required in order to obtain satisfactory SAMMY fits, and for two resonances
only a single width was varied, again to obtain satisfactory fits. The resonance shapes
are dependent on the final spin of the state upon neutron capture - the spin is also in
principle a free parameter in the fitting procedure, although as discussed in Section
2.7, the best spin assignments are made by combining capture data with transmission
datasets. The ground state spin-parity of 35Cl is 3

2
+; the capture of a neutron with

orbital angular momentum ` � 0 or 1 (since radiative neutron capture is dominated by
s- and p-waves) gives possible spin-parities of 1+, 2+, or 0−, 1−, 2−, 3− respectively. For
this work, the resonances were best described using the existing assignments (both
firm and tentative) in the evaluation of Guber et al. made on the basis of detailed
shape and area analysis of both capture and transmission data. Indeed 7 of the 13
measured resonances have tentative spin assignments (14.8 keV, 16.3 keV, 22.3 keV,
27.2 keV, 44.0 keV, 51.4 keV, 52.7 keV, 57.6 keV); the statistics gathered in this single
measurement of the capture reaction channel are not a sufficient basis to contribute
to the multi-channel analysis already performed by Sayer et al. especially since 6 of
the 7 ambiguous assignments are associated with resonances with poor statistics.
Since the experimental yield also by definition contained components from the other
contents of the sample (23Na and a small amount of 37Cl), these components were
also included in the SAMMY fitting procedure; although the resonances from these
contaminants are not the subject of this work, they are important to include in the
fitting procedure since the multiple scattering (potential scattering of neutrons one or
more times before being captured) depends strongly on all isotopes present in the
sample, and their respective scattering cross sections and densities — the resonance
parameters for these contaminants were taken from ENDF-BVIII.0. Only at the first
resonance at around 397 eV were the reaction yield statistics sufficient to observe the
multiple scattering component present as the tail to higher neutron energies shown in
the top of Figure 3.38, described well by SAMMY; the tail is present at higher energies
of the resonance centroid since neutrons of higher energy lose energy when they
scatter to a value that matches the resonance energy (neutrons of lower energy do not
gain energy when they scatter). For all measured resonances though, the multiple
scattering contribution was on the order of 1% or less and therefore any systematic
uncertainty associated with the modelling of multiple scattering in SAMMY can be
safely neglected.

As already discussed the number of resonances measured in this work was greatly
hindered by the background. In the two previous measurements, those of Guber et al.
and Macklin et al., many more resonances were measured: 54 in the older Macklin
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measurement, and 217 in the more recent Guber measurement. For a comparison of
the quality of the n_TOF data with respect to the previous measurements, spectra
from previous experiments are shown in Figure 3.41; data is shown for the entire
measured energy range for the Macklin measurement, and a subset of the energy
interval covered by the Guber measurement is shown.

Both of these measurements were made at the ORELA facility at Oak Ridge National
Laboratory. There are a number of reasons why these previous measurements
measured many more resonances. Firstly, the statistics gathered for the measurement
in this work are poorer than for either of the two previous measurements; this is in
part related to beam-time, and partly related to the areal density of the sample used
for this work. As mentioned in Section 3.3, there was an issue with contamination
of the sample during its manufacture, which meant that a significant amount of
material was lost resulting in a thinner sample (indeed, the multiple scattering effects
were almost negligible with the target used in this work, affording the possibility
of a thicker sample). Secondly, both previous measurements used natural LiCl
samples; compared to Na (present in the NaCl sample), Li has a more favourable
scattering cross section (on average around 5× less over the RRR). This results in a
reduced sample dependent background, and is hence less prohibitive whenmeasuring
weaker resonances. Finally, since the background in this work was dominated by the
sample independent background, it is clear that ORELA at ORNL is simply more
suited to measurements of light nuclei. Indeed prior to the Guber measurement [43],
the ORELA capture set-up had been optimised by further reducing the structural
material surrounding the detection system, further increasing its suitability for capture
measurements of light isotopes with small cross sections.

As discussed in Section 2.7, in any single neutron capture experiment, it is only
the resonance kernel κ � gΓnΓγ/Γ (proportional to the resonance area) that can be
independently evaluated without using the results of transmission experiments which
would yield the total reaction cross section, due to the strong correlation between the
partial widths associated with each resonance. The experimental kernels are given in
Table 3.8, where the values from evaluated data libraries are also shown for reference;
a more complete comparison is given below. For reference, the individual best fit
resonance parameters are given in Appendix B.
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Table 3.8: Resonance kernels (κ) for 35Cl+n calculated from the results of the R-Matrix
analysis with SAMMY for the n_TOF alongside those from evaluations for reference.
The kernel uncertainties relate to the point-wise statistical errors in the reaction
yield. The resonance energies ER are those determined from the n_TOF data. (A
comparison of the resonance energies and partial resonance widths and spins are
given in Appendix B).

n_TOF ENDF B-VIII.0 (and JEFF 3.3) JENDL-4.0
ER (eV) κ (meV) Unc. κ (meV) κ (meV) κ (meV)
397.36 22.98 0.43 20.23 32.68
4243.56 88.63 10.27 83.58 99.01
14758.68 226.44 14.83 213.60 253.50
16312.30 363.30 15.47 309.69 519.46
17088.01 814.90 25.81 662.77 1184.03
22327.11 86.69 60.79 77.42 55.56
26526.64 154.23 24.16 189.59 236.79
27262.17 298.95 33.22 260.09 295.02
43995.36 409.10 89.45 378.18 450.21
51400.88 82.09 30.94 36.97 86.89
52757.27 256.93 61.02 208.08 229.23
54705.00 152.20 76.44 136.64 168.25
57585.17 341.44 72.45 331.55 398.32



35Cl(n , γ) measurement at n_TOF 102

3−10

2−10

1−10

1

Y
ie

ld
Experimental yield

SAMMY fit

4−
2−
0
2
4

σ
R

e
s
id

u
a

l /
 

360 370 380 390 400 410 420 430 440
Neutron energy / eV

0

0.005

0.01

0.015

0.02

0.025

0.03

Y
ie

ld

4−
2−
0
2
4

σ
R

e
s
id

u
a

l /
 

4200 4210 4220 4230 4240 4250
Neutron energy / eV

0

0.002

0.004

0.006

0.008

0.01

0.012

Y
ie

ld

4−
2−
0
2
4

σ
R

e
s
id

u
a

l /
 

14500 15000 15500 16000 16500 17000 17500
Neutron energy / eV

Figure 3.38: Fits to the final 35Cl(n , γ) experimental reaction yield with SAMMY. The
error bars pertain only to the statistics, not to the systematic uncertainties given in
Table 3.7 (this is also the case for the subsequent similar plots). The correction due to
the experimental effects, such as the thick sample multiple scattering correction for
the 397 eV resonance in Cl, are included by the code SAMMY.
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Figure 3.39: Fits to the final 35Cl(n , γ) experimental reaction yield with SAMMY.
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Figure 3.40: Fits to the final 35Cl(n , γ) experimental reaction yield with SAMMY.
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Figure 3.41: Samples of the capture data from the two existing experimental datasets;
those of Macklin et al. (shown in the left column, figures reproduced from Reference
[42]) and Guber et al. (shown in the right column, figures reproduced from Reference
[43]). Both measurements were made using LiCl samples, the advantages of which
are discussed in the main text.
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3.10 Discussion of results

The resonance kernels given in Table 3.8 are explicitly compared to those from the
different evaluations in Figure 3.42, where the ratios between the respective quantities
are shown for each measured resonance. The ratio uncertainties pertain to the errors
associated with the calculation of the kernels from the SAMMY fits to the reaction
yield (the systematic yield uncertainty is not included). The comparison of the
experimental results to JEFF-3.3 is not shown since the JEFF-3.3 evaluation is identical
to that of ENDF B-VIII.0; they are both based on the evaluation performed by Sayer et
al. [44], also shown. The experimental results are also compared to the only previous
measurement for which the resonance parameters are explicitly reported, that of
Macklin et al. The weighted average of the ratios shown in Figure 3.42 are given
in Table 3.9. It is evident that for the ENDF and JEFF evaluations (and hence the
Sayer evaluation) that the kernels are consistently underestimated with respect to
the n_TOF results by 15.0(2)%; even when the systematic uncertainties associated
with the overall normalisation of the reaction yield are considered (around 5%), the
average difference between the results of this work and the ENDF evaluation are still
inconsistent. Conversely, the JENDL evaluation in general overestimates the kernels.
The results of Macklin et al. are in better agreement with the n_TOF results than
is the case for any evaluation; the average kernel ratio with respect to the Macklin
measurement is indeed consistent unity, which therefore resolves the inconsistency
between the two previously existingmeasurements. Assuming that the 15% difference
of our kernels with respect to the ENDF/JEFF evaluations would also apply to other
resonances if they had been seen above the background, then the n_TOF results imply
that the total cross section is on average around 15% higher than is the case in the
ENDF/JEFF evaluations used by industry. It is envisaged that a re-evaluation of
the cross section will therefore have a sizeable impact on applications — this impact
is quantified in Section 3.11. It should also be noted that no new resonances were
found, and the resonance energies found in this work are within 0.1% of those given
in previous measurements and evaluations, as expected.

A final check on the resonance analysis was performed to confirm that there was no
systematic effect on the shapes of the measured resonances due to prompt neutron
scattering (neutron sensitivity), the effect of which was discussed in Section 3.2.1
where it was shown that for this measurement the prompt interactions generated
due to resonant neutron scattering should have a negligible effect on the measured
shapes of the resonances. The kernel ratios with respect to the ENDF evaluation are
shown in Figure 3.43 as a function of the ratio Γn/Γγ. If in fact neutron scattering
was having a significant effect on the measured resonances, one would expect that
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Figure 3.42: Comparison of measured resonance kernels (RK) to those of evaluated
data libraries and previous measurements, see text for further discussion. The solid
horizontal lines indicate the (weighted) average ratio, given numerically in Table 3.9.
The individual kernels and statistical uncertainties were given in Table 3.8.

Table 3.9: Average difference between experimental resonance kernels and those from
previous measurements and evaluated data libraries (for the measured resonances).

Reference Average κn_TOF/κRef.

Evaluations:
ENDF B-VIII.0 1.15(2)

JEFF-3.3 1.15(2)
JENDL-4.0 0.71(2)

Measurements:
Sayer & Guber [43] 1.15(2)

Macklin [42] 0.96(2)

for resonances with a larger Γn/Γγ, there would be an increased proportion of the
resonance strength coming from the prompt neutron interactions with respect to the
true capture resonance strength, leading to an upwards trend in Figure 3.43. Indeed
the only trend, if any, is of the opposite sense, perhaps indicating that the kernels
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from the ENDF evaluation (based on only two previous measurements at the same
facility) suffered from the effect of neutron sensitivity, although this conclusion is not
clear. The lack of an upwards trend confirms, as expected, that the neutron sensitivity
was indeed negligible for the resonances measured in this work.
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Figure 3.43: Ratio of the measured capture kernels to the ENDF B-VIII.0 values as a
function of the relative neutron and capture widths to assess the potential impact of
the prompt neutron scattering background on the resonance analysis — see text.

3.10.1 Thermal cross section

The thermal cross section σn ,γ(Eth) is best evaluated using the resonance parameters,
given by the sum of the tails of the Breit-Wigner resonances extrapolated to thermal
energy. Although in principle the thermal cross section could be deduced from
the reaction yield directly, this is complicated since the total neutron reaction cross
section is on the order of tens of barn, as is the capture cross section; the yield
given by Equation 2.2 is therefore on the order of 0.1, meaning that the thin target
approximation does not apply. A Monte-Carlo simulation would be required to
correct for the self-shielding and multiple scattering effects which in turn depend on
a priori knowledge the total neutron cross sections of both 35Cl and 23Na. The direct
measurement of the thermal cross section from the yield is further complicated since
the beam interception factor varies by a significant amount for low neutron energies,
depending on the precise position of the target in the beam as shown in Figure 3.4,
introducing a further source of systematic uncertainty to the measurement. Deducing
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the cross section using the resonance parameters is independent of these corrections,
and is furthermore a robust way of assessing the consistency of the resonance analysis
with the previous dedicated thermal measurements in the literature as well as the
evaluated values. The thermal cross section was calculated from the resonance
parameters using SAMMY, and is given by the following expression which in turn
follows from Equation 1.6:

σn ,γ(Eth) �
∑

i

gi
π

k2
n(Eth)

Γn ,iΓγ,i

(Eth − ER,i)2 + Γ2
i /4

+ σDirect
n ,γ (Eth), (3.31)

where the sum is over all resonances and gives the total resonant channel component,
and σDirect

n ,γ (Eth) is the direct capture component, also varying as ∼ 1/v, which can
be significant in comparison to the resonant component for low energies — the
direct component was taken from [43], and is given in Table 3.10. The experimental
resonance parameters for the 13 measured resonances were included in the sum;
the missing resonances, the 259 (weaker) resonances present in the ENDF B-VIII.0
evaluation not measured due to the prohibitive background, were included using the
parameters from ENDF-BVIII.0. Their contribution to the cross section was scaled
based on the results of themeasured resonances: since themeasured resonance kernels
(proportional to the area and hence magnitude of the cross section) were consistently
larger than those tabulated in ENDF by 15%, as per Table 3.9, the contribution from
the missing resonances to the thermal cross section was also increased by the same
factor. Because the number of resonances not measured in the n_TOF data greatly
outnumbers the measured resonances, the thermal cross section deduced in this
way is not a direct measurement, but a means of testing the consistency between the
result that the cross section is increased across the whole neutron energy range, with
the previous dedicated thermal measurement. The evaluated thermal cross section
from the ENDF, JEFF and JENDL data libraries (which all adopt the same value) is
shown in Table 3.10, as is the single previous direct activation measurement of the
thermal cross section [78]. The values for the direct and resonant components of the
thermal cross section determined using the sum detailed above are also shown, as
well as their sum, shown as the ‘total’ value: as a benchmark, the thermal cross section
was calculated directly from the ENDF parameters without scaling the contributions
from any resonances, giving a result consistent with the evaluated thermal value,
as expected. The result using the measured n_TOF parameters and the scaled
ENDF parameters is naturally larger than the evaluated value, and interestingly even
further from the activation measurement than the evaluated values. Clearly this
approach is not the most accurate; the most accurate thermal measurements come
from dedicated measurements such as the 13C measurement in this work where the
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systematic uncertainties are much smaller (see Chapter 4). A dedicated activation
measurement is envisaged — in addition to complementing the n_TOF data, there
is a strong motivation for a dedicated thermal measurement since there is only one
such measurement in the literature. The measurement will likely comprise of sample
irradiation at ILL and subsequent AMS measurement at the Dresden AMS facility
(DREAMS); indeed there has been a previous 35Cl measurement at the DREAMS
facility dedicated to astrophysics demonstrating the suitability of the facility for a
thermal measurement.

Table 3.10: Summary of evaluated and experimentally derived values for the thermal
cross section — see text for a full discussion.

Cross section at En � 25.3 meV (barn)
Previous thermal measurement:

Activation measurement, Sims et al. [78] 41.8(12)
Evaluations (inc. direct capture):

ENDF B-VIII.0 ( = JEFF-3.3 = JENDL-4.0) 43.6(4)
From resonance parameters (ENDF):

Resonant component 43.40
Direct capture component [43] 1.58(48)

Total 44.98(48)
From n_TOF experimental parameters

+ scaled ENDF component
Resonant component 49.7(24)

Direct capture component [43] 1.58(48)
Total 51.3(25)

3.10.2 Averaged cross section

One of the objectives of this work was a measurement of the averaged cross section in
the energy range where a resonance analysis is not possible due to either insufficient
statistics, large background level or resonances becoming unresolved (spacings closer
than their widths). Figure 3.44 shows the capture cross section associated with the
NaCl target, deduced via the thin target approximation (Y � nσ) — since for this
work a NaCl sample was measured, it is the sum of the 23Na and 35Cl cross sections
that are determined when averaged over wide energy bins. The measured cross
section is compared to that determined from the ENDF B-VIII.0 library, but where
the Cl component has been scaled by the 15% discussed previously. In general the
measured cross section is in reasonable agreement with ENDF, especially for the
regions associated with better statistics where the cross section is largest (where
individual resonances have been studied). The high energy tail present at the large
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23Na resonance at 2 keV is associated with multiple scattering. For the regions where
the averaged cross section is small (∼ 10−2 b), the respective reaction yield is around
10−5. As was already discussed, the residual background yield discussed in Section
3.9.1 was ∼ 10−6 and the total background yield between En � 104 and 105 eV was
around ≈ 10−4 on average; this explains the differences between the measured and
evaluated cross sections in these regions: any small systematic error associated with
the background subtraction is large compared to the remaining capture counts. It is
for this reason that no meaningful cross section measurement can be made in this
energy range.
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Figure 3.44: Comparison of measured and evaluated 23Na35Cl capture cross section.
The ENDF B-VIII.0 Cl component has been scaled by the factor of 1.15 discussed
previously. Note that the effects of multiple scattering and self shielding have not
been corrected here. The error bars relate to the statistical errors.
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3.11 Implications of the n_TOF results

An assessment of the implications of the n_TOF data on the three main applications
discussed in Section 3.1 is given below. As was the case when evaluating the thermal
cross section in the previous section, the total cross section has been constructed by
SAMMY using the directly measured resonance parameters, and the ENDF B-VIII.0
parameters for the unmeasured resonances, and where the ENDF component is scaled
by 15% to match the findings of consistently larger resonance kernels in the n_TOF
data.

Astrophysics

The astrophysical application is concerned with stellar averaged reaction rates which
are used as input to asymptotic giant branch stellar models which aim to describe the
synthesis of the elements via the astrophysical s-process [39, 40]. The nuclei in stellar
interiors are considered to be in thermodynamic equilibrium, and are hence described
by a Maxwell-Boltzmann (MB) distribution associated with a particular temperature
kBT. The stellar neutron capture rate, key to the calculations of the abundances of
elements, is given by

〈σn ,γv〉kBT �

∫ ∞

0
σn ,γv f (v , kBT)dE, (3.32)

where v is the neutron velocity and f (v , kBT) corresponds to aMB velocity distribution
associated with a particular stellar temperature kBT. The Maxwellian averaged cross
section (MACS) is given by

MACS �
〈σn ,γv〉kBT

vT
�

2√
π

1
(kBT)2

∫ ∞

0
σn ,γ(En)En e−

En
kBT dEn , (3.33)

where vT � 2kBT/µ with µ as the reduced mass of the neutron-nucleus system. The
integration in Equation 3.33 was performed numerically for multiple kBT values, using
the capture cross section generated using SAMMY. The integration was performed in
the centre-of-mass where ECM

n � EnA/(A+ 1). The direct capture component was also
taken into account, using the calculation from Reference [43]. The results of the MACS
calculation for different stellar temperatures are shown in Figure 3.45; the contribution
to the total MACS is dominated by the 13 measured resonances as would be expected
since by definition these were the 13 strongest resonances — at kBT � 30 keV, the
measured resonances comprise around 82% of the total MACSmeaning that our result
is not strongly dependent on the many resonances not measured in this experiment.
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In principle there is a finite contribution to the MACS from the unresolved resonance
region — in practice since for 35Cl the resolved resonance region extends to around
1.5 MeV, this contribution is negligible, contributing < 0.1% to the MACS at 100 keV,
and is smaller for smaller temperatures. At 30 keV the direct capture component is
around 3% of the total MACS, and the 29% uncertainty associated with its magnitude
is therefore negligible.
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Figure 3.45: Maxwellian averaged cross section, and contributing components as a
function of stellar temperature.

The existing MACS at 30 keV derived from experimental data, theoretical calculations
and evaluations are summarised in Table 3.11: in general the value from this work is
larger than those derived from the major nuclear data libraries ENDF/JEFF/JENDL,
and less than the previous time-of-flight measurements and the value from the KADo-
NiS compilation8 (based on a single previous measurement, Guber et al.). Moreover,
our results strengthen the general finding that the theoretical calculations (based
on Hauser-Feshbach calculations) consistently overestimate the MACS with respect
to the previous measurements; this may not be surprising since these calculations
rely on statistical models of the properties of nuclear levels which in general are less
applicable to lighter nuclei where the level density is low.

The 30 keV MACS reported in the two previous time-of-flight measurements (Macklin
and Guber) are in fair agreement, and are consistent to within the reported uncer-
tainties; the 30 keV MACS measured via neutron irradiation and AMS (Pavetich et

8Karlsruhe Astrophysical Database of Nucleosynthesis in Stars — KADoNiS is an online database for
cross sections relevant to the astrophysical s- and p-processes [79].
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Table 3.11: Summary ofMACS values at kT � 30 keV including theoretical, evaluated
and experimental values. The experimental values deduced from time-of-flight and
AMS experiments are denoted ‘TOF’ and ‘AMS’ respectively.

Reference MACS at kT � 30 keV (mb)
Theoretical calculations:

Woosley et al. [80] 11
Rauscher et al. [81] (NON-SMOKER code) 15.9

Goriely [82] (MOST(2005) code) 51.5
Compiled data:

KADoNiS-v1.0 [79] 9.39(29)
From evaluations:

ENDF B-VIII.0 / JEFF-3.3 7.63
JENDL-4.0 8.54

Direct capture component:
Guber et al. [43] 0.271(80)

Experimental values:
Macklin (TOF) [42] 10.0(3)

Guber et al. (TOF) [43] 9.39(29)
Pavetich et al. (AMS) [45] 8.33(32)

This work (TOF) 8.70(45)

al.) is however significantly lower than the MACS associated with the time-of-flight
measurements, an as yet unexplained difference more generally observed for AMS
MACS measurements of other nuclei (e.g. [83–85]). It is encouraging that the MACS
associated with time-of-flight measurement presented in this work is more in line
with the AMS measurement, although the relatively large uncertainty means that it is
also statistically consistent with the Guber time-of-flight measurement. Interestingly,
despite the finding that the resonance kernels found in this work are reasonably
consistent with those of the Macklin measurement (see Figure 3.42), the MACS are
quite different. It is not clear what the cause of this deviation is, or indeed how the
MACSwas calculated in theMacklin measurement. For this older measurement it was
reported that there were issues with the neutron sensitivity of the detection set-up,
and the associated corrections; if the MACS was calculated simply by deducing the
cross section from the measured yield (rather than constructing it from the resonance
parameters) it may be that the contribution to the capture yield from neutron scat-
tering (the neutron sensitivity) may have not been fully accounted for, leading to a
larger MACS. As expected the resonant contribution to the MACS in this work is
around 15% larger than that from ENDF. It is important to note that the previous
AMS measurement gave a result around 10% larger than the ENDF value; AMS is
an independent technique with different sources of systematic uncertainty, which
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in general are smaller than those associated with time-of-flight measurements. Our
results confirm the finding that ENDF B-VIII.0 underestimates the cross section across
the whole resolved resonance region by a factor on the order of 10%.

Since theMACSderived from themeasurement in thiswork is consistentwith theAMS
measurement, the implications of the results of this work should be expected to be
similar to that of the AMSmeasurement, detailed in Reference [45]. In summary it was
found that relative to the results derived adopting the MACS data from KADoNiS, for
massive and thermally pulsing asymptotic giant branch (TP-AGB) stars [86], the extent
to which 35Cl acts as a neutron poison is changed by < 0.1%. The abundance of 35Cl is
increased by around 10% which in turn leads to small differences in the abundances
of 36Cl and 36S of around 1% and 2% in TP-AGB and massive stars respectively —
further details can be found in Reference [45] and the references therein.

Reactor physics

The production of 36Cl in irradiated nuclear graphite by neutron capture on 35Cl
(present at the level of around 2ppm) is the application of this measurement in the
context of reactor physics. In general the approach taken when planning for the safe
disposal of a large amount of irradiated material, such as irradiated nuclear graphite
from graphite moderated reactors, is to combine knowledge of the abundance of
nuclides present in the material with reaction cross section data in order to simulate
the history of a given reactor to produce an estimate of the amount of the activation
product — this avoids expensive destructive analysis. Such a study was performed in
relation to nuclear graphite in Reference [37]. For the purposes of this work, a rough
study assessing the sensitivity of the production rate of 36Cl via neutron capture with
respect to the reaction cross section has been performed [87] in which the energy
dependence of the neutron flux in the Oldbury MAGNOX reactor [34] has been
combined with cross section data taken from the JEFF-2.2 nuclear data library9. The
results, shown in Table 3.12, indicate that neutron capture in the resonance region
accounts for around 4% of the total neutron capture rate; this implies that by changing
the current ENDF BVIII.0 or JEFF-3.3 evaluated cross section by 15% (as discussed
previously) that the capture rate will change by around 0.5%, a modest change, as
expected in a thermal reactor. Although the change is small however, the uncertainties
on the resonance parameters in a future evaluation should be reduced which will
in turn lead to a reduction in the final uncertainty on the amount of the activation
product 36Cl. The thermal value derived from the measurement in this work is

9JEFF-2.2 is the standard (validated) library currently used for most industrial calculations in Europe,
including those associated with MAGNOX reactors.
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based on the measured resonance parameters, and is around 18% larger than the
evaluated value (see Table 3.10). This would therefore lead to an increase of ≈14% to
the 36Cl production for the case of a MAGNOX reactor. As was discussed in Section
3.10.1 however, the most accurate thermal measurements are those from dedicated
measurements and as such no clear conclusion can be drawn from this work about
the implications for the thermal capture component.

Table 3.12: Results of the simulation of the production rates of 36Cl in the Oldbury
MAGNOX reactor from the 35Cl(n , γ) reaction, and the contribution to the total
production rate from different neutron energy ranges: fast (∼ MeV energies and
above), the resolved resonance region, and thermal region.

Energy Cross section Flux (arb) Reaction Contribution to
region integral (arb) rate (arb) total rate (%)
Fast 0.006 0.199 0.001 0.010

Resonance region 1.624 0.304 0.493 3.836
Thermal 24.872 0.497 12.361 96.154

Medical physics

A Monte-Carlo simulation has been performed with MCNP [68] in order to assess
the impact of our results on the dose rates to healthy tissue associated with boron
neutron capture therapy, in the specific case of brain tumour therapy [88]. The ‘Snyder
head phantom model’ [89] as a model for brain tumour treatment has been adopted
in which a ‘generic epithermal neutron beam’ with an energy spread similar to that of
those proposed for future clinical trials has been implemented (see Reference [89] for
details). The simulated dose rate delivered to brain tissue as a function of depth is
shown in Figure 3.46, where the total dose rate includes the dose from all constituents
of the brain composition, not just that from 35Cl(n , γ). The reference dose rate is
calculated using reaction cross sections from the ENDF B-VI library (these are the
cross sections used as standard in the Monte-Carlo code MCNPX v2.5 [90] and the
results serve as reference calculations in the literature). This benchmark calculation is
compared to similar simulations but assuming the cross sections from ENDF B-VIII.0,
and a further comparison assuming the finding that the 35Cl(n , γ) cross section is
15% larger than that reported in ENDF B-VIII.0, as found in this work. The impact of
the n_TOF results are modest, indicating an increase of around 1.5-1.8% in the total
dose rate, where the 35Cl(n , γ) reaction is responsible for around 10-11% of the total
dose; the uncertainty on a future evaluation is however likely to decrease, leading to a
decreased dose rate uncertainty. Once again, this result has assumed that the thermal
value is also scaled up based on the resonance analysis, and a dedicated thermal
measurement would be required to complement the n_TOF resonance analysis to
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draw accurate conclusions about the effect of the cross section in this low neutron
energy region.
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Figure 3.46: Simulated BNCT dose rates in the brain from the 35Cl(n , γ) reaction as a
function of depth into the brain. The results derived from the n_TOF cross section
are compared to those derived using cross sections from the ENDF B-VI library, and
the updated values in the ENDF B-VIII.0 library.
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3.12 Summary, conclusions and outlook

The 35Cl(n , γ) reaction is relevant to a number of diverse fields including astrophysics,
waste management associated with the numerous graphite moderated reactors in
the nuclear power industry, and in the novel cancer therapy ‘boron neutron capture
therapy’. Only two precision time-of-flight measurements exist in the literature, one
of which did not report the cross section below 4 keV meaning that evaluations rely
on only one data set in this region. In the region covered by both measurements,
evaluations differ by around 15%, motivating a new precision measurement, the aim
of this work.

The 35Cl(n , γ) reaction yield was measured over a wide energy range from thermal
energies to around 60 keV using the total energy detection set-up at the 185 m
beamline at the n_TOF facility at CERN. The Legnaro-C6D6 set-up was used for
the measurement, and its low neutron sensitivity meant that corrections associated
with prompt background resulting from neutrons scattered from the sample were
negligible. The systematic uncertainty associated with the measured yield was 4.4%
up to 10 keV and 5.6% above 10 keV. Beyond 60 keV, limited statistics and a prohibitive
background level prevented an accurate measurement. The individual analysis steps
have been documented, and in places novel strategies have been presented. The steps
included:

• Corrections for dead-time and multiple hits

• A comprehensive background study facilitated by dedicated ancillary measure-
ments and Monte-Carlo simulations both to perform an accurate background
subtraction and to understand the limitations of the measurement in this work.

• Application of the pulse height weighting technique in order to implement the
total energy detection method, for which dedicated Monte-Carlo simulations of
the capture cascades have been used to correct for the effect of finite electronic
thresholds and internal conversion.

• Final normalisation of the reaction yield relative to that of the 4.9 eV saturated
resonance of 197Au using the saturated resonance method.

The cross section was determined from the measured reaction yield via a resonance
analysis with the R-Matrix code SAMMY taking the response of the time-of-flight
spectrometer into account. The parameters of thirteen resonances in the resolved
resonance region were determined (with 272 reported in the ENDF B-VIII.0 library);
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for these measured resonances, the kernels are consistently larger than those reported
in the major evaluations ENDF B-VIII.0 and JEFF-3.3 by around 15%. They are
however more consistent with one of the previous measurements (Macklin et al. [42]),
further strengthening the conclusion that evaluations systematically underestimate
the cross section in the resolved resonance region. The background level dominated
the counts for the remaining resonances reported in the major evaluations. The
thermal cross section was not directly measured from the reaction yield, but was
inferred from the resonance parameters resulting in a value larger than the cross
section in the major evaluations by around 20%; the thermal value was however based
on many unmeasured resonances whose contribution were inferred using resonance
parameters from the ENDF B-VIII.0 library and scaled based on the comparison of
the strengths of the measured resonances to those in the library. A complementary
measurement via neutron irradiation and AMS is foreseen, with a neutron irradiation
at the ILL (Institut Laue-Langevin) research reactor and the DREAMS AMS facility
for example.

The detailed background study highlights the issues when measuring the capture
cross sections of light nuclei at the 185 m beam-line at n_TOF. The energy resolution
of the time-of-flight spectrometer should in principle have allowed the measurement
of resonances of the 35Cl+n reaction up to the inelastic scattering threshold (around
200 keV); in practice, this was hindered by a large background associated with the
neutron beam interacting with the experimental set-up and ancillary equipment in the
experimental bunker (as opposed to background related to the scattering of neutrons
from the sample or background from in-beam photons for example). This background
study may have potential therefore to form the basis of a future optimisation allowing
the resolution of weaker resonances especially important in the measurement of light
nuclei.

A preliminary assessment of the implications of this measurement on the applications
was made: the 30 keV Maxwellian averaged cross section relevant to astrophysical
reaction rates (specifically the effect of 35Cl as a neutron poison in the s-process) deter-
mined from this measurement was in better agreement with a recent dedicated AMS
measurement than is the case for the two previous measurements. The implications
of this measurement on the neutron poisoning effect of 35Cl is < 0.1%, whilst the effect
on the abundances of 36Cl and 36S in TP-AGB and massive stars is around 1% and 2%
respectively. Based on the results of the cross section in the resolved resonance region,
the effect on the production rate of the radionuclide 36Cl in MAGNOX reactors is
modest, leading to a ≈ 0.5% increase. The thermal value from this work would imply a
≈ 14% increase, although as mentioned the determination of the thermal value relied
on the inclusion of many unmeasured resonances from the ENDF B-VIII.0 library.
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Finally, in Boron Neutron Capture Therapy, the dose to healthy tissue in a brain
tumour therapy would be 1.5-1.8% larger assuming the results of this measurement
with respect to the data taken from ENDF B-VIII.0.



Chapter 4

13C(n , γ) thermal cross section
measurement via neutron
irradiation and AMS1

4.1 Introduction, applications and objectives

As discussed in Section 2.2, accelerator mass spectrometry (AMS) is a post-irradiation
sample analysis technique that offers a highly sensitive method for atom counting and
determining the number of nuclear reactions that have occurred in certain suitable
cases; it is therefore being used more frequently to measure accurate cross sections
for these reactions. The 13C neutron capture cross section is particularly suitable
for being measured using this technique due to the wealth of experience through
the use of AMS for carbon dating. The 13C(n , γ) cross section is of importance to
both nuclear energy applications [37, 91] and the slow neutron capture process in
nuclear astrophysics [92]. The former is mostly concerned with the cross section at
low neutron energies (meV to eV), the latter at tens of keV. The AMS measurement in
Reference [92] focussed on the cross section at keV energies and thus the astrophysical
implications clearly demonstrating the suitability of these techniques for measuring
the 13C neutron capture cross section. In this work, the thermal cross section is of
interest which has implications for nuclear energy applications, in the context of waste
nuclear graphite.

As was already discussed in Section 3.1, the extensive use of graphite as the moderator
in nuclear reactors in Europe and elsewheremeans that it represents a large proportion

1As stated in the Declaration of Authorship, this chapter is based to a large extent on Reference [1].
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of the current intermediate level nuclear waste (around 23% by volume in the UK).
Nuclear graphite is composed of natural carbon, containing 1.1% 13C. After capturing
a neutron, the radioisotope 14C is produced which decays via β− radiation to 14Nwith
a half-life of 5730 ± 40 years [93]. 14C is a radionuclide that can be readily incorporated
into the biosphere and is of concern to nuclear regulators; to decommission and
managewaste nuclear graphite in a cost-effective and safemanner, onemust knowhow
much 14C is present. To avoid expensive destructive measurement techniques, one
relies on the nuclear data associatedwith its fourmain production routes; 13C(n , γ)14C,
14N(n , p)14C, 17O(n , α)14C and 18O(n , n′α)14C in order to predict the amount of 14C
present in irradiated graphite via simulations of the irradiation history of the reactor.
Amore complete description of the issues around the presence of 14C inwaste graphite
can be found in References [94] and [95].

Current data

The available data on the 13C(n , γ) cross section is summarised in Table 4.1:

Table 4.1: Current experimental and evaluated data for the thermal (En � 25.3 meV)
13C neutron capture cross section.

Reference σthermal (mb) Measurement technique
Measurements:

Hennig (1954) [96] 0.9 ± 0.2 Activation + chemical separation
Bartholomew (1961) [97] 0.8 ± 0.2 PGAA

Motz (1963) [98] 1.0 ± 0.2 PGAA
Mughabghab (1982) [99] 1.37 ± 0.04 PGAA
Firestone (2016) [100] 1.496 ± 0.018 PGAA

Evaluations:
ENDF B-VIII.0, JENDL/D-2017, TENDL 2017 1.496 ± 0.018 —

JEFF-3.3 1.37 ± 0.04 —

All but the oldest measurement used Prompt Gamma-ray Activation Analysis (PGAA)
discussed in Section 2.3, detecting the 8.17 MeV γ-ray from the de-excitation of 14C?

formed by neutron capture on 13C before normalising to the 2.2 MeV γ-ray from 2H?

as a result of neutron capture on 1H which is present in a known quantity due to
use of a stoichiometric sample. The previously measured values are discrepant, and
the most recent results are inconsistent. As discussed in Section 2.3, the application
of gamma-spectroscopic methods (such as PGAA) require prior knowledge of the
level scheme of the compound system being measured; over time, the uncertainties
associated with the previous measurements have decreased as knowledge of the 14C
and 2H level schemes have improved along with improvements in detection apparatus,
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leading to the most recent data from [100] having an uncertainty of ∼1%. The majority
of the major evaluated nuclear data libraries (ENDF B-VIII.0, JENDL/D-2017 and
TENDL 2017) all adopt this value whereas JEFF-3.3 uses the smaller value from
Reference [99]. Given the discrepancies between the existing measurements, the most
precise of which use the same measurement technique, and the importance of this
cross section, there is strong motivation for a new measurement utilising a different
experimental approach.

Objectives

Neutron activation and subsequent AMS analysis, for which a sketch of the principles
was given in Section 2.2, has no reliance on the level schemes of 14C and 2H required
for PGAA measurements and thus offers an opportunity for a precise independent
measurement of the 13C(n , γ)14C reaction cross section. It is thus the objective of
this work to perform a measurement of the thermal cross section, by first irradiating
isotopically pure samples of 13C at the cold neutron source at the ILL research reactor
and then performing an AMS measurement of the irradiated sample at the VERA
facility (Vienna Environmental Research Accelerator). Such a measurement may allow
for the resolution of the discrepancies between data evaluations, and will provide
valuable data to complement previous measurements.

4.2 Experimental facilities

Abrief description of the experimental facilities, and the specific details relevant to this
measurement are given below; more general descriptions of the ILL research reactor
(Institut Laue-Langevin) and VERA (Vienna Environmental Research Accelerator) can
be found in References [101] and [102] respectively.

4.2.1 ILL Research reactor

The Institut Laue-Langevin houses a high-flux research reactor, operating at a power
of ∼ 50 MW and producing a thermal neutron flux of ∼ 1.5 × 1015 neutrons/cm2/s,
using a single highly enriched 235U fuel element. Neutrons are delivered to multiple
experimental stations for multiple applications spanning condensed matter physics,
biology, materials science, and nuclear physics. In addition to thermal neutrons (25
meV), there are two cold neutron sources (≈ 4 meV and the ultracold source providing
neutrons with energy ≈ 200 neV), and a hot source (200 meV). As shown in Figure
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4.1, whilst multiple experiments are situated within the reactor hall, there are many
experiments located in adjacent halls to which neutrons are delivered via efficient
ballistic neutron guides [103, 104]. There are seven experiments dedicated to nuclear
and particle physics; these include the fission fragment separator Lohengrin, the
fission product prompt γ-ray spectrometer FIPPS, and the cold neutron beam line
PF1b, the experimental station used in this work. Neutrons from the cold source (4
meV mean energy) are delivered to the PF1b station via the 76m long H113 neutron
guide, with a flux of ≈ 2 × 1010 neutrons/cm2/s; the exit collimator of PF1b is 6×20
cm2. PF1b is thus an ideal location for the activation of materials for thermal cross
section measurements.

Figure 4.1: Schematic plan view of the ILL research reactor and associated beam-lines
and experimental measuring stations. PF1b, the beamline used in this work, is
situated around 80 m from the reactor core.

4.2.2 AMS and The Vienna Environmental Research Accelerator facility

AMS is a technique capable of measuring isotopic ratios as small as ∼ 10−15 for certain
suitable cases, the main requirement being that the isotope of interest must form
an ion (atomic or molecular) suitable for acceleration. In general an isotope of low
abundance is counted relative to a stable, more abundant isotope of the same element.
After acceleration, isotopes are separated via electrostatic and magnetic filters; the
more abundant isotope(s) are measured using Faraday cups and the rare isotope is
counted using particle detectors, either gas ionisation detectors or silicon, capable of
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registering single ion counts. Normalisation and systematic background corrections
are performed by measuring samples of known isotopic composition.

VERA houses an AMS facility at the University of Vienna, which is based around a 3
MVpelletron tandem accelerator. The facility opened in 1996 for the purpose of tracing
long-lives isotopes in the environment; further research areas include more basic
nuclear physics, archaeological studies using carbon dating, and paleoclimatology. A
brief description of the main components of the acceleration scheme for the specific
measurement in this work, performed at VERA, is given below making reference to
Figure 4.2:

A circular sample magazine capable of holding up to 40 cathodes containing sub mg
amounts of the material to be measured is mounted at the start of the accelerator
(labelled ’Source 1’ in Figure 4.2). Each sample is sputteredwith a Cs+ beam (produced
by the heating of Cs gas on a tantalum anode), producing negative carbon ions which
are extracted and pre-accelerated across a potential of 75 kV; the ion current from the
ion source is typically on the order of µA, although this is dependent on the specific
ionisation efficiency for a given isotope. The ion source also acts as the first filtering
stage since some isotopes do not form negative ions, e.g. noble gases and nitrogen (for
the case of this work, this eliminates the isobaric contaminant 14N). In the ’low-energy’
stage of the accelerator, an electrostatic analyser focusses the ion beam both spatially,
and in energy according to E/q (energy to ionic charge) ensuring a mono-energetic
beam. The ions are mass selected (12C−, 13C− or 14C−) for a charge state of -1 by the
injection magnet according to ME/q2 where M is the mass, before being injected into
the main accelerator. To switch between different masses quickly, the injection magnet
features a multi beam switcher (MBS) which provides an additional accelerating stage
of up to 13 kV; this is important for characterising the transmission through to the
high energy side of the accelerator for making isotopic ratio measurements, without
needing to ramp the magnetic field of the injection magnet. Additional components in
the low energy side include electrostatic steerers, a magnetic quadrupole doublet and
Einzel lens for refining beam optics, and two offset Faraday cups are used to ensure
transmission of the beam into the main accelerator.

The main accelerator at VERA is a +3 MV pelletron tandem: negative ions in the -1
charge state are accelerated towards the positive terminal as they traverse a stripper (a
gas stripper was used in this work: O2 at ∼ µbar pressure, but thin metallic foils can
be used where higher charge states are required) producing positive ions, as well as
dissociating any molecular ions, further reducing isobaric contaminants. The positive
ions are further accelerated by the same potential. On the high energy side of the
accelerator, there is the potential for velocity selection using a Wien filter (not used in
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this work), and elements for beam optics. A subsequent analysing magnet separates
the carbon isotopes by mass; the beams of the two stable isotopes (12C3+ and 13C3+)
impinge on separate Faraday cups where their current is measured and individual
14C3+ ions are directed by a further electrostatic analyser into a gas ionisation chamber.
Recording the currents measured with the Faraday cups in relation to the count rate
in the ionisation chamber yields isotopic ratios, after calibrating the system using
samples of known isotopic composition. This procedure is detailed in Section 4.4.
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4.3 Neutron irradiation

4.3.1 Sample preparation

Samples of ∼ 10 mg amorphous graphite powder enriched to 99.5% 13Cwere prepared
for irradiation by firstly removing the impurities, described below, and flame sealing
in cylindrical quartz ampoules shown in Figure 4.3. The mass and dimensions of the
samples were chosen such that the thin target approximation (Y � nσ) in Equation
2.2 is valid. MCNP simulations confirmed that the neutron flux downstream of the
carbon containing quartz ampoules is unperturbed by the samples, and that any
effect due to the decrease of neutron flux with distance through the samples can be
neglected.

Figure 4.3: Photograph of the graphite powder 13C samples and flux monitors in
close proximity to the samples prior to irradiation. For reference, the diameter of the
cylindrical ampoules is 4 mm.

Since the post-irradiation AMS measurement is not sensitive to the mechanism by
which 14C is produced during the irradiation, all other potential production routes
must be considered as sources of systematic background, and if necessary mitigated:

• The other main production route of 14C is via the 14N(n , p)14C reaction, where
the cross section is over 1000× larger than is the case for the 13C(n , γ)14C reaction;
the presence of trace amounts of the adsorbate 14N in the graphite samples (from
prior exposure to atmospheric conditions) may therefore represent a significant
source of systematic error when inferring the 13C(n , γ) cross section from the
measured 14C content in the irradiated samples; indeed there was a large effort
to account for the effects of 14N, discussed below.



13C(n,γ) thermal cross section measurement 129

• The production of 14C from the 17O(n , α) reaction from the presence of atmo-
spheric 17O is negligible due to the combination of the low natural abundance
of 17O (0.038%) and the relatively small reaction cross section (0.235 b) — the
presence of 17O as an adsorbate in the graphite samples is also reduced via the
steps taken to reduce the 14N content; see below. The quartz ampoules contain
0.02% 17O by mass and any produced 14C has a recoil energy of 0.4 MeV and
an average longitudinal range of 0.93 µm in quartz. It is therefore foreseeable
that 14C could implant into the amorphous carbon powder increasing its 14C
content. The production rate of 14C from this mechanism is however three to five
orders of magnitude less than the production rate from 13C(n , γ) depending on
assumptions made about the spatial distribution of carbon within the ampoule,
and is thus negligible.

• Finally the 18O(n , n′α) reaction is negligible as a source of 14C because of the
high neutron energy threshold (several MeV) for this reaction.

Due to the difficulty in accurately measuring the 14N content of the samples pre-
irradiation in order to account for the 14N(n , p)14C production route, there was a
concerted effort to remove asmuch 14N from the samples as possible such that any final
systematic correction associated with its content would be kept to a minimum. There
were two iterations of the experiment; in the first iteration, five samples containing
between 9 and 99 mg 13C were prepared at PSI (Paul Scherrer Institute, Switzerland)
by heating the graphite within 0.4 cm diameter, 3.5 cm length quartz ampoules with
a blow torch to red heat under vacuum before flame sealing, thereby allowing any
adsorbates to escape. As is explained in Section 4.4.1 however, the nitrogen content
of this initial set of samples was not verifiable, prompting a second experiment. The
second set of samples was prepared under more controlled and stringent conditions;
five 13C samples, with masses between 12 and 36 mg, were prepared at VERA by
baking at 900◦C under vacuum in quartz ampoules for two hours, before furnace
sealing. Three further samples of natural (fossil) carbon weighing between 20 and
36 mg were prepared using the same method at VERA as a means to estimate the
effectiveness of the nitrogen removal (see Section 4.4.1). The first and second batches
were irradiated and analysed via AMS in two separate measurements, referred to as
experiment A (‘a’ samples) and experiment B (‘b’ samples) hereafter2.

Due to the difference in equipment and change in experimental procedure for the two
sample production methods, one may expect that the effectiveness of the nitrogen
removal would be different in the two experiments; a non-negligible nitrogen content

2Experiment A was performed in 2016 and for which none of the experimental work was performed
by S. Bennett, but by the co-authors of Reference [1]. Experiment B was performed in 2018.
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would therefore be made apparent by comparing the measured 14C production cross
section (σ13Cn ,γ + σ14Nn ,p ) from the two irradiations. Similar cross sections would
indicate either a negligible nitrogen content or, more unlikely, that both methods
of nitrogen removal were equally, but not perfectly, effective. Significantly different
values would indicate that either one or both methods of removal were not successful.
Furthermore, by irradiating natural carbon in experiment B, any 14C production from
14Nwould be more pronounced due to the natural isotopic reduction by a factor of
∼100 of 14C produced by 13C. The natural carbon used in experiment B had a visibly
larger grain size than the enriched 13C; is was therefore not possible to directly infer
the 14N content in the enriched samples from the natural carbon measurement as
in principle one may expect that the level of nitrogen adsorption to depend on the
surface area of the powder. This check nevertheless provided reassurance in the
effectiveness of the 14N removal. There is further discussion regarding the nitrogen
content in Section 4.4.1. Details of each of the samples used for the measurement are
summarised in Table 4.3.

4.3.2 Irradiation and neutron flux measurement

For both experiments A and B, the samples (inside the quartz ampoules) were
irradiated in the primary casemate of the PF1b beam-line at ILL (operating at a power
of 52.8 and 52.5 MW respectively), where a thermal equivalent flux (defined below)
of ∼ 2 × 1010 neutrons/cm2/s is achieved with an area of 120 cm2. The irradiations
were performed within an active area of ∼20 cm2 selected to exclude non-uniform
regions close to the borders of the neutron guide. Simulations with the McStas
code [106–108] showed that within the active area, the neutron flux varies by ±1% in
the horizontal direction and ±2% in the vertical direction. For most of the samples, for
both experiments A and B, the samples were irradiated for around 10 hours such that
the final 14C/13C ratios were∼ 10−12, optimal for the AMS isotopic ratiomeasurements
at VERA; this ratio is large enough to gather statistics in a reasonable time, but small
enough that sample cross-contamination can be avoided during the ‘sputtering’ stage,
and that corrections associated with large count rates and dead-time are kept to a
minimum. For experiment A, samples 1-3a were irradiated for a longer period of time
than sample 4a in order to produce different 14C/13C ratios to assess any systematic
error associated with the AMS measurements. For experiment B, sample 12b was
irradiated for a longer period for the same reason. In all cases, the quartz ampoules
were held in a 25 µm thick fluorinated ethylene propylene bag. For experiment A, the
samples were also supported on an aluminium plate; this however was found to be
unnecessary and therefore not used for experiment B.
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Although the neutron flux φ(En) at the PF1b beam-line is well characterised in terms
of its energy dependence, its absolute magnitude depends on the precise irradiation
position and reactor power meaning that to obtain the most accurate cross section
result, the flux must be measured during the irradiation. As discussed in Section 2.6,
this is performed using a number of ‘flux monitors’, small (∼ 10 - 100 mg) metallic
foils whose thermal neutron capture cross sections are well known, as are the decay
properties of the activated isotopes. For a given flux monitor isotope X, if the neutron
flux is constant in time, the activity of a gamma-line i at a time T after the end of the
neutron irradiation of length tirr is given by

AX
i � αX Nkγ,i

(
1 − e−λi tirr

)
e−λiT

∫ ∞

0
σX

n ,γ(En)φ(En)dEn , (4.1)

where αX is the natural abundance of the isotope which has been activated (taken
from [109]), N is the total number of atoms in the flux monitor, kγ,i is the self-
attenuation factor (for the foils and gamma-ray energies in this work, kγ,i � 1), σX

n ,γ

is the capture cross section for the isotope X (taken from [110]), and λi is the decay
constant associated with the level i. Since the cross section is desired at En � 25.3 meV
and the beam is not trulymono-energetic, it is the thermal equivalent neutron fluxwhich
is relevant: it is assumed that the cross sections of both the monitors and 13C vary as
σ ∼ 1/v or σ ∼ 1/

√
En (as described in Section 1.2) for the energy range covered by

the neutron flux, with Westcott factors equal to unity3 [111]. Under this assumption,
the thermal equivalent flux, the thermal neutron flux that would have resulted in
the measured activity of the flux monitor, associated with the measurement of the
gamma line i is then given by

φ �

∫ ∞

0

√
25.3 meV

En
φ(En)dEn �

AX
i

αX Nkγ,iσX
n ,γ(En � 25.3 meV)

eλiT

(1 − e−λi tirr)
. (4.3)

Two different flux monitor materials, Cu and Zr, were chosen in order to reduce
systematic uncertainties associatedwith the nuclear data (natural isotopic abundances,
activation cross sections, branching ratios and half-lives). An Au foil was also used
as a flux monitor (Au is a cross section standard [26]); in this measurement however,
the large neutron flux at PF1b (and hence the large activity of any activated material)
stipulated the use of a sub mg foil which led to results suggesting a significantly lower

3The Westcott factor gw quantifies the deviation from a pure 1/v cross section behaviour for thermal
cross section measurements. For a pure thermal Maxwell-Boltzmann neutron energy spectrum φth
whose mean energy is 25.3 meV, the Westcott factor gw is defined such that

〈σ〉th �

∫ ∞
0 σ(En)φth(En)dEn∫ ∞

0 φth(En)dEn
� gwσth (4.2)

where σth is the cross section at 25.3 meV. For a pure 1/v dependence of the cross section, gw � 1.
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flux than for the other foils — this was likely a result of the mass measurement of
such a small foil, possibly due to contaminants electrostatically attaching to the foil;
the Au measurement was therefore not used. The foils were placed in close proximity
to the carbon samples during the irradiation and were distributed throughout the
irradiation area, both upstream and downstream of the carbon samples in order
to assess any non-uniformity of the neutron beam — see Figure 4.3. The activities
AX

i of the irradiated monitors were measured using a low background high purity
germanium (HPGe) detector at two discrete measuring distances (50 mm and 118 mm)
to reduce any uncertainty associated with the efficiency of the device. The gamma-ray
spectra for the irradiated foils were analysed with Genie20004; examples of typical
spectra obtained for the Cu and Zr foil measurements are shown in Figure 4.4 where
the specific lines used for the measurement are indicated. The dead-time corrections
associated with the activity measurements were ∼ 1% and ∼ 0.1% for the Cu and Zr
foil measurements respectively; any systematic error associated with these corrections
were therefore negligible.

Table 4.2: Measured thermal equivalent neutron flux using the fluxmonitors for both
experimental phases A and B. See text for further details on the quoted uncertainties.

Activated isotope Number of foils φ (×1010 neutrons/cm2/s)
64Cu/a 8 2.24±0.14
95Zr/a 12 1.96±0.21
97Zr/a 12 2.11±0.21

All foils/a 32 2.09±0.15
64Cu/b 2 2.23±0.07
95Zr/b 6 2.17±0.09
97Zr/b 6 2.21±0.11

All foils/b 14 2.20±0.09

As predicted, no statistically significant differences were found between the foils
upstream and downstream of the carbon ampoules, neither with regards to the foil
positions spatially within the irradiation area. For each activated isotope, a weighted
mean of the flux determined from the measurements of the different gamma-lines and
physical measuring positions in the HPGe set-up was taken as the best estimate of the
flux for that isotope/foil; this was in order to reduce the effect of the systematic errors
associated with the Ge detector calibration at each measuring position. From these
values, best estimates for the flux associated with measurements of each isotope were

4152Eu was used for the Ge detector efficiency calibration. For reference the half-lives, γ-ray energies
and intensities Iγ included in the Genie2000 library used were as follows:
64Cu: λ=1.52×10−5 s−1, γ1=511 keV and Iγ1=35.2%, γ2=1345.9 keV and Iγ2=0.475%.
95Zr: λ=1.25×10−7 s−1, γ1=724.2 keV and Iγ1=43.7%, γ2=756.7 keV and Iγ2=55.3%.
97Zr: λ=1.14×10−5 s−1, γ1=743.4 keV and Iγ1=92.8%.
97Nb (daughter of 97Zr): λ=1.60×10−4 s−1, γ1=657.9 keV and Iγ1=98.09%.
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Figure 4.4: Example gamma-ray spectra for the Cu and Zr flux monitor foils — the
lines used for determining the neutron flux are labelled.

calculated using a mean weighted by the total uncertainty (statistical and systematic)
and an estimate of the error taken as one standard deviation of the measurements
included in the average. These values are shown in Table 4.2. The statistical
uncertainties associated with the activity measurements are linked to the duration
each activated foil was measured for. For experiment A, these were approximately
6%, 5% and 4% for 64Cu, 95Zr and 97Zr respectively; they were approximately 3%, 3%
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and 2% for experiment B. For both experiments A and B, the systematic uncertainties
from the neutron activation cross sections, decay constants and branching ratios
were approximately 0.4%, 3.3% and 3.0% for 64Cu, 95Zr and 97Zr respectively. The
final flux values for experiments A and B, labelled ‘All foils’ in Table 4.2, are taken
from a weighted average of all individual isotope measurements from all foils. In
an improved future experiment, the systematic uncertainty associated with the flux
measurement could be reduced through the use of flux monitors with 0.1% Au (where
the uncertainties associated with the nuclear data: cross section, branching ratios, etc.
are smaller) in an Al alloy, or in the form of a powder incorporated into the carbon
samples. As will be shown in the next section, it was the flux measurement that
limited the final cross section measurement uncertainty.

4.4 AMS measurement and analysis

The 13C(n , γ) cross section is given by

σ13Cn,γ �

14C
13C

1
φtirr

(4.4)

as per Equation 2.3, where φtirr is the thermal equivalent neutron fluence, and 14C
13C

is the isotopic ratio of 14C (produced by the reaction 13C(n,γ)) to 13C, measured
accurately via AMS. The decay of 14C in the period between the irradiation and AMS
measurement (around two months) is negligible due to the relatively long 14C half-life
(5730 ± 40 years [93]).

Samples suitable for AMS were firstly prepared at VERA; the quartz ampoules were
broken open under normal atmospheric conditions and multiple sub-mg amounts of
irradiated graphite were pressed into the aluminium sample holders (cathodes), in
turn loaded onto the circular sample magazine; samples of similar expected 14C/13C
ratios were placed adjacent to one another in order to minimise the effects of any
cross-contamination. Prior to the direct measurement of the irradiated material,
samples were first prepared where the irradiated material was diluted by a factor of
∼100 by adding stable carbon in order to reduce the levels of 14C — this was to check
for the expected levels of 14C without running the risk of saturating or potentially
contaminating the apparatus. Each sputter sample within the sample magazine was
sputtered for around five minutes during which the AMS setup switched between
12C, 13C or 14C measurements five times per second. In both experiments A and
B, the sample magazine contained three sputter samples from each carbon sample
(except 12b where only one sputter sample was measured at the end of the run due
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to its large 14C content, see Section 4.4.1 for details), ‘standard’ calibration samples
containing carbon with well known (<1% uncertainty) 14C/13C and 13C/12C ratios,
and ‘old’ carbon samples which were used to periodically tune and thus optimise the
detection efficiency of the set-up. Each sample was sputtered once per turn of the
sample magazine and for experiments A and B there were nine and five turns of the
magazine respectively.

The unknown 14C/13C ratios were determined by a comparison of the ion currents
(associated with Faraday cup measurements of the more abundant 12C and 13C)
and count rates (associated with the ionisation chamber measurements of the less
abundant 14C) to those from the well characterised ‘standard’ carbon samples. For
experiment A, the ‘IAEA C3’ and ‘C6’ standards were used, whereas for experiment B
the ‘CTW2’ standard was used; the 14C present in the IAEA standards is from natural
sources [112] whereas for CTW2, it originated from irradiating fossil carbon in the
Vienna TRIGA reactor and characterizing the resultant material against multiple other
standards via AMS — this is detailed in Reference [113]. Mean calibration factors
that convert measured isotopic currents and count rates to true isotopic ratios were
determined during each periodic tuning of the accelerator as a means to account
for any systematic shifts in time. For the non-irradiated 13C samples (5a, 8b and
9b) the 14C count rates were only 0.09-0.1% of those measured with the irradiated
samples; the contribution of this background to the measured 14C cross section was
therefore negligible. The AMS isotopic ratios for each of the samples are given in
Table 4.3 and the resultant 14C production cross sections for each sample and repeat
measurement are shown in Figure 4.5. The error bars are indicative of the total error:
statistical errors associated with the AMS isotopic ratio measurements dominated by
counting errors, and systematic errors dominated by the relatively large uncertainty
associated with the neutron fluence measurement. For each data set shown in Figure
4.5 associated with a particular sample, the uncertainties reported for the average
cross sections σ pertain only to the statistical uncertainties, and therefore provide a
means of assessing the consistency of the AMS isotopic ratio measurements for each
of the samples for experiments A and B. Indeed for both experiments A and B, the
isotopic ratio measurements are consistent to within 1-σ.

The 14C production cross sections for each of the samples are consistent, as are
the repeat measurements. This consistency implies homogeneity throughout the
various experimental procedures: sample preparation, irradiation with a constant
neutron flux and AMS sputter sample production. The dominant uncertainty from
the AMS current and isotope measurement is expected to be statistical and of the
order 1-2% [114]; this is confirmed in Table 4.3. As shown in Figure 4.5, the result of
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Table 4.3: Summary of the irradiated carbon samples, and AMS isotopic ratios of
all samples for measurements A and B. The isotopic ratio uncertainties are taken as
one standard deviation of the isotopic ratios of all sputter samples associated with a
given sample. No uncertainty is given for 12b because only one AMS measurement
was made at the end of the experiment in order not to contaminate the apparatus
with 14C.

Sample Mass (mg) tirr (min) 14C / 13C (×10−12)
13C/1a 9.1 600 1.173±0.021
13C/2a 46.1 600 1.172±0.013
13C/3a 99.1 600 1.199±0.022
13C/4a 33.5 317 0.622±0.010
13C/5a 74.7 0 0.0011±0.0003
13C/6b 20.0 571 1.154±0.025
13C/7b 32.2 571 1.166±0.014
13C/8b 13.2 0 0.0013±0.0007
13C/9b 20.0 0 0.0017±0.0008

natC/10b 23.4 571 2.41±0.14
natC/11b 201.5 571 1.86±0.15
natC/12b 36.0 13833 5150
IAEA C3 - - 139.9±1.4
IAEA C6 - - 164.5±1.3
CTW2 - - 135.5±4.4

sample 4a is consistent within statistical uncertainties with samples 1-3a suggesting
no systematic shifts associated with the AMS measurements.

4.4.1 Isobaric contamination from 14N

As already discussed, a crucial aspect of the analysis was determining to what extent
the measured 14C originated from the 14N(n , p) reaction rather than from 13C(n , γ).
Since the samples for the two experiments were prepared under different laboratory
conditions, the similarity between the 14C production cross section measurements
shown in Figure 4.5 suggests that in both experiments A and B the nitrogen content
was either negligible, or the techniques used for the nitrogen removal reached the
same saturation limit. To quantify this, attempts were made to estimate the nitrogen
content of the samples for both experiments. Since 14N does not form a negative ion,
it is not possible to directly measure its presence via conventional AMS techniques
(this is of course advantageous for 14Cmeasurements due to the suppression of 14N as
isobaric background). Moreover, once the irradiated ampoules are broken open and
exposed to the atmosphere, 14N re-adsorbs to the carbon meaning that measuring the
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Figure 4.5: 14C production cross sections for each carbon sample in the two AMS
measurements. Circles, squares and triangles represent the three different sputter
samples produced from each carbon sample. The error bars represent the total
measurement error: statistical (counting statistics from the AMS measurement) and
systematic (associated with the neutron fluence). The mean values σ state only the
statistical uncertainty. Figure reproduced from Reference [1].

nitrogen content at the point of the AMS measurement is not necessarily indicative of
the content during the irradiation phase.

Despite these issues, efforts were made in experiment A to estimate the 14N content
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using AMS by following the procedure described in Reference [92]. This involves
mass selecting A � 27 which contains the molecule 13C14N− and measuring the 14N3+

as a result of molecular break up upon passing through the analysing magnet5. The
3+ charge state eliminates any background from the isobaric compound 13C2

1H
which does not exist in a charge state ≥+3, similarly for other contaminants such as
Al−. In order to quantify the 14N content with respect to the 13C content, A � 26 was
selected and the molecule 13C−2 measured. Comparing this count rate with that of
the 14N3+ measurement gives a quantity proportional to the 14N to 13C ratio. These
measurements were performed for the carbon samples produced for experiment A
(samples 1-5a) and the mean ratio was 14N

13C � (7.8 ± 1.6) × 10−5. In principle however,
this ratio cannot be used to directly infer the 14N content due to the potentially
different ionization yields of 13C14N− and 13C−2 and thus their respective ion extraction
efficiencies. In an attempt to correct for this, a stoichiometric compound containing
carbon and nitrogen must be measured; for this work sputter samples containing
uracil (C4H4N2O2) were prepared and the measured 14N/12C ratio was compared
to the true isotopic ratio of 1:1.986. The negative ion yield from the sputter samples
is in principle affected by the sample matrix and composition; various uracil sputter
samples were therefore prepared and measured. Some were diluted with graphite in
order to simulate the real targets, but all measurements showed similar ionization
yields for 12/13C−2 and 12/13C14N−. Comparing the currents associated with these
molecules as described above is therefore sufficiently representative of the 14N

13C ratio for
these purposes, suggesting a ∼78 ppm nitrogen content in the AMS sputter samples
prepared from samples 1-5a. It follows that, if this level of nitrogen contamination
was present during the ampoules that underwent neutron irradiation, ∼9.5% of the
14C present after the irradiation would have originated from 14N(n , p). As mentioned
above however, there is no way to quantify the amount of nitrogen present in the
samples during the irradiation or afterwards introduced during the production of the
AMS sputter samples. This 9.5% contribution value therefore represents an upper
limit and is likely an over-estimate. For this reason, the results from experiment A
(samples 1-5a) were not included in the final calculation of the 13C(n,γ) cross section.

For experiment B, the approach taken was to use the natural carbon samples (10-12b)
to estimate the nitrogen content. The samples were prepared following the same
procedure used for the 13C samples andwere irradiated in order to producemeasurable
levels of 14C. For these samples, the production of 14C from 13C is suppressed by a
factor of ∼ 100 due to the lower natural isotopic abundance of 13C, such that the 14C
content of the irradiated samples is more sensitive to the 14N content at the time of

5Mass selecting A � 27 also gives 12C15N− — this molecule can be neglected in this case due to the
high 13C enrichment of the samples and the low 15N natural abundance.
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irradiation. For example, a natural carbon sample with a nitrogen content of 78 ppm
would produce almost a factor of ten more 14C from the 14N(n , p) production route
compared to that from 13C(n , γ). Assuming a similar 14N content in the natC and 13C
samples after flame sealing (despite their different grain sizes as discussed in Section
4.3.1), the best estimate of the nitrogen content with respect to the 12C content is given
by

n14N �
1

φtirrσ14Nn,p

(
N14C
N12C

− N13C
N12C

φtirrσ13Cn,γ

)
, (4.5)

where n14N is the fractional 14Ncontent, N12,13,14C are the number of atoms of the relevant
carbon isotope, φ is the neutron flux and σi are the relevant thermal capture cross
sections; σ13Cn,γ was taken from [110] and σ14Nn,p taken from [115]. The experimental
values n14N for the natural carbon samples are given in Table 4.4. Although this
approach relies on prior knowledge of the cross sections (not least the 13C(n , γ)
cross section) which have their own associated uncertainties, the variation of the 14N
contents of the samples deduced using this method dominates any such uncertainties.

Table 4.4: Results for the three irradiated natC samples and their inferred nitrogen
content.

Sample 14N content (ppm)
10b 9.7±0.6
11b 5.5±0.6
12b 40800±200

An 8 ppm 14N content would contribute ∼1% to the 14C production in a thermal
neutron irradiation of the enriched 13C samples. It is therefore clear from Table
4.4 that the sample production method, baking under vacuum and flame sealing,
was successful in removing nitrogen to levels within the various other experimental
uncertainties for two of the samples. The third sample, however, which was irradiated
for ∼ 24 times longer contained over 2000 times more 14C, implying a nitrogen content
of 4%. This huge difference could perhaps be due to an incomplete flame sealing after
the ampoule had been heated.

If the assumption is made that all the carbon samples prepared for experiments A
and B have a negligible 14N content, and therefore that all measured 14C is produced
from 13C(n , γ), the cross section for this reaction is given by Equation 4.4. Values for
the cross section calculated in this way are shown in Figure 4.5 for each of the 13C
samples. The consistency of the cross sections for the different samples is indicative
of the nitrogen content being similar for both sets of samples, for experiments A and
B, despite the samples being produced separately under slightly different conditions.
It was therefore assumed that the nitrogen contents measured from the natC samples
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(shown in Table 4.4) could be used to calculate the contribution of nitrogen to the final
cross section; the 14N is expected to contribute (0.93±0.39)% to the post-irradiation
measured 14C for the 13C samples.

4.5 Results

Only samples 6b and 7b were included in the cross section calculation, since these
were the samples for which estimates of the nitrogen content were most reliable. The
mean 14C/13C ratio of (1.159 ± 0.021) × 10−12 produced during an irradiation with
a length of 34260 s and a thermal equivalent flux of (2.20 ± 0.09) × 1010 n/cm2/s
implies a 14C production cross section of 1.538±0.069 mb. This value was reduced
by (0.93±0.39)% to account for the estimated 14C production from 14N(n , p) to give a
final result of σ=1.52±0.07 mb, which is compared to existing data in Figure 4.6. The
result is in agreement with the most recent value measured via PGAA [100] which
used experimental and analytical methods independent to those of this measurement,
and is subject to different systematic sources of uncertainty. For example in the case
of the PGAA measurements, nitrogen contamination is not problematic since the 8.17
MeV γ-ray (characteristic of the decay of 14C?) is not produced in the 14N(n , p)14C
reaction, since its Q-value is only 625.9 keV. A new normalisation of the results from
Reference [99] was performed in Reference [100], using more precise data giving a
cross section value of 1.502±0.027 mb, also in excellent agreement with the result of
this work. The other previous measurement sensitive to nitrogen contamination is
that of Reference [96]; it is likely that the nitrogen contribution to the 14C production
cross section was overestimated in this measurement as before accounting for this,
their measured production cross section was 1.5±0.2 mb, also in agreement with the
most recent PGAA value and the result of this measurement.

4.6 Summary and Conclusions

Details of the first measurement of the 13C(n , γ) thermal cross section using neutron
irradiation and AMS have been presented; the result of σ=1.52±0.07 mb suggests that
the nuclear data evaluations should adopt the higher thermal cross section value used
in ENDF/B-VIII.0, 11% larger than that reported on the other major evaluations6. For
this measurement, understanding the amount of 14C produced from the 14N(n , p)
reaction was crucial for an accurate result and it has been shown that through a

6The results and summary of the experimental procedures for this measurement is also available on
EXFOR [116].
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Figure 4.6: The measured 13C(n , γ) thermal cross section compared to other mea-
surements and evaluations. Figure reproduced from Reference [1].

stringent sample preparation procedure, the nitrogen content of the samples has been
managed so that its contribution is almost negligible.

The confirmation of the nuclear data used in the calculations for 14C production in
graphite moderated reactors suggest that any disagreements between calculated and
measured 14C activation levels are likely due to the chosen elemental composition and
distribution within the graphite for the calculations rather than the nuclear data; as
was demonstrated by one of the samples for which the flame sealing process was not
successful (sample 12b), the natural adsorbant level of 14N in the graphite samples
used for this work produced around 50 times more 14C than from the other production
routes including 13C(n,γ). Therefore, it is likely that the nitrogen content in graphite
moderated reactors is the most important quantity for the calculation of 14C levels in
nuclear graphite, particularly if the reactor core was regularly exposed to air.

The use of AMS to directly count the number of transmutated nuclei is further
proving to be a sophisticated and complementary technique for certain cross section
measurements.
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Capture cascade simulations

The codes NuDEX [72] and DEGEN [73] used in this work to generate accurate
correlated cascades from the neutron capture state are both based on the same
principle (the same also for the DICEBOX code [74]). In principle these codes can be
used to calculate cascades specific to a particular resonance, but for this work cascades
for thermal (off-resonance) neutron capture were calculated (as discussed in Section
3.6.3).

The approach taken is to firstly generate a full level scheme and branching ratios for
the nucleus and excitation energy for which cascades are required; since excitation
energies from neutron capture > Sn , for most nuclei this means that the capture
state and the upper portion of the cascade is in a region of high level density where
the properties of individual states are not known. For the upper energy region of
the scheme therefore, levels are generated based on statistical models of the level
density and photon strength function (which describe average gamma-ray transition
probabilities). The lower energy portion of the level scheme is based on existing
experimental data (energy, spin, parity, transitions and intensities, including internally
converted transitions) from ENSDF [117] for example. Cascades including gamma-
rays and internally converted electrons are generated by Monte-Carlo sampling of the
level scheme, observing transition rules. Details can be found in References [72–74].

For this work it was the gamma-ray and internal conversion electron energy distribu-
tions that were required in order to fold with the experimental resolution to compare
with the measured distributions (see Section 3.6.3). These distributions generated
from the simulation of 106 cascades are shown in Figures A.1, A.2 and A.3. The
average properties of the multiplicity and energy distributions are summarised in
Table A.1 for reference.
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Figure A.1: NuDEX cascade simulation of the gamma-ray and internally converted
electron energy and multiplicity distributions for thermal neutron capture on 35Cl.
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Figure A.2: NuDEX cascade simulation of the gamma-ray and internally converted
electron energy and multiplicity distributions for thermal neutron capture on 23Na.
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Figure A.3: DEGEN cascade simulation of the gamma-ray and internally converted
electron energy and multiplicity distributions for thermal neutron capture on 197Au.
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Table A.1: Summary of de-excitation cascade simulations following thermal neutron
capture for the three isotopes relevant to the 35Cl capture measurement.
†There were only two internal conversion events out of 106 simulated cascades.

Cascades from thermal Mean energy / MeV Mean multiplicity
neutron capture on γ e− γ e−

35Cl 3.17 1.02 2.71 0.001
23Na 2.27 — † 2.85 — †

197Au 1.45 0.06 4.41 1.46



Appendix B

35Cl+n resonance parameters

The full resonance parameters obtained for the resonance analysis of the 35Cl(n , γ)
data are given below for reference.
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