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IV Abstract

The Phonological Mapping Negativity (PMN) event-related potential (ERP) compon-

ent has been, in the past, primarily linked to phonological mapping and mismatch, as

part of processes of lexical retrieval, in speech perception and spoken-word recogni-

tion. However, an updated theory suggests the PMN serves as a neural marker for the

analysis of acoustic input (Newman and Connolly 2003). In addition, a recent review

of the limited, existing literature on the PMN has advanced concerns regarding meth-

odological shortcomings and contradictory findings of previous studies (Lewendon et

al. 2020).

Recently, despite limited and contrasting evidence in regards to the exact role of the

PMN in processes of spoken-word recognition, clinical research has been published

that focussed on the elicitation of the PMN as a direct marker of phonological pro-

cessing ability in patient populations, including Wernicke’s aphasia patients (Robson

et al. 2017). Considering past methodological limitations, the limited study sample,

and inconsistencies among findings in the literature on the PMN, an in-depth invest-

igation into the exact nature of the component has been long overdue. Three novel

experiments were carried out to test the elicitation of the PMN in contexts of audit-

ory, phonetic and phonological mismatch in the absence of lexical retrieval, with the

aim of testing the sensitivity of the PMN to phonological and pre-lexical mismatch

alone.

No PMN was observed across all three experiments. Among the possible explana-

tions, the theory that the PMN reflects phonological mapping only as a function of

lexical activation appears to be the most likely. This theory would suggest that the

PMN, even though sensitive to phonological mapping, should be categorised primar-

ily as a semantic response or that it should not be considered as a direct marker of

phonological mapping. The need for further experimentation into the nature of the

PMN and neighbouring components is addressed, as well as limitations inherent to

the ERP field are discussed.
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So we all raise a standard / To which the wise and honest soul may repair

To which a hunter / A hundred years from now, may look and despair

And see with wonder / The tributes we have left to rust in the parks

Joanna Newsom
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Chapter 1

Introduction

1.1 Background

The total number of neuroimaging experiments revolving around the collection of event-

related potential (ERP) data for the study of language processing, comprehension and percep-

tion has been increasing rapidly in recent decades. Some of the reasons behind this advance-

ment can be attributed to the advent of cheaper and more reliable technology, more stream-

lined and standardised electro-encephalography (EEG) data processing techniques, increased

knowledge of ERP components and their key role in understanding cognitive processing in

humans. Another important reason is that new and revised theories of language comprehen-

sion and spoken-word recognition often require to be investigated with experimentation that

allows a more direct approach to studying cognitive functions, compared to classical behavi-

oural experimental paradigms in linguistics.

Advancements in ERP research allow nowadays for much broader applications of the data col-

lection technique compared to even two or three decades ago. However, there are still limita-

tions in the field and extensive gaps in the literature that, often times, prevent researchers from

being able to reliably interpret ERP evidence and weigh it in favour of one theory or another.

One of the main reasons for this is that, while some components have received a large amount

of experimental attention in the past decades, other components have been flying under the

radar. Information that has been collected through experimentation regarding these under-

studied ERP components is often inconsistent across the few studies that are present in the
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literature. For example, the Phonological Mapping / Mismatch Negativity (PMN) component,

the focus of the current research project, is among those ERP components that, unlike other

well-known responses often associated with language processing such as the N400 (Kutas and

Hillyard 1980: Kutas and Hillyard 1984) and P600 (Hagoort et al., 1993), have received very

little experimental attention in the past few decades. The PMN component has been linked

primarily to phonological (Connolly et al. 1992; ...; D’Arcy et al. 2004) and pre-lexical (New-

man et al., 2003) mapping in spoken-word recognition. However, as extensively discussed in

Chapter 2 of this work, findings of existing research are in disagreement when it comes to the

ERP component’s topographical distribution and function in language processing (Lewendon

et al., 2020).

Although this level of uncertainty surrounding the nature of a specific ERP component is not

unheard of in ERP research, that very situation becomes extremely dangerous when research-

ers start employing the PMN in clinical experiments, for instance as a marker of phonological

processing abilities (e.g. Robson et al. 2017). The role of the PMN component in language

processing has been in question for many years now together with its existence. Indeed, the

option that the PMN might in fact simply be another representation of other neighbouring

responses such as the N400 and MMN still exists (Lewendon et al., 2020). Studying a patient

population’s phonological processing abilities based on the elicitation of the PMN could be ex-

tremely problematic when interpreting results. The PMN response might in fact not represent

phonological processing alone but it might be sensitive to some other aspects of language pro-

cessing, as some have proposed in the past (Connolly and Phillips, 1994). In such scenarios,

measuring the PMN response as a direct marker of phonological processing abilities might

result in biased and incorrect interpretations of experimental findings.

1.2 ERP in speech perception

Event-related potentials (ERP) are shifts in electrical potential inside the brain, usually time-

locked to the processing of external stimuli and sensory information. ERP are measured with

electro encephalography (EEG), dedicated equipment consisting of electrodes placed on the

scalp of experimental subjects. The electrodes measure electrical potential on the surface of

the scalp, originating from the brain, the skin and the surrounding environment, during the

presentation of experimental stimuli. Electrodes transfer the electrical signal data to a a re-

ceiving device connected to a computer, where it is digitised. Chapter 3 goes into more detail
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about the implementation of the EEG methodology and the set-up of equipment.

In the past few decades, the evolution of computational and experimental technology, es-

pecially with EEG technology equipment becoming more affordable and widespread, has al-

lowed linguists to study responses of the brain to sensory information in cognitive processes

in relation to language. Some of these processes, or groups of processes, include reading and

listening comprehension, speech perception, spoken-word recognition and more. Studies

on the aforementioned topics have been providing extensive amounts of information about

linguistically-related cognitive processes and ERP components which, in turn, help inform

and provide evidence for the evaluation of existing theoretical frameworks and architectures

of grammar (see Getz and Toscano 2021 for a recent review).

When talking about ERP in relation to language processing and spoken-word recognition,

some notable components come to mind such as the N400 (Kutas and Hillyard 1980; Kutas

and Hillyard 1984) and P600 (Hagoort et al. 1993; Hagoort and Brown 2000) components, of-

ten linked to semantic processing and syntactic processing (among other things) respectively.

However, there are other ERP components such as the PMN (Connolly and Phillips, 1994),

often associated to phonological mismatch and mapping, that have so far received less ex-

perimental attention over the years. The number of studies run in the past on the nature of

the N400 component, for instance, have probably reached the hundreds. This has helped to

provide a fairly clear picture of what the component represents, what it reacts to, what its scalp

distribution is and when it is elicited. On the other hand, studies on components such as the

PMN have only been recently hitting two digits. The sum total of the knowledge on this par-

ticular component has only reached the surface when it comes to reliably categorise the PMN

during speech perception and phonological processing. In fact, only few paradigms have been

tested so far and there are still many contexts in which it is unknown whether a PMN response

should or should not be present. Furthermore, many of the findings regarding the elicitation of

the PMN component show inconsistencies regarding its scalp distribution and its role among

processes of speech perception and spoken-word recognition.

Components such as the N400 or P600, especially when compared against components such

as the PMN, are very consistent in their scalp distribution, latency and in the type of experi-

mental paradigm that elicits them. Because of their reliability and stability, these components

have been used in many more studies. Whenever the N400 and PMN components are elicited

in an experimental paradigm, an explanation on the function of the N400 can often be reliably
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provided building upon decades of research and hundreds of studies covering a wide variety of

cases where the N400 is elicited. On the other hand, more assumptions need to be made about

certain behaviours of components such as the PMN, considering fewer studies have been run

to investigate its nature and role in language processing.

1.3 Aims and Objectives

All past experiments run to study the PMN component and phonological processing in

spoken-word recognition generally combine phonological mismatch with the presence of

contextual semantic information and processing (e.g. Connolly et al. 1992; Connolly and Phil-

lips 1994; Newman et al. 2003; D’Arcy et al. 2004). Although partially dissociated, just like

the N400, the PMN has been found to be sensitive to semantic mapping (Connolly and Phil-

lips 1994 as reported in Lewendon et al. 2020). No experiment has been run to test whether

the PMN is sensitive to phonological mapping and mismatch in a context where lexical pro-

cessing is completely absent from the speech stream. For this particular reason, it is at this

time impossible to exclude that, although the PMN certainly appears to be sensitive to phon-

ological information, it might be so only in specific contexts where semantic processing and

lexical retrieval are also present in combination with phonological mapping and mismatch. If

that was the case, the PMN could be regarded as a lexical ERP component with a phonological

sensitivity.

Experiments one to three of this research project test three novel (for PMN research), distinct

experimental paradigms of speech-sound and sound processing. The aim is to investigate

whether the PMN component can be elicited through the sole presence of phonological mis-

match in semantics-free stimuli (Experiments one and two) as well as whether distinct phon-

ological responses can be discovered when comparing the processing of speech-sound and

sine-wave tone sequences (Experiments two and three). Experiments one and two also in-

vestigate whether the degree of focussed attention, known to modulate amplitude and latency

of some ERP responses (e.g. Näätänen et al. 1993) directly affects the observation of the PMN

component. This is done with the goal of obtaining a better understanding of the type of re-

sponse the PMN represents. All three experiments, while aiming to be informative as stand-

alone units, were also designed to be highly comparable to examine and correlate findings,

directly and indirectly.
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1.4 Relevance

Studying how ERP responses behave in uncharted experimental territory is, in its own right,

informative and necessary when trying to build an atlas of ERP components. The investig-

ation into an ERP response such as the PMN, however, can also indirectly inform broader

research questions that have been the centre of debates in speech perception, language pro-

cessing and spoken-word recognition in the past decades. Understanding whether the PMN

component is simply related to phonological and word-form mapping, or whether it is elicited

by semantically-derived processing can — in future research — allow for studies on the invest-

igation of information flow order (IFO) in speech perception and architectures of grammar

models. Understanding whether the PMN is consistently elicited, it is directly linked to one

specific grammatical "module" or whether, similarly to other components originally thought

to be strictly linked to grammatical processing such as the P600, its response can be traced

back to non language-specific cognitive processing, can also inform theories of brain archi-

tecture, such as modularity of mind (e.g. Fodor 1983) and the extent of feedback on speech

perception (Getz and Toscano, 2021).

ERP components can be thought of as building blocks that can be used to investigate theories

in language processing, memory, cognitive workload, etc. because of the almost real-time

and direct access they grant into brain function and activity. However, findings are only as

reliable as the methodology used. Specifically because the elicitation of an ERP component,

or lack thereof, can be informative in providing evidence towards one account or another, it

is paramount to reliably determine what each ERP component represents in the beginning,

how it is distributed and when it is observed. The PMN component, differently from other

components related to language processing, has received limited experimental attention in

the past three decades. For this reason, its role, topographical distribution and even existence

are still not agreed upon. The current research aims at increasing the body of work on the

nature of the PMN component in order to, one study at a time, more confidently be able to

label the PMN component for what it really is and, in future research, exploit its elicitation

for the study of debated topics in linguistics and cognitive sciences such as architectures of

grammar and speech perception modelling.
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1.5 Thesis structure

The current thesis comprises seven chapters, including the Introduction chapter. The Research

Context chapter introduces the reader to the existing body of literature on the topic of relev-

ant ERP components in speech perception and spoken-word recognition as well as addressing

the gaps in the literature that the current project aims to fill. In the Research Context chapter

specifically, ERP components often mentioned in this work are introduced and their role is

compared to that of the PMN component, which remains the central focus of the study. Some

of the most well known models of speech perception are also summarised with the aim of

presenting the reader with information in regards to the general frameworks in which the ma-

jority of the findings of previous research have been contextualised.

Following, the Methods chapter summarises the common aspects of methodology among

all three experiments, including EEG data collection and equipment, software used, pre-

processing and processing steps and statistical analysis. Methodological details specific to

each of the experiments are presented in the experiment-specific chapters. A the end of the

Methods section, the reader can find the links to obtain the code used for all three experiment

presentations, as well as processed ERP data, statistical analysis and data visualisation code in

R.

The Experiment one, Experiment two and Experiment three chapters present each of the ex-

periments as well as comparisons of findings among datasets and discussion of the findings

of each of the three studies. Finally, the General Discussion and Conclusion chapters tie all

findings of experiments one to three together with previous research studies to discuss how

the PMN component — and early pre-N400 responses — should be interpreted in contexts of

speech and sound perception. While the General Discussion chapter focuses mostly on one

theory that links the elicitation of the PMN to the presence of lexical and semantic mapping

during phonological mismatch, the chapter also presents more speculative theories and the

implications these would have on current thinking surrounding architectures of grammar and

speech perception modelling. Limitations of the studies and suggestions for future research

are addressed in the Conclusion chapter of this work. Finally, Appendix A includes the discus-

sion of additional findings relating to sequence violations and stimulus presentation expecta-

tions.
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Chapter 2

Research Context

2.1 Introduction

The current chapter introduces the reader to literature on the Phonological Mismatch Neg-

ativity or PMN1 (PMN) ERP component and its role in aspects of speech perception and

spoken-word recognition. Together with an overview of the PMN component, limitations and

inconsistencies characterising many of the existing studies on the PMN are also discussed.

Other ERP components often observed during speech perception and spoken-word recog-

nition are also introduced to the reader. Furthermore, a comparison is drawn between the

knowledge present about the PMN component specifically and other neighbouring compon-

ents of spoken-word and language processing, such as N40 and MMN. Chapter 2 proceeds to

advance an argument in favour of why it is necessary to carry out an in-depth investigation

on the nature of components such as the PMN, including collecting more evidence to support

recent interactional accounts of speech perception (e.g. Getz and Toscano 2021). Theoretical

assumptions are also discussed in the second half of the chapter. The PMN has received much

less experimental attention compared to more widely studied components in the field of lan-

guage processing, such as the N400 (Kutas and Hillyard 1980; Kutas and Hillyard 1984) and

P600 (Hagoort et al., 1993) components. Understanding the exact specifics and nature of even

1Just recently, the phonological mismatch negativity has been re-labelled as Phonological Mapping
Negativity. This name change has been carried out in order to clearly differentiate the PMN from the
Mismatch Negativity (MMN), generally thought to be a separate component. However, in this particu-
lar work, I mostly refer to the PMN as Phonological Mismatch Negativity, considering this reflects the
majority of the use across most of the existing literature on the topic.
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one more ERP component could, in future studies, help shed light on decade-long questions

and debates in speech perception, such as information flow order and the extent of modularity

of mind.

2.2 Event-related potentials

2.2.1 PMN

The Phonological Mismatch Negativity component is commonly maximal between 250 and

300 ms post stimulus onset. It has been mostly observed in frontal and central areas of the

scalp2 (Connolly and Phillips 1994; D’Arcy et al. 2004; Connolly et al. 2001; ...). In the liter-

ature, the PMN has mainly been linked to phonological mismatch and processing and it has

been most largely elicited in experiments where — similarly to how the N400 is often elicited —

a sentence-final highly-probable word is substituted with a word whose first phoneme or syl-

lable does not match the expected, high-probability stimulus, regardless of its meaning (e.g.

the piano is out of pizza) (Connolly and Phillips 1994; D’Arcy et al. 2004). The PMN and the

N400 were thought to reflect similar patterns in lexical and semantic processing (e.g. Con-

nolly and Phillips 1994; Diaz and Swaab 2007). However, it was observed that if the final

word of a sentence was substituted with a less likely word beginning with a different phon-

eme but retaining most of the semantic meaning, a PMN component would be elicited, but a

N400 one would not. This example reinforced the idea that the PMN and N400 components

reflect, respectively, phonological and lexical processing of language and speech (Connolly

et al. 1992; Connolly and Phillips 1994; D’Arcy et al. 2004; Diaz and Swaab 2007; Groppe et al.

2011).

Here, I review some of the main research findings on the PMN and their limitations, both in

terms of methodology and shortcomings in discussing the role of the PMN component. Only

a dozen papers were published containing research whose focus was directly aimed at discov-

ering new information about the PMN component over the course of thirty years. Even today

there is still very little agreement over what the function of the PMN is, what its topographical

distribution is and whether the component is more comparable to higher-level, abstract ones

such as the N400 or whether it is closer in nature to earlier, less abstract components such as

the mismatch negativity (MMN).

2Inconsistencies regarding the topographical distribution of the component among existing studies
are discussed later on in this chapter.
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PMN as phonological marker of lexical retrieval

In 1994, Connolly and Phillips provided a contextualisation of the PMN component in the

framework of the Cohort model of word recognition (Marslen-Wilson, 1984). The Cohort

model, in brief terms, suggests that a series of three steps (i.e. activation, selection and integ-

ration) is responsible for processes of spoken word recognition. According to Marslen-Wilson

(1984), both sensory information and context can activate a series of words in memory — a

cohort — given linguistic and extra linguistic context and previous speech information. Con-

nolly and Phillips (1994) suggest that the PMN falls exactly into the lexical selection stage of

the cohort model. Once a cohort of words is activated and the presented stimulus does not

match any of the expected outcomes activated by the cohort — because the first phoneme of

the unexpected stimulus does not match the first phoneme of the highly likely stimuli in the

context — the PMN response can be observed as a result of phonological mismatch during

lexical activation. However, it is not clear whether semantic context is necessarily required

to trigger the phonological mismatch response of the PMN. In fact, no experiment was ever

run to test whether PMN can be elicited with phonological mismatch in semantics-free con-

texts. More recent studies on the PMN, such as a 2009 study by Newman et al. suggest that

the PMN is a marker of acoustic information merging with pre-lexical phonological mapping.

This contextualisation of the PMN component eliminates semantic context entirely from the

requirements for the elicitation of the PMN.

In Hagoort (2000), an effect comparable to the PMN — but referred to as N250 (Hagoort and

Brown, 2000) — was observed as a response, in conjunction with a later, N400-like component,

to mismatching sentence-final words in a given context. However, Mismatching sentence-

final words in a similar experiment involving the presentation of written rather than audit-

ory stimuli did not evoke a similar response. These findings suggest that, while the PMN (or

N250) is explained as indexing mismatch between word form and expectations (Hagoort and

Brown, 2000), it is limited to auditorily presented stimuli. One year later, a similar study by Van

Den Brink et al. 2001 also obtained, with a design similar to the original studies by Connolly et

al. (1992; 1994), an early negative response (dubbed N200) to semantically anomalous stim-

uli beginning with phonemes that differed from the congruent completion, in sentence-final

position. Van Den Brink et al. (2001), similarly to previous studies by Connolly and Phillips

(1994) and Hagoort et al. (2000) link the early negativity (until now referred to as either PMN,

N200 or N250) to "lexical selection process[es], where word-form information resulting from an

initial phonological analysis and content information derived from the context interact" (Van
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Den Brink et al., 2001). This contextualisation of the PMN component by Connolly and Phillips

(1994), Hagoort et al. (2000) and Van Den Brink et al. (2001) fits well within existing theories

of spoken-word recognition and is complemented by results on the PMN obtained by experi-

ments employing different methodologies.

In a study by Newman et al. (2003), native English participants were presented with a real

spoken English word (e.g. clap). Following the presentation of the stimulus, subjects were

required to mentally remove its first phoneme (e.g. lap) and, soon after, to listen to the result-

ing manipulated stimulus. However, in some target trials, a different stimulus would presen-

ted (e.g. dog, map, xap). A PMN effect was observed in response to manipulated stimuli

which presented a phonetic mismatch from the participants’ expectations, regardless of lex-

ical status. Kujala et al. (2004) similarly presented subjects of their experiment with a written

word on a screen (e.g. map), followed by a single phoneme (e.g. t). Participants were instruc-

ted to substitute the new phoneme to the first existing phoneme of the priming stimulus, with

the aim of obtaining a new word, which would be later presented to them auditorily. However,

and this should now be a familiar paradigm to the reader, a mismatching word / nonce-word

was presented across some of the trials instead (e.g. lap). Flouting phonological expectations

resulted in the elicitation of a PMN component among the resulting effects. Newman and

Connolly (2009) later ran another similar experiment where the first stimulus of each trial to

be presented could either be a word or a non-word, before participants were asked to delete

the first phoneme. In this more recent experiment, similar results were also found where the

PMN is observed as a response to the presentation of a mismatching phoneme, regardless of

lexical status of the stimulus presented.

D’Arcy et al. (2004) conducted a high-resolution ERP study with the aim of spatially differ-

entiating the N400 response to an earlier, PMN/N250 component to anomalous word-form

stimuli in a given sentence context. While the design of the study partially resembles previous

methodologies (e.g. Connolly and Phillips 1994, Van Den Brink et al. 2001), D’Arcy et al. (2004)

introduced new variables that shed light on different properties of the PMN. Participants of

the study were instructed to visually and auditorily investigate pairs of sentences. The first

sentence of the pair would be presented visually (e.g. "The man is teaching in the classroom").

The second sentence of the pair would be presented auditorily and either included a congru-

ent or semantically anomalous sentence-final word, given the context presented in the first

sentence (e.g. "The man teaches in the... school/barn"). Anomalous sentence-final words
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were semantically anomalous, highly unlikely given the context and began with mismatch-

ing phonemes compared to their congruent counterpart. All anomalous stimuli elicited both

an N400 and a PMN response. However, congruent stimuli were coded as being highly prob-

able or unlikely, with less probable items being more difficult to anticipate. While none of the

congruent responses elicited an N400 component, less probable stimuli elicited a PMN-like

response, spatially separated from a classic N400 response (D’Arcy et al., 2004). This result

was suggested to index differences between word-form expectations and the stimulus presen-

ted, regardless of lexical status of the stimulus. These findings further support the idea that

the PMN, as a response to auditory stimuli, is more likely linked to mismatch in word-form

goodness-of-fit rather than to lexical retrieval, and should then be elicited in contexts where

lexical activation or lexical retrieval are not necessarily present.

These more recent findings, while collected through methodologies different to previous ex-

periments such as the one by Connolly and Phillips (1992; 1994) inform us that, for instance,

syntactic and lexical activation do not appear to be necessary for the elicitation of a compon-

ent such as the PMN. The main differences between Connolly and Phillips’ (1994) and Kujala’s

(2004) experiment, for instance, is that the former incorporates stimuli in a syntactic context

by embedding them in a sentence, while the latter does not. Furthermore, the lexical activation

context is also reduced in later experiments, where one word is presented at a time, reducing

lexical context influences on expectations. However, lexical activation has always been present

in all experimental paradigms tested so far and it still plays the role of a confounding variable

when trying to determine the underlying origin of the PMN component. Even in regards to

lexical activation, we have seen how – in experiments such as Kujala (2004) and Newman et

al. (2009) – as little as presenting a mismatching monosyllabic word is enough to obtain both

N400 and PMN responses to stimulus presentation. Similarly, no experiments were ever cre-

ated that aimed at eliciting the PMN during passive listening tasks. Although it is often said

that the PMN is not elicited without the inclusion of active behavioural task, this is mostly to

be attributed to lack of trying.

However, some interesting nuances in the results have not been sufficiently explained by Con-

nolly et al. (1994). For example, the PMN response was biggest when the sentence-final word

was both semantically and phonologically incongruous with the rest of the sentence. This

would suggest that the PMN is sensitive to both phonological and semantic information. If it

were the case that the PMN was only sensitive to phonological information, the component’s
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amplitude would have been very similar between the aforementioned condition and the one

where only phonological mismatch was present but semantic one was not.

The PMN component has been labelled as sensitive to phonological mismatch. However, it

was only observed — across all experiments — in contexts that also presented processes of

lexical retrieval and activation in combination with phonological mapping and mismatch. The

component does seem to mirror phonological and word-form mismatch — sometimes as part

of lexical retrieval — and it appears to mostly behave differently from the N400 component

(D’Arcy et al., 2004). All that we currently know, on the other hand, is that the PMN embod-

ies a response to mismatching information, possibly both phonological and lexical during the

perception of a word. Most of the times, this response appears to be to unexpected phono-

logical information in a given semantic (and syntactic) context. Whether the component is a

response to the perception of a mismatching phoneme or syllable in the specific, whether it

is a response to a mismatching phonological representation, or whether it is an extension of

the N400 component with its sensitivity to semantic information is yet to be determined with

any certainty. Unless there can be a definitive agreement on the nature of the PMN, it would be

unreliable to employ the PMN component in experimental paradigms that aim at determining

differences between lexical and phonological processing in speech perception. For instance,

recent studies (e.g. Robson et al. 2017) investigated differences between phonological and lex-

ical processing abilities in Wernicke’s aphasia patients by comparing the elicitation of the PMN

and N400. The study claimed that the two components respectively mirror phonological and

lexical processing. However, because the research on the PMN hardly comes to one, clear con-

clusion about the role of the PMN in spoken-word recognition and speech perception, basing

research that claims its role is tied to a particular function could lead to misinterpretation of

current (and future) findings.

The future of the PMN

The examples I have provided so far highlight some of the shortcomings of the studies run

on the PMN, namely that they all contained some level of overlap between lexical and phon-

ological mapping in their experimental paradigm. This overlap between phonological and

lexical mapping is detrimental when the aim of a study is to try and determine which of the

two levels of processing is mainly responsible for the activation of a specific ERP component.

Arguably, even when using nonce words rather than real words — such as in Kujala’s (2004)

experiment or Newman et al.’s (2003) — if it is the case that nonce-words are used in a con-
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text where an active, behavioural word recognition task has been administered, lexical activa-

tion and retrieval is most likely among the effects that are observed in speech perception and

spoken-word recognition. There are other relevant studies that aim at exploring the PMN in

relation to phonological and semantic processing but, as mentioned before, the key studies

investigating the component are, as of 2021, less than a dozen. Moreover, findings are highly

inconsistent across studies in regards to the component’s topographical distribution. Some

limitations can also be observed in regards to some methodological choices across most stud-

ies. Lewendon et al. (2020) raise serious doubts about the literature on the PMN. Lewendon

et al. (2020) mention many of the inconsistencies that have been discussed in this chapter

so far, including Connolly and Phillips’ (1994) lack of explanation for a PMN component that

was more prominent when both lexical and phonological mismatch were present, together

with many more confounding factors and methodological limitations across other studies. An

addition to their paper is a table, reproduced below, of results and methodological inconsist-

encies present across a variety of key studies on the PMN. The table highlights some worrying

methodological shortcomings and inconsistencies in the interpretation of the findings across

studies with similar experimental paradigms.

Most of the papers considered in the brief meta analysis by Lewendon et al. (2020) — 10 out

of 11, to be specific — tested a dozen or fewer participants, which is nowadays considered a

very small sample size for reliable data collection in ERP experiments, especially when dealing

with under-studied components such as the PMN. Some of these experiments (e.g. Connolly

and Phillips 1994; D’Arcy et al. 2004; Newman and Connolly 2009) used 40 or fewer trials per

participant, others fewer than 60 (i.e. Connolly et al. 2001). Experiments one to three of this re-

search project, for instance, aimed for 20 participants and a minimum of 100 to a maximum of

150 trials for the target condition, per participant3. On top of methodological inconsistencies

and gaps in the limited, existing literature, some of the main issues arise in the classification

of the PMN. While the component has mostly been observed in frontal and central regions of

the scalp (Connolly et al. 1990; Connolly et al. 2001; D’Arcy et al. 2004; Newman and Connolly

2009), it was also described as a parietal response (Connolly and Phillips 1994; D’Arcy et al.

2000) and as a component distributed across the midline (Van Petten et al., 1999) or the entire

scalp (Van Den Brink et al., 2001).

In summary, what we know about the PMN component so far, despite the aforementioned

3Because in experiments like experiment one, for instance, the target condition is only presented 33%
of the time, this means that control trials are often more than 300 to 400 per participant.
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Table 2.1: Lewendon’s (2020) report on PMN results and methodological inconsisten-
cies in existing research, expanded.

Reference Topography Stimuli Methodological
considerations

Connolly et al. 1990 Un-subtracted
waves: frontocent-
ral; Subtracted
(difference) waves:
central

(English) sentences
that varied in sen-
tential constraint

10 participants (tri-
als per condition
unclear)

Connolly et al. 1992 Flat distribution
across midline sites

Phonologically cor-
rect masking on the
electrophysiolo-
gical responses to
terminal words of
spoken (English)
sentences differ-
ing in contextual
constraint

Responses not vis-
ible in averaged
waveforms

Connolly and Phil-
lips 1994

Frontal, central, and
parietal

Terminal words of
spoken (English)
sentences

10 participants (40
trials per condition)

Van Petten et al.
1999

Flat distribution
across midline

(English) gated
words were used as
congruous and in-
congruous sentence
completions

D’Arcy et al. 2000 Early N2b: parietal;
Late N2b: distrib-
uted across scalp

standardized read-
ing test that was
formatted for com-
puter presentation

Connolly et al. 2001 Frontal visual word/non-
word that was
followed by the
brief presentation
of a prime letter
with the instruction
to anticipate the
word/non-word
formed by replacing
the word’s first letter
with the prime letter

10 participants
(min. 60 trials per
condition). Con-
flicting MEG data
acknowledged to
invalidate PMN
results

Hagoort and Brown
2000

Posterior (English, spoken
and written) sen-
tences were presen-
ted that contained
three different types
of grammatical
violations

12 participants (60
trials per condition).
"N200" response to
semantic expecta-
tion violations. No
isolation of phono-
logical anomaly.
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Reference Topography Stimuli Methodological
considerations

Van Den Brink et al.
2001

Flat distribution
across scalp

(English) spoken
sentences that
ended with either
(a) congruent, (b)
semantically anom-
alous, but beginning
with the same ini-
tial phonemes
as the congruent
completion, or (c)
semantically an-
omalous beginning
with phonemes that
differed from the
congruent comple-
tion

Newman et al. 2003 Frontotemporal To omit the initial
phoneme from a
word (clap without
the /k/) after which
they heard a correct
(lap) or incorrect
(cap, ap, nose)
answer

Early onset P300
contamination in
phonological ex-
pected condition.
Authors could not
confirm absence
of PMN in this
condition

D’Arcy et al. 2004 Frontocentral visualauditory sen-
tence pairs that re-
lated within a se-
mantic hierarchy

10 participants (24
trials per condition

Newman and Con-
nolly 2009

Frontal and central word/nonword
prompt with the
instruction to delete
the initial sound
and determine
the resulting seg-
ment. Following
the prompt [...]
an aurally presen-
ted response that
matched/mismatched
expectations

13 participants (40
trials per condition)

30



studies taking place over the course of more than 30 years, is still very limited. What we do

know about the PMN is not universally agreed upon when considering previous studies that

have been reviewed in this chapter. This is true both in terms of what the component rep-

resents as well as in regards to where it is observed and distributed across the scalp and its

relationship with lexical and semantic retrieval. Furthermore, thanks to recent advancements

in both the fields of electro-physiology and statistics, we now know that most of the studies

run to investigate the PMN component would nowadays be considered under powered, both

in terms of participants tested and number of trials per participant. The aim of this particular

section of Chapter 2 is to highlight the need of further experimentation on the function of the

PMN component in the role of speech perception and language processing in order to provide

an updated account of the component and, possibly, through experiments one and two, fur-

ther evidence of what does or does not elicit the component itself. The focus of this and future

work is eventually to accurately be able to define the PMN as either a response to phonological

mismatch, lexical mismatch or a combination of the two. In the following sections, other ERP

components often observed in language perception and processing experiments are reviewed

and their link to the PMN is discussed in detail.

2.2.2 N400

The N400 component (Kutas and Hillyard, 1980) is a negative-going component traditionally

observed at around 400 ms post stimulus onset, although it can extend between the 200 and

500 ms range. It has been, across the decades, linked to lexical and semantic processing and

mismatch (e.g. Kutas and Hillyard 1980; Kutas and Hillyard 1984; ...; Rabovsky and McRae

2014; Erlbeck et al. 2014). The amplitude of the N400 component is maximal in central and

parietal regions of the scalp (Kutas and Hillyard, 1984). Over the course of the past forty years,

the N400 component has been one of the most studied and investigated ERP components in

the field of language processing. The N400 has been observed during processes of semantic

mismatch and processing in language as well as in contexts that do not involve language or

linguistic information. For instance, a visual N400 can be observed when two pictures, whose

content is semantically unrelated, are presented during experimentation (e.g. Nigam et al.

1992). The elicitation of the N400 component is not only limited to processing of semantically

unrelated items in language and pictures, but its presence is often observed across a variety

of sensory information, including olfactory stimuli (Invitto et al. 2018). The N400 component

has is also observed when semantic mismatch happens across different sensory modalities,
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e.g. when the meaning of a word (e.g. pizza) does not directly match the flavour of a particular

food (e.g. orange) (Skrandies and Reuther, 2008).

Although the N400 component has been observed across a variety of modalities and responses

to different sensory information, it has been most extensively connected to semantic mis-

match in language, in studies of both speech and language perception and comprehension.

The N400 component is very reliable in regards to its amplitude, latency and topographical

distribution. Because of of this, experiments were designed that aimed to elicit the N400 com-

ponent in relation to other cognitive processes in the brain. Some of the examples include

memory or attention experiments (i.e. if a word was perceived as semantically unrelated in a

specific context, it could also be hypothesised that participants were able to access memory

information regarding word meaning). Kutas herself, one of the researchers behind the dis-

covery of the N400, describes the component as a very effective dependent variable "for ex-

amining almost every aspect of language processing" (Kutas and Federmeier, 2011) because of

its "remarkably constant" latency (Kutas and Federmeier, 2011).

In the past few decades, many and diverse studies have been run that either directly investig-

ated or indirectly employed the N400 for the study of language. By now, we have a very solid

understanding of the nature of the N400 component. The N400 is usually observed at around

400 ms post stimulus onset and it responds to some level of lexical activation and semantic

processing and retrieval (Kutas and Hillyard 1980; Kutas and Hillyard 1984; ...). For this reason,

a very general statement can be made to say that as early as 400 ms following the perception of

a speech stimulus, some process of lexical activation and semantic mapping can be observed

in healthy adults. It is thanks to many and many different studies that we can, one piece at

a time, draw a clearer picture of what an ERP component looks like as a response to a range

of different stimuli. Because there are endless possibilities when it comes to processing in-

formation and what type of mismatch can be induced, there are near endless paradigms that

can implemented to investigate the behaviour of ERP components during specific cognitive

processes.

For instance, even in the case of the N400 that, as I have mentioned, is one of the most studied

ERP components, it is still unclear whether it should be interpreted as a response directly to

semantic processing (e.g. Kutas and Hillyard 1984) or whether it should also linked to some

level of syntactic processing to a smaller extent (e.g. Weber and Lavric 2008). If it is the case

that the N400 is sensitive to both semantic and syntactic processing and mapping, it could
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also be the case that the N400 represents some more general level of cognitive processing,

which in itself, would also include semantic mapping. Only by running more and more stud-

ies, can more evidence surface that connects existing ERP responses to unexpected cognitive

processes, allowing for a clearer picture of the role and function of ERP responses.

2.2.3 MMN

The N400 component has been observed as a response to sensory information not limited to

linguistic and language data. It is primarily considered a meaning component. As previously

discussed, the N400 is often elicited as a result of semantic activation and retrieval. Similarly

we can say that the PMN has mainly been elicited through some level of lexically-induced

phonological mismatch. Differently from the N400 component, we have very little evidence of

the PMN being activated outside of a linguistic specific contexts. On the other hand, there is a

number of ERP components that are not language or speech specific necessarily but that are

important nonetheless in contexts of speech and sound perception. Most of the following ERP

components are going to be making an appearance among the experimental findings later on

in this research project.

The mismatch negativity (MMN) is a negative-going cross-sensorial ERP component often

observed in frontocentral regions of the scalp between 150 and 250 ms post stimulus onset

(Näätänen et al. 1993; Näätänen and Alho 1995). The MMN component is commonly studied

in the auditory (Näätänen et al. 1993; Näätänen and Alho 1995) and visual domains (Pazo-

Alvarez et al., 2003). The mismatch negativity reflects the perception of a deviant stimulus in

a sequence of standard stimuli (Garrido et al., 2009). In the auditory domain, a deviant stim-

ulus can be identified by differences in pitch, duration, stress and frequency range (Erlbeck

et al., 2014). In the visual domain, a deviant stimulus could be a picture of a red square among

a series of pictures of blue squares, as an example (Pazo-Alvarez et al., 2003). The MMN has

been elicited in conditions where no active task was present and it requires very little attention

to stimulus presentation on the subject’s part (Phillips et al., 2000).

The MMN has been linked to the perception of deviant stimuli in both speech and non speech

stimulus types in auditory mismatch (Näätänen, 2001). Concerning the perception of speech-

specific stimuli, such as syllable or single phonemes for instance, the MMN reflects the per-

ception of changes in the stimulus along a series of different parameters, including duration

of the stimulus, frequency distribution, timbre and so on (Näätänen, 2001). The MMN is often
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elicited by placing a deviant stimulus — a stimulus that, as mentioned, presents one or several

different parameters from the norm — in a repetitive sequence of standard, or non deviant,

stimuli (e.g. Näätänen et al. 1993; Näätänen and Alho 1995). Because of the consistency of the

MMN (or its magnetic counterpart, the MMNm) in terms of latency and topographical dis-

tribution, countless experiments employ methodologies that aim to elicit this component in

order to investigate many different aspects of speech and speech-sound perception and dis-

crimination (e.g. Näätänen 2001; Pulvermüller 2001; Froyen et al. 2008; ...), similarly to what

happens with the N400.

One of the main reasons why the MMN is such a reliable marker of the perception of deviant

auditory stimuli is that the component has been elicited regardless of participants attention

to stimulus presentation (e.g. Näätänen et al. 1993; Näätänen and Alho 1995). However, many

studies have confirmed that focussed attention to stimulus presentation does in fact impact

the amplitude of the MMN component (e.g. Woldorff et al. 1991; Woldorff et al. 1993. The

amplitude of the MMN is also affected by how big the difference is between the deviant and

the standard stimuli. For example, a study by Näätänen 1991 demonstrates how, the bigger the

frequency difference between the deviant and standard stimuli, the bigger the peak difference

between the two curves at the time the MMN is elicited.

When comparing the MMN to the PMN, one of the main differences would be that the MMN

is mostly thought to represent auditory mismatch while the PMN is primarily connected to

phonological mapping in the specific. Whether the PMN is mostly a response to the auditory

mismatch portion of the phonological form is yet to be determined. However, there has been a

series of research studies that linked the MMN component to more language-specific aspects

of sound mismatch. For instance, Shtyrov et al. (2003) noticed that the MMN was affected by

grammatical changes in syntactic structure of phrases perceived by unattentive participants.

These findings suggest that MMN does not only react to just sound mismatch (Shtyrov et al.

2003; Lewendon et al. 2020) and also that syntactic mapping and its influence can be observed

earlier than it is usually expected (i.e. around 600 ms with the elicitation of the P600) and

without necessarily the need for participants attention to stimulus presentation.

Other studies have also linked the MMN to phonological (Pulvermüller, 2001), semantic and

acoustic changes (Weber et al., 2004) in speech and language processing. These examples shift

the idea that we have of the MMN as a simple response to sound mismatch to a more com-

plex picture of what the component really represents. This debate also shows how even with
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very well studied components such as the MMN there is still doubt regarding the precise func-

tion or nature of the component itself. If the MMN does represent some level of phonological

mapping and mismatch, as well as sound mismatch, with a similar topographical distribution

as the PMN, the idea that these two components are somewhat linked to one other, possibly

at opposite ends of a spectrum (Lewendon et al., 2020) appears to be always more and more

likely.

2.2.4 Why focus on the PMN?

When it comes to PMN research specifically, there are confounding factors in the paradigms

of previous studies on the component that raise further questions and highlight the need for

additional experimentation to determine what the nature of the PMN really is. Although the

PMN has been labelled as a phonological component, it has only been elicited whenever lex-

ical activation was also present. However, phonological processing of speech sounds does not

necessarily require semantic mapping by definition. As pointed out, the limitations of previ-

ous research are not only limited to experimental confounding factors and variables but also

to resulting inconsistencies in the findings of existing studies.

The experiments in this thesis aim to separate semantic and phonological processing in

speech perception to try and investigate how the PMN component behaves in contexts where

phonological mismatch is present but no lexical or syntactic context directly mediates phono-

logical processing. In experiment three, which takes a different turn than experiments one and

two, sound perception is studied where no linguistic information whatsoever is present. The

exploratory nature of this work aims at creating environments that have not been looked at be-

fore in terms of phonological and sound perception and to try and determine which ERP com-

ponents, with a particular focus on the PMN and MMN, are elicited when different types of

stimuli and different types of task are employed in the design of experiments. In experiments

one, specifically, separation of lexical and phonological information is done by the creation of

an extremely miniaturised artificial language (discussed in more detail in Chapter 4.

Some have argued that the PMN represents phonological mismatch during lexical retrieval

(e.g. Connolly and Phillips 1994), placing the PMN component closer to components such as

the N400 on a spectrum that goes from sound processing to the processing of meaning. How-

ever, another possible direction is that the PMN is an extension of neighbouring pre-N400

components such as the MMN or that the two components share similar origins. Although
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the MMN has been often linked with lower-level sound mismatch, evidence was also provided

that connects the MMN to phonological mismatch, as previously discussed. The similarities

between the two components are striking and, while the MMN has been proven to be elicited

regardless of participant’s attention, which has never been a focus for PMN studies, it is not

to exclude that there is an underlying, common origin for the two components. Dissociating

phonological processing from semantic and syntactic processing should allow access to in-

sights in speech-sound processing in semantics-free contexts. This, in turn, could also help

determine the amount of sensitivity of both components to phonological or semantic inform-

ation.

2.2.5 Learning by dissociation

Dissociation can be a very important keyword when it comes to learning more about ERP com-

ponents and their function in a particular series of processes, such as speech perception in this

particular case. Dissociation is a simple concept to understand but, especially when it comes

to ERP research, a much more difficult one to implement and examine.

Many studies have managed to separate (i.e. dissociate) and have presented differences

between the N400 and P600 components by providing evidence that presents the response

to semantic (N400) and syntactic (P600) stimuli as different (e.g. Guillem et al. 1995; Brouwer

et al. 2017; Brouwer and Hoeks 2013; ...). A dissociation can be created by, for instance, de-

termining that different types of stimuli generate responses that differ in amplitude, latency,

scalp distribution and so on. However, once we have determined that semantic and syntactic

processing point to the activation of different processes in the brain, this does not automat-

ically prove that the P600, for instance, is only and specifically linked to syntactic processing.

At the same time, it is only possible to claim that the N400 and P600 are dissociated in the

particular environment that they have been tested in. This, in turn, would also mean that

unless all possible environments concerning the activation of either the N400 or P600 have

been explored, there is always a remote but not completely unlikely possibility that these two

components represent similar processes in specific environments and that they are not fully

dissociated.

Another way ERP research conducts investigations into the role of specific ERP components is,

rather than studying multiple processes and determining what responses they cause, by elim-

inating every other process but the one that is being investigated. This is done with the aim
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of determining what type of response that specific paradigm creates without the influence

of external variables. In more specific terms, the aim of this research project is to investig-

ate whether the PMN component’s response is to phonological information specifically rather

than to lexical and phonological at the same time, or simply lexical. What can be done to

achieve this is to separate the two dimensions of lexical and phonological processing and to

test only one of them at the time. However, this is not always possible.

Let us try to imagine how one could test semantic mismatch in language without activating

phonological processing. In order to convey a certain meaning, we do need to do so through

a linked, specific form. What can be done, however, and what is currently devised in this doc-

toral project, is to test phonological processing without the activation of lexical information.

This, on the other hand, can be easily achieved by presenting participants with nonce words

or sequences of syllables that do not amount to a specific word in the target language. Separ-

ating components to learn more about a specific process or, conversely, separating processing

to learn more about specific components is the key to providing clear and reliable evidence to

build knowledge and an accurate atlas of ERP components.

Once a very in-depth understanding and grasp of all the ERP components that make up a spe-

cific process has been obtained, experiments aiming at elicit specific ERP components can be

devised to explore more general, theoretical questions. For instance, in this very case, having a

clear understanding of what every component in speech perception represents would allow us

to be able to devise experiments that reliably tested more general and overarching questions

and hypotheses in the realm of speech perception theories and models. The following sections

aim at introducing different theoretical frameworks regarding speech perception and inform-

ation flow order. Although the question addressed by this work remains much more specific,

dealing with the nature of a small ERP component, all of the research conducted aims at, in

the future, building a better picture of what speech perception and spoken-word recognition

look like as a whole when it comes to what processes are activated in the brain.

2.2.6 ERP experimental paradigms

Like in the majority of experimental fields across science and social sciences, a number of dif-

ferent paradigms can be used in ERP experiments when investigating language processing,

comprehension and perception. In particular, a number of decisions need to be made when

designing an experimental paradigm so that it is able to capture and elicit the ERP compon-
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ents that are the focus of the study. For instance, because the focus of experiments one to

three is to determine whether sound and speech-sound processing elicit phonological mis-

match regardless of semantic mapping, the decision was taken to only include semantics-free

stimuli as part of all experiments, in order to avoid confounding variables. In this section in

particular, I want to address the difference between the implementation of passive listening

(Experiment one) and active listening (Experiment two and three) experiments, why the two

differ, what are the relevant differences and why it is necessary to take both types of paradigm

into account when investigating the nature and behaviour of specific ERP components such

as the PMN.

Passive listening tasks (or experiments) during EEG data collection are characterised by par-

ticipants being exposed to stimuli without having to pay direct attention to the their present-

ation and without the inclusion of behavioural tasks. On the other hand, active listening is

often characterised by the implementation, during ERP measurements, of active behavioural

tasks that prompt participants to directly pay attention to the stimuli presented. The main ad-

vantage of a passive-listening task is that motor activity, which could create further noise and

interference in the data collected, is reduced throughout the experiment as no behavioural

responses have to be provided by the participants.

Active tasks make up the majority of experiments in ERP research. Some examples, in speech

perception specifically, include all of the experiments on the PMN discussed above (e.g. Con-

nolly and Phillips 1994; Kujala et al. 2004; D’Arcy et al. 2004), where participants were instruc-

ted to either pay attention by simply being told to listen to the stimuli presented (Connolly

and Phillips, 1994) or where behavioural tasks were included so that subjects had to modify or

recognise incoming stimuli or press buttons according to whether they thought a stimulus be-

longed to a specific category (Kujala et al., 2004). Direct attention to stimulus presentation dur-

ing auditory ERP experiments can be achieved with devices as simple as telling participants to

pay attention to stimulus presentation and does not necessarily require the inclusion of com-

plicated, behavioural tasks. The main advantage of using active tasks in an ERP experiments is

that the amplitude of many components is directly mediated by attention to stimulus present-

ation, with many ERP responses being easier to observe when participants are directly paying

attention to each of the stimuli. Some of these ERP components include the MMN (Näätänen

and Alho, 1995), N400 (Kutas and Hillyard, 1984) and P600 (Verhees et al., 2015). Some ERP

components have never been observed in contexts where participants were not directly ob-
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serving stimulus presentation, such as the PMN. On the other hand, some components are

generally present in contexts where participants are not expecting the presentation of a stim-

ulus, such as the N1 (Näätänen and Picton, 1987), which is in fact suppressed if the participant

can predict an unexpected stimulus is going to be presented (Grau et al., 2007).

In passive (listening) experiments, on the other hand, participants are instructed to ignore the

presentation of stimuli during data collection. This is done either by simply instructing sub-

jects not to pay attention to the experiment or by instructing participants to, in case of aud-

itory listening experiments, watch a mute film or mute video on a computer screen to make

sure that attention is diverted away from auditory stimulus presentation. Low-level compon-

ents that do not require direct attention to stimulus presentation and that are usually a direct

response to stimulus perception, often found in the N1 and pre-N1 range, can be observed

without direct attention to stimulus presentation. Components that follow the N1 can also

be observed but, as mentioned in the paragraph above, amplitude tends to be lower for all

ERP responses in general when compared to responses paired with active behavioural tasks.

Passive listening tasks do not have many benefits over active experiments. However, the main

benefit is that ERP responses are generally smaller, which can be considered a positive side

effect if components that are not the focus of the study want to be limited. For instance, in

a study on language processing, the elicitation of a non-language specific component such

as the P3 might be considered an issue more than an asset. For this reason, implementing a

passive paradigm might reduce the overall amplitude of components such as the P3 which, in

turn, would reduce the level of contamination on neighbouring trends. However, the major-

ity of experiments that include passive tasks do so in order to directly compare the responses

collected to those of corresponding active experiments, in order to determine whether a spe-

cific ERP component can be observed regardless of participant’s attention or whether certain

cognitive processes take place regardless of an active implemented task.

A study by Oades and Zerbin (1995) combined active and passive tasks to study topograph-

ical component distribution during an oddball paradigm experiments to determine whether

temporal attention to stimulus presentation directly impacted component origin. This study

discovered that, while pre-P2 components (e.g. N1) were characterised by similar latency and

topographical distribution regardless of focused-attention, post-P2 components varied both

in terms of latency and topographical distribution for target odball stimuli, suggesting that

multiple origin points for the same component are present depending on the level of focused-
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attention to stimulus presentation (Oades and Dittmann-Balcar, 1995). In the experiments

of this research project, both passive and active experiments are implemented. The aim is

to explore all possible contexts in which the PMN can be elicited in order to study whether

focused-attention to stimulus presentation is a requirement for the component’s elicitation or

whether it is not.

2.3 Theoretical assumptions

When investigating ERP in language processing and comprehension, the current thinking has

been that of linking specific ERP responses to matching grammatical modules. While this is

not true for every ERP component, especially because many of the ERP responses observed

during language comprehension are not directly linked to language specifically (i.e. N1, P3,

etc), it is more the case for components such as the N400, PMN, P600 and, to a smaller extent,

components such as the MMN. Sometimes, it can be hypothesised that there is a one-to-one

relationship between a specific ERP component and a corresponding grammatical module,

like the N400 being primarily linked to semantic processing. Other times, ERP components

can be observed as responses to multiple levels of processing, with some of these related to

grammatical modules. This is the case for responses like the MMN, which is found both as a

response to mismatching stimuli in a sequence as well as being influenced by phonological

processing.

Being able to link language-specific responses to specific grammatical modules allows re-

searchers to run ERP experiments in order to investigate general questions about architec-

tures of grammar, by observing which ERP responses are activated and when they are activ-

ated, for instance, presenting participants with ambiguous information and mismatching lin-

guistic stimuli during experimentation. However, in order to be able to accurately investigate

grammatical architectures by the study of ERP components, it is necessary to have a very clear

understanding of what each of these ERP components indexes when it comes to language and

speech processing specifically.

The current thesis aims to answer one main research question: whether the PMN can be ob-

served as a response to some degree of phonological mismatch in the absence of lexical activ-

ation of any of the stimuli. In particular, all stimuli used across the three experiments in this

collection are not lexically activated. While previous literature (e.g. Connolly et al. 2003, Kujala

et al. 2004, Connolly et al. 2009) showed that the PMN is found as a response to both lexically-
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activated and non lexically-activated stimuli in a non-sentence context, some forms of lexical

activation and lexical expectations were always present through the implementation of beha-

vioural tasks, or through the presentation of lexically-activated priming stimuli, presented at

the beginning of each trial. For this reason, a confound is present so that it is not possible

to determine whether the PMN is acting as a response of the presentation of a mismatching

word form (phonological information) of a non lexically-activated stimulus or whether it is a

response to a mismatch which derives from a "failed" lexical retrieval task. In this section, I

aim to investigate theoretical assumptions in regards to the nature of phonological and lexical

processing and storage during speech perception, in order to clearly and explicitly define the

context in which the three current experiments have been designed. Furthermore, the aim

of the current section is to provide a brief introduction to current issues in modelling speech

perception, which a component like the PMN — and ERP studies in more general terms —

could help address once a solid foundation has been built on the role of ERP components in

language processing.

2.3.1 Information flow order

Across the decades, many theories of architecture of grammar and models of speech percep-

tion have tried to shape the relationship between different levels of language processing (e.g.

phonological and lexical) as well as trying to define those processing levels as one or another

series of cognitive processes. Some of the original research on the PMN (e.g. Connolly et al.

1992; Connolly and Phillips 1994) was grounded in the cohort model of speech perception

(Marslen-Wilson, 1984). The Cohort model is the first speech perception model of word recog-

nition, proposed in 1984, two years prior the formulation of the TRACE model (McClelland and

Elman, 1986). It is the first model to take full account of the temporal and transient nature of

the speech signal. The Cohort model suggests that word recognition comprises three separate

stages: activation, selection and integration. Phonetic information activates a cohort of pos-

sible competing lexical entries that, the more information is provided, the more are inhibited

until one item is selected and integrated (Marslen-Wilson 1984; Weber and Scharenborg 2012).

In particular, in the Cohort model, only lexical entries that share the initial phonemes with the

presented stimulus are activated, roughly after around 150-200 post stimulus onset (Marslen-

Wilson, 1984). The more phonemes are presented, the more mismatching lexical entries are

then eliminated from the cohort until hopefully only one candidate remains.

Different speech perception models and difference theories behind architectures of grammar
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provide very different assumptions. This is true both regarding the direction of the information

processing chain, as well as completely different takes on the type of mental representations

and the way information is accessed during cognitive processing of language and speech, i.e.

whether lexical feedback is present or not. However, experiments one to three aim of the cur-

rent thesis aim to elicit the PMN component with experimental designs primarily based on

previous, published methodologies used to elicit the PMN, rather than on specific theoretical

assumptions. In fact, not only does this work not commit to a specific framework of speech

perception and architecture of grammar, but the main point behind studying the role of the

PMN is so that it later can be exploited in designing experiments to investigate theories of

speech perception and grammar.

Models of speech perception such as the Cohort model Marslen-Wilson (1984) and the TRACE

(McClelland and Elman, 1986) model, to pick two of the most influential models over the past

decades, differ in the way they model information being accessed and processed during pro-

cesses of speech perception. Unlike the cohort model, TRACE is an interactional model of

speech perception. Unlike theories of modularity of mind and feed-forward perception and

processing models (e.g. Fodor 1983), the foundation of the TRACE model rests on a structure

called "the Trace", which is a network of units that work for both perception and memory in

the brain (McClelland and Elman, 1986). One key difference between the two models is that

the TRACE model also accounts for lexical feedback, which the cohort model does not.

Lexical and pre-lexical feedback is the idea that information can travel from more abstract

processing units to less abstract ones during processing and perception, in order to facilit-

ate spoken-word recognition (see Getz and Toscano 2021 for a review of recent findings). for

example, contextual syntactic and semantic information might mediate the perception of low-

level phonetic or acoustic processing. A few examples of very well studied phenomena related

to the existence of lexical feedback are the Ganong effect (Ganong, 1980) and lexical feedback

in compensation for co-articulation (e.g. Samuel 1996; Samuel and Pitt 2003; Magnuson et al.

2003.

Recent findings in cognitive sciences, with both evidence from fMRI and EEG, strongly sup-

port an interactive, top-down model of speech perception, with lexical and linguistic inform-

ation influencing early stages of sound perception (Getz and Toscano 2021). For example,

evidence from MEG suggests that areas of the brain often associated with high-level language

processing appear to be activated during acoustic and phonetic processing, too (Gow Jr and
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Olson, 2015). More evidence also supports a more complex, adaptable and flexible set of cog-

nitive processes in speech perception, supported by parallel processing streams (Scott, 2017).

In a recent model summarised by Hickok and Poeppel 2016, speech perception is explained by

two parallel, processing streams (i.e. ventral and dorsal streams) that process speech signals

for comprehension and acoustic signals respectively (Hickok and Poeppel, 2016). However,

while the current agreement in speech perception theory is that interaction is present and

feedback mediates spoken-word recognition, the exact extent to which top-down influences

and interaction mediate sound perception is yet to be determined.

In an experimental design such as the majority of the ones on the PMN, where lexical and

pre-lexical mismatch are both present, whether contextual lexical information can mediate

pre-lexical processing could matter and could potentially explain some of the findings on the

PMN. In that particular case, what type of model is chosen to frame the assumptions and the

findings could change the discussion on the PMN entirely.

However, in the experimental designs used across this thesis, no lexical activation or lexical

retrieval / manipulation task is present at all across the entirety of the study. In experiment

one, the priming used to create mismatch is only explained by transitional probabilities, and

no abstract, linguistic information such as lexical or syntactic information is present. Any

mismatch found in relation to the PMN could be safely attributed to pre-lexical mapping, in-

cluding word-form, phonetic or acoustic mismatch. In experiments two and three, mismatch

is created by the behavioural task, rather than by expectations caused by lexical activation or

retrieval (e.g. Connolly et al. 1992; Connolly and Phillips 1994; D’Arcy et al. 2004). For ex-

periment one, the only general assumption is that expectations can be caused by transitional

probabilities, which is widely accepted by all models of speech perception, including cohort

and TRACE (Marslen-Wilson 1984; McClelland and Elman 1986). For experiments two and

three, where the behavioural task does not entail any use of lexical activation or processing,

information flow order between less and more abstract layers of language processing should

not influence mapping and mismatch of phonetic information.

One of the key elements of this work is that, not only are theoretical assumptions limited when

it comes to models of speech perception, but also that the findings of this work, whether the

PMN exists in response to non lexically-active phonological mismatch, can also later be used

to explore the extent to which lexical and pre-lexical feedback influences earlier level of speech

perception. While current theories of speech perception drive away from a completely mod-
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ular account (e.g. Scott 2017; Getz and Toscano 2021, the extent to which feedback and in-

teraction in language processing work requires further investigation, which could be aided by

newly acquired knowledge on components such as the PMN.

2.3.2 Mental representations

Another major discrepancy among different models of speech perception and architectures

of grammar is that of mental representations. Especially when talking about the PMN in-

dexing phonological and lexical processing, different models assume that this information is

linked and retrieved differently in the brain. In this section, two main competing accounts

are presented and a point is made that, regardless of the underlying assumption, the current

studies of the PMN should be able to collect evidence regarding the nature of the PMN to in-

vestigate its link to phonological and word-form mapping specifically.

In particular, most recent studies on the PMN define the component as as goodness-of-fit

response between word-form information and speech input, regardless of lexical status of the

stimulus (e.g. Newman and Connolly 2009). This suggests that word-form information of an

expected stimulus is pitted against word-form information of the speech input and, when the

two do not match, a PMN component is obtained. This happens regardless of lexical activation

of the target stimulus, as shown by previous literature (e.g. Newman et al. 2003; Newman

and Connolly 2009). However, it is still unclear what aspects of word-form information the

PMN is sensitive to. In all studies on the PMN, the phonological / word-form mismatch was

obtained with a segmental mismatch, where at least the first phoneme of the target stimulus

was presented as different than that of the priming stimulus (e.g. Newman and Connolly 2009)

or from the expectations created by contextual information (e.g. Connolly et al. 1992; Connolly

and Phillips 1994).

Different models propose that the "best-fit" word-form (and lexical) information can be stored

and retrieved in different ways. For this particular work, we will focus on abstract represent-

ations and exemplar accounts. All models of speech perception mentioned until now (e.g.

Cohort and TRACE models) assume that, for each lemma, there is an abstract entry and rep-

resentation of that particular item, linked to an abstract representation of its word form and

meaning (Marslen-Wilson 1984; McClelland and Elman 1986; Norris 1994; Scharenborg and

Boves 2010). The Minerva2 model is, on the other hand, an exemplar model of memory (Hintz-

man, 1986).
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The Minerva2 model was used to simulate spoken word recognition through episodic memory,

explaining that acoustic information and differences across utterances are relevant and they

are directly matched with all episodic representations of the instance of a particular item,

every time it is uttered. With Minerva2 there is no need for feedback, as there is no middle

layer between input and lexical representations, since each input is directly mapped onto its

episodic counterpart (Goldinger, 1998). However, it’s been argued that a direct mapping of

form and meaning for each input is much less optimal and it is computationally expensive.

Breaking the process of word-recognition down in separate cognitive steps — as it has been

described by other models we have previously discussed — is probably preferred and consist-

ent with priming and cognitive experiments.

To summarise, most speech perception models assume that an abstract, lexical representa-

tion — linked to one phonological word-form representation — is stored in memory and, de-

pending on the model, accessed and selected through different cognitive processes that might

or might not include interaction and feedback. The Minerva2 and other exemplar models of

memory and speech perception, on the other hand, assume that lexical and phonological (and

acoustic, and contextual, etc.) information are stored together in one exemplar, for each ob-

servation of a given exemplar. These exemplars are then stored in proximity with similar other

exemplars and the speech input is compared to the existing, stored exemplar clouds in order

to activate and select the correct item.

However, both previous literature on the PMN and the current study define the PMN as a mis-

match between speech input and the selected, expected word-form of an incoming stimulus,

whether the stimulus contains lexical information or not. For this reason, the only underlying

assumption necessary for the mismatch causing the PMN to occur is that some phonological,

word-form information is selected to be matched onto the incoming speech input. All mod-

els of speech perception assume that some item and its corresponding form information is

selected after the process of retrieval, regardless of whether this happens through the selec-

tion among a cohort of mental representations or whether the speech input is compared to

clouds of exemplars stored in memory. As long as some word-form information is selected at

the end of that process and as long as that information does not match the speech input the

PMN should be elicited.

Regarding stimulus lexical information, absent across all three experiments presented in the

current thesis, the type of representation or how the information is stored should also not af-
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fect the elicitation of the PMN component. Whether lexical representations are selected from a

cohort of options, or whether stimulus lexical information is present in the exemplar together

with matching word-form, episodic and acoustic information should not play a role in the

comparison of expected word-form information with the speech input, as that information is

retrieved either prior or simultaneously to lexical information.

The phonological information that the PMN indexes is broadly associated to word-form in-

formation in most of the existing literature on the PMN. Future and more specialised studies

on the PMN could also help inform whether the component is mostly sensitive to some as-

pects of word-form information more than others. As mentioned above, all pasts experiments

elicit the PMN with mismatch in segmental word-form information (i.e. mismatching vowels,

consonants) but none focus on other aspects, such as intonation and other supra-segmental

features. In addition, lexical information, both contextual and specific to the stimulus, does

not seem to be necessary for the elicitation of the PMN, as the component was evoked as a

response to mismatching stimuli in minimal settings as seen in Newman et al. ()2003; 2009).

However, identifying whether word-form mismatch alone can trigger the PMN might suggest

that later accounts of the nature of the PMN are more likely to be correct, compared to original

discussions on the component that placed it as a direct response to mismatch in the lexical re-

trieval stage of spoken-word recognition.

2.4 Where do we stand?

The use of electro-encephalography is very promising in the context of providing more evid-

ence of the extent of bottom-up and top-down processing of speech perception, primarily

because of its great temporal resolution. Understanding more about when lexical activation

happens and its mediation of phonetic processing (e.g. Getz and Toscano 2021) can provide

valuable benefits to understanding information flow order and cognitive processing in speech

and sound perception. This endeavor, however, does not come without its drawbacks.

The PMN component stands out from other well-known ERP components in the realm of

speech perception and spoken word recognition. This is because of the limited amount of

studies run to investigate its nature and because of its dubious role as a response to word-form

processing in relation to lexical activation (Lewendon et al., 2020). Being able to precisely pin-

point the role of the PMN component, whether strictly phonological, lexical, a combination of

these two or a response to anything else, by separating specific aspects of speech perception
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with dedicated experimental paradigms, can be informative in multiple ways. Knowing more

about the PMN component and its role in speech perception can be an extremely advantage-

ous tool for the study of speech perception, modularity of mind and grammatical architec-

tures.
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Chapter 3

Methods

3.1 Introduction

Electro-encephalography (EEG) is a non-invasive electrophysiological technique used to re-

cord brain activity. By placing electrodes on the scalp of experimental subjects, EEG allows for

the recording of shifts in electrical activity in the brain. In experimental paradigms using EEG,

electrical potential is often measured in response to the presentation of specific time-locked

stimuli or events. These shifts in electrical potential, used to investigate cognitive processing

in response to external events, are measured in the brain as a responses to experimental stim-

uli and they are called event-related potential (ERP) components. Compared to other ima-

ging techniques, such as functional magnetic resonance imaging (fMRI), the main advantage

of EEG and ERP studies is their temporal resolution. EEG equipment is often times capable

of measuring shifts in electrical potential with a sampling frequency of up to 2048 Hz (2048

measurements per second). The temporal resolution that this method provides makes it a

primary choice when investigating the response timing of the brain during the perception and

processing of any type of information. On the other hand, imaging techniques like fMRI have

the advantage of a much more precise level of topographical imaging that is just not avail-

able with EEG. One of the reasons behind this differences is that the electrodes are placed, for

obvious reasons, on the outside of the participant’s scalp. Because of this, they do not allow

accurate (or true three-dimensional) measurements when it comes to ERP component origin

and topographical distribution.
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The current chapter describes the equipment and the procedures employed for the collection,

pre-processing and analysis of EEG and ERP data, across all experiments in this thesis. The

hardware and software used is presented in detail and the pre-processing steps — used to turn

raw, continuous EEG data into filtered, baseline-corrected and subject-averaged ERP data sets

— are explained and justified to the reader. Information regarding experimental design and

stimulus presentation and synthesis can be found in the chapters dedicated to each exper-

iment. Whenever possible, consistency in collecting, processing and analysing data across

all three experiments — together with the development of similar experimental paradigms

throughout the study — was a priority during the creation of protocol and the choice of soft-

ware, hardware and methods for the realisation of all experiments.

3.2 Location

The Psycholinguistics Laboratory at The University of Manchester was used as primary loca-

tion for data collection and storage throughout all experiments. The laboratory is equipped

with a sound attenuated (34 dB attenuation) experimental booth, with one experimental pos-

ition dedicated to EEG data collection. The EEG position in the sound attenuated booth con-

tains a desk, housing two computer monitors, a set of speakers and a chair, facing the desk

and placed 1.5 metres from the main experimental-presentation screens. The speakers are

placed on the sides of the monitor, facing the participant at equal distance. Across all three ex-

periments, the monitor was only used to present a fixation cross and messages indicating the

start and end points of the rest blocks. All stimuli were presented auditorily only. The volume

was kept consistent for all experiments, at a comfortable level that allowed both clear listen-

ing and maximum comfort for the entire duration of the experiment. The average dB level,

measured from the participant’s perspective, was of an average 60 dB. A computer keyboard

and a mouse were placed on the desk, but no behavioural task that required their use was im-

plemented while recording EEG data. Because no input from the participant was recorded,

there was no need for using specialised behavioural analogue boxes or gaming controllers.

Keyboard and mouse were only used to skip rest blocks and start the experiment. Electrodes

are connected to a front-end device in the experimental booth, placed on a second desk be-

hind the participant. Both the receiving and experiment presentation computers are located

outside the booth to avoid alternate current (AC) interference. No other electrical device was

plugged in inside the booth during the data collection phase. No artificial (or AC) lighting was

used to avoid further interference. The experimental booth is naturally lit by a window on its
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side.

3.3 The equipment

This section aims to describe all hardware and software used for the execution of the experi-

ments and the processing of the data.

Figure 3.1: Signal flow from stimulus presentation to EEG data capture

participant

experiment

electrodes

triggers

front end receiver

receiving PC

• Electrodes: 64 BioSemi pin-type active electrodes (A+B) for the scalp and 6 flat-type active

electrodes (EX1-6) for the eyes were used across all three experiments of this research study.

Ag-AgCI electrode tips provide low noise and low offset voltages. Pin-type electrodes were

applied onto a 64-channel BioSemi head cap with a 10:20 electrode distribution system as

pictured in figure 3.2

• Front-end: BioSemi Active-Two AD-box is a low-power, galvanically isolated front end with

the possibility of connecting up to 240 electrodes. The box was placed near the participant

during data collection and it was connected to the electrode bundles originating from the

cap. The box is DC powered with a battery to avoid AC-related interference affecting the

data. The front end is itself connected to the receiver through an optic fibre cable.

• Receiver: The BioSemi USB2 Receiver converts the signal from optic to digital and it transfers
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the data to the receiving computer, where it is stored. The receiver also collects data sent as

analogue triggers (i.e. markers that temporally align the presentation of the stimuli with the

continuous EEG data, necessary for the computation of average ERP).

• Software: All experiments’ stimulus presentation was coded in Neurobehavioral Systems’

Presentation (Systems 2004; v. 21.1). For the experiment structure, two proprietary lan-

guages were used for the coding: PCP and SPL. The data were monitored during collection

and they were saved to disk with the software suite ActiView by BioSemi (v. 7.07). EEG

data preprocessing was carried out in Matlab (R2019a) and its extensions EEGLAB and ER-

PLAB (Delorme and Makeig 2004; Lopez-Calderon and Luck 2014; version 2019.1 and 7.0.0

respectively). Averaged ERP data were later processed, analysed and visualised with R (R

Core Team 2020; version 4.0.3) in RStudio (RStudio Team 2020; version 1.4.11). R packages

used for the processing, visualisation, significance testing and modelling of ERP data in-

clude the ERP (Causeur et al., 2018), the lme4 (Bates et al., 2007), lmerTest (Kuznetsova

et al., 2017) and pbkrtest (Halekoh et al., 2017) (imported through lmerTest) packages

as well as packages from the tidyverse (Wickham et al., 2019) suite. Post-hoc pairwise

comparisons were carried out in R with the use of the emmeans (Lenth et al., 2019) package.

Type III ANOVA tables with adapted F-tests for linear mixed effect models (Kenward-Roger

approximation; Halekoh et al. 2017) were created using the anova(type = "III", ddf =

"Kenward-Roger") function, modified by the lmerTest and pbkrtest to work specifically

with lme4 objects. In case of non-significant interactions, the best model fit was chosen by

AIC/BIC comparison using the anova() function from base R. Topographical scalp maps

were created using cubic spline interpolation methods from the akima R package (Akima

et al., 2016). All analyses, visualisation and modelling were knit from R Markdown into com-

mented html files for improved readability. All output files are freely available to download

from GitHub links as detailed in the final section of the current chapter.

• Audio/video: The computer monitor used for the presentation of experimental stimuli and

instructions is a Dell 23" computer monitor with a resolution of 1900x1080 and an aspect

ratio of 16:10. The audio presentation device is a pair of Logitech stereo speakers.

3.4 Protocol

Participants were recruited among the undergraduate and postgraduate student population

at the University of Manchester and they were compensated č20 for their time. Each exper-
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Figure 3.2: Channel locations for the 64-electrode 10-20 BioSemi system.

imental session, from start to finish, lasted two full hours on average. Undergraduate ex-

perimental assistants were recruited to help with experimental and equipment set-up. One

researcher was always present during data collection to ensure the protocol was followed cor-

rectly.

3.4.1 A solid foundation

The chapters focussing on each of the experiments (Chapters 4, 5 and 6) deal in detail with how

the stimuli were created and how they were arranged when presented. The aim of this section,

on the other hand, is to introduce a paper, by Astheimer and Sanders (2011), whose influence

was crucial in determining the nature of the stimuli used in experiments one and two. Further-

more, some methodological choices used in the study by Astheimer and Sanders (2011) were

also employed in the experiment of the current research project, working as a baseline for the

creation of the general experimental paradigms for all three experiments. This is particularly

true for the creation of the experimental paradigm of experiment one. Astheimer and Sanders

(2011) created partwords by combining 11 synthesised CV syllables and they then trained par-

ticipants to learn to recognise the stimuli through computerised training and testing exper-

imental blocks. This was done with the aim of testing whether presentation of word-initial

syllables, in continuous speech and during passive listening, elicited a greater response com-

pared to word-medial and -final syllables. ERP evidence can be used to show that focussed

attention is shifted to a greater extent to the presentation of word-initial syllables, since they
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are assumed to be more informative in spoken-word recognition (e.g. Connine et al. 1993).

The results of the ERP study confirmed that word-initial responses elicited a greater N1 re-

sponse linked to attention and unexpected stimuli (Näätänen and Picton, 1987), compared to

word-medial and -final syllables after training (Astheimer and Sanders, 2011).

The results of Astheimer and Sanders’ (2011) experiment are directly relevant to the aims of

this thesis, as they inform us that focussed attention is stronger to the presentation of word-

initial syllables because of the higher amount of information they carry during spoken-word

recognition. However, what is even more relevant is the level of detail and planning applied to

the realisation of the methodology and the choice of the stimuli. All part-words created were

balanced to resemble real speech in terms of phonemic and syllabic transitional probability

ranges. Moreover, ulterior exploratory and behavioural checks were run to make sure that

none of the part-word stimuli stood out from the pool of stimuli for any particular reason

nor that any of the items resembled a real word in English. For this specific reason, the same

blueprint of the stimuli used in Astheimer and Sanders’ (2011) was applied for the creation

of stimuli of experiments one and two. In addition, our stimuli in experiments one and two

were controlled to an even stricter extent with syllable durations being exactly the same for

every syllable. In Astheimer and Sanders (2011), syllable duration ranged between 190 and 310

ms. This extended range could have played a confounding factor in the current experiments,

where the focus is on testing the response to phonological and phonemic differences between

syllables.

Other methodological components from Astheimer and Sanders’ (2011) paper are present in

the current experiments. For instance, a similar experimental protocol was adopted, with the

order of presentation of the experimental blocks and the choice of having a baseline EEG re-

cording being extremely alike in both experiments. The baseline recording — before parti-

cipants had learnt the stimuli — was followed by training and testing behavioural tasks, before

EEG is later recorded again once participants had learnt the nonce words devised for the ex-

periments. Overall, drawing on stimuli and experimental methodology choices that have been

successfully tested in other experiments improves the validity of the methodology of experi-

ments one, two and three. As an added benefit, similar methodological choices between ex-

periments add an extra layer of comparability between new and old research that might allow

for direct and indirect comparisons of findings, working as partial replication of older studies

in the field.
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3.4.2 Equipment set-up

Participants were seated on a chair and their cranial circumference measurements were taken

in order to choose one of two sizes of head-caps (Small, 52-56 cm; Medium, 56-60 cm). Then,

once the cap had been applied, the nasion-to-inion distance was measured. To allow for topo-

graphical normalisation, the nasion-to-inion distance was used to be able to normalise across

different size heads (inter-participant). The Cz electrode was adjusted to be found at the mid-

point of the scalp for every participant across all three experiments. Once in place, the pin-

type scalp electrodes were applied to the cap, using an electrolyte solution (Signa Gel) for

better conductivity and stable contact between the scalp and the electrode tip. The gel was

applied to each hole of the cap with plastic syringes, prior to the application of each electrode.

Six face electrodes were subsequently applied to monitor noise caused by eye movements and

blinks and activity caused by nearby face muscles. Two electrodes were placed on the side of

each eye to capture lateral eye movements. Two electrodes were placed at the top and two

more at the bottom of each eye to identify blinks. These electrodes are generally referred to

as EX1 to EX6 and they were applied to participants’ faces with the use of a double-sided tape

(specifically designed for this application) and a drop of electrolyte solution for best signal-to-

noise ratio measurements

3.4.3 Dealing with noise

After all electrodes were in place, the quality of the signal was visually monitored in ActiView.

Electrodes that showed an abnormal impedance measurement were corrected with the ad-

dition of more electrolyte gel to increase signal-to-noise ratio and, therefore, reduce imped-

ance. Although, in most cases, this one step was sufficient to restore the channel to an us-

able state, the signal from some of the electrodes remained noisy at times. In these specific

cases, the noise was corrected during the pre-processing phase (after data collection, before

re-referencing to the average of all electrodes) either through spherical interpolation or by dir-

ectly removing the electrode channel from the dataset entirely. In the vast majority of cases,

however, applying a notch filter at 50 Hz was enough to get rid of the majority of noise across

all participants’ data.

3.4.4 Instructions

A different set of instructions was read to participants for each experiment and specific details

are discussed in the respective chapters. The average data collection phase lasted around one
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full hour, including breaks. Among the instructions, participants were told to keep their gaze

on a fixation cross, placed in the middle of the screen during the duration of the entire exper-

iment, with the exclusion of rest blocks. Participants were also instructed to moderate and/or

control blinks whenever possible, blinking especially only when stimuli were not being presen-

ted, during the inter-stimulus interval (ISI). Generally, participants were given a 30-second rest

block every about 3 minutes of experimental trials.

To avoid excessive fatigue, the possibility of taking a longer breaks during data-collection

blocks was offered to all participants. However, no participant took advantage of this offer

in any of the three experiments. Only programmed rest blocks were used with no exceptions.

Before the start of an experiment, participants were shown live EEG data recordings of their

own brain from a secondary screen — placed in the booth and turned off during the duration

of the experiment — to show the negative effects and the amount of noise created by sudden

movements or excessive blinking.

3.4.5 Debriefing

Upon conclusion of the experiments, the head cap was removed from the participants’ scalps

and so were the face electrode. A short debriefing followed. Compensation of GBP 20 par-

ticipant was provided and participants were then dismissed. Lastly, electrodes and head cap

were cleaned with lukewarm water and disinfected with the use of isopropyl alcohol after every

experiment. Equipment was then placed onto dedicated drying racks to dry until the next ex-

perimental session.

3.5 Data pre-processing

A fixed protocol was not only followed for the experimental procedure but it was also extended

to data pre-processing and, in particular, to all the steps necessary for converting raw, con-

tinuous EEG data into averaged ERP data. The data collected consisted of one single file per

participant. The file contained measurements of continuous electrical activity over 70 elec-

trode sites (i.e. 64 scalp + 6 face electrodes), recorded at a rate of 2048 kHz and at a resolution

of 32 bits.
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3.5.1 Preliminary steps

Each BioSemi .bdf file was imported into Matlab and EEGLab and it was turned into an EE-

GLab dataset. Channel locations were added to each of the 64 scalp channels for future to-

pographical analyses on the data. The experimental triggers sent during data collection from

the experimental presentation software were paired with corresponding labels used to disam-

biguate which trigger (or code) was representative of which type of event (i.e. presentation of

a matching or mismatching stimulus). Before filtering, channel data was briefly visually ana-

lysed for particularly noisy channels or issues with data collection, alignment of experimental

triggers and so on. EEG data were also re-sampled from 2048 to 512 Hz, from the starting 2048

Hz. Resampling allows for faster pre-processing and smaller-size datasets. For reliable meas-

urements, sampling rate should be at least double the highest frequency of interest (Nyquist

frequency). In this particular case, 512 / 2 Hz is still a very high frequency considering all ERP

experiments linked to language processing are usually characterised by frequencies between

5 and 15 Hz.

3.5.2 Filters

The recordings from all electrodes were notch filtered at 50 Hz to remove AC interference.

The notch filter used is based on the Parks-McClellan notch filtering algorithm implemen-

ted as a function in Matlab’s Signal Processing Toolbox. The resulting data were then band-

pass filtered between 0.01 and 40 Hz to remove DC offset (on the low end) and possible other

sources of noise (on the high end) that might reduce the signal-to-noise ratio in the dataset.

An IIR Butterworth band-pass filter was used for this pre-processing step. Filtering data on the

frequency domain can often create artefacts and imprecisions in the time domain. However,

the very conservative range of the band pass thresholds used in the pre-processing chain of

these experiments should not affect any components of interest to our study, usually charac-

terised by frequencies of 10 Hz or lower. Once filtering was completed, the dataset was briefly

visually analysed with a particular focus on electrode channels that might still present sources

of noise that filtering was not able to remove. It only happened twice that an electrode showed

abnormal levels of noise, possibly due to poor connection or the electrode falling out of place

during data collection. In this rare cases, data was spherically interpolated at the electrode site.

Before referencing, Independent Component Analysis (ICA) was run. ICA was used primarily

to remove blinks only, in order to avoid deteriorating the data by removing components that

might have been informative. In most cases, artefact rejection was enough to eliminate trials
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contaminated with blinks.

3.5.3 Re-referencing

Electrodes from BioSemi are referenced online to the Common Mode Sensor (CMS) electrode

during data collection. THE CMS electrode injects a small amount of noise in the data, sup-

posedly reducing the amount of external noise picked up by the electrodes. When data is im-

ported into EEGLAB it needs to be re-referenced to one or multiple electrodes among the scalp

or face electrodes. When the data was imported, all channels were temporarily referenced to

the average of temporal electrodes T7 and T8. However, after the data had been cleaned with

filters and channel interpolation, average channel reference (AVE) was applied, reverting to

the previous T7-T8 reference. Average reference of all (scalp) electrodes is considered among

the best possible references for reduction of noise and for topographical analysis of the data.

However, data was not referenced to the average of all electrodes on import simply because

some of the channels could have been particularly noisy, for some subjects. For this reason,

AVE re-referencing following pre-processing data-cleaning steps guarantees a much cleaner

dataset.

3.5.4 Epochs

Once the data had been filtered and bad channels had been removed, the data was divided

into epochs starting 200 ms before the presentation of a stimulus, with a length of 1000 ms.

Epoching the data reduces the size of the dataset, by removing any unnecessary recorded sig-

nal. However, it is only done at a later step since processes like filtering (or ICA) work better

on continuous data. Each epoch is baseline corrected to the period preceding the presenta-

tion of the stimulus (-200 ms to 0). Artefact detection was performed with a moving average

window across all 64 scalp electrodes. The threshold was set to 50 micro Volts. Finally, average

ERP components were calculated for all experimental conditions once noisy epochs had been

removed.

3.6 Statistical analysis

ERP data tend to be very noisy and unpredictable, even with a well-controlled methodology

and properly set-up equipment. Noise in EEG data has different sources: 1) sources external to

the brain, such as eye blinks, electrical skin conduction and room electrical interference (or AC
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Figure 3.3: Pre-processing protocol from continuous EEG data to average ERPs.
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hum) are among the biggest causes of noise and artefacts. On top of that, 2) having fewer tri-

als or participants than required, investigating effects that are lesser known or harder to elicit

can definitely contribute to the quality of the signal that, once processed and cleaned, is used

for statistical analyses. A methodological paper by Luck and Gaspelin (2017) shows that, by

dividing their ERP dataset into two groups (or conditions) by simply splitting the data points

at random between either the first or second condition, researchers were able to find signific-

ant differences, using otherwise standard significance testing and data modelling techniques,

between the two groups. This was certainly due to the amount of noise and variability in ERP

data. These significant differences were not justified as the data was split randomly across the

two conditions and there was no real trend to account for the differences.

The different analyses carried out on the datasets of experiments one to three can be split in

two main groups: channel-level analyses and mean amplitude modelling. In mean amplitude

modelling analyses, cubic-spline interpolation scalp maps were generated in R (R Core Team,

2020) displaying means amplitude measurements collected throughout several time windows

with the akima (Akima et al., 2016) package. After describing visual trends in the data, differ-

ences between conditions, scalp region and hemispheres for mean amplitude values meas-

ured across specific time windows — where trends were previously discovered with a more

exploratory analysis using the multivariate adaptive factor adjustment method — were tested

using linear mixed effect regression models (LMM) in R with the lme4 (Bates et al., 2007) and

lmerTest (Kuznetsova et al., 2017) packages. Together with the main effect of experimental

condition and its interaction with region and hemisphere, intercepts were allowed for exper-

imental subjects in the random structure of the model1. Whenever the interaction of exper-

1Because of the nature of the data and the low amount of subject groups, LMM resulted in singular fits

58



imental condition and region or experimental condition and hemisphere were reported as

significant, post-hoc pairwise-wise comparisons and contrast tables were produced using the

emmeans package in R. While LMM allow to test whether average amplitude values in a spe-

cific time range are significantly different across different conditions and scalp regions, the

AFA method (Sheu et al., 2016), used in this work as a mean of exploratory analysis of the data,

is generally used for channel-level analysis to determine the extent of the differences at each

of the electrode sites at any given point in time throughout a grand-average epoch.

For the statistical testing of significant differences between experimental conditions at a chan-

nel level, an adaptive factor adjustment (AFA) procedure (Sheu et al. 2016) was employed

throughout all three experiments as an exploratory method to inform a more accurate use of

LMM models for the analysis of mean amplitude over time, overall a superior measure of ERP

activity compared to peak amplitude. The statistical method is suggested specifically for the

analysis of ERP data, characterised by a high degree of complex dependence pattern over time

(Sheu et al. 2016). Because ERP components are often weak and rare, mass univariate analysis

of the data is often challenging (Groppe et al. 2011; Sheu et al. 2016). Furthermore, their short

duration and inter-subject variability decreases the overall signal-to-noise ratio. ERP data are

often characterised by an elevated number of measurements, especially when high sampling

rates are used. When testing over a large number of measurements, it is extremely important to

correct for false positives (Woolrich et al., 2009), while maintaining "reasonable power for cor-

rect detection" (Sheu et al., 2016). The adaptive factor adjustment procedure was compared to

other common multiple testing methods often employed in ERP data analysis, such as the BY

(Benjamini and Yekutieli, 2001), SVA (Leek and Storey, 2008) and LEAPP (Sun et al., 2012) pro-

cedures. The AFA method was found to perform better at false-discovery rate (FDR) compared

to all other aforementioned methods (Sheu et al., 2016), while maintaining enough power to

correctly identify small, significant differences. The AFA method overcomes the challenge of

reliable and effective statistics of ERP components with a joint modelling of signal and noise

processes, including input where signal is completely absent, such as the baseline section of

the data (Sheu et al., 2016).

The combination of mean amplitude modelling and channel-level exploratory analyses

in few occasion. This is known to happen when the variance of a factor, usually a random factor in pack-
age lme4, is very close to zero. While this can be problematic, it often is expected in cases where mean
values are measured within subjects. For this reason, random intercepts for experimental subjects were
not excluded from the model in those particular instances, considering only one intercept was allowed
in the first place and that all models always reached convergence.
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provides a much clearer, complete picture of the observed effects and trends in the data.. The

decision to combine two types of analyses and, moreover, to take on a more descriptive ap-

proach when it comes to contextualising the findings of all experiments and to discuss all gen-

eral trends is primarily a consequence of the extremely exploratory nature of experiments one

to three. In particular, the paradigms used in this research project have not been used before to

investigate sound and speech-sound perception specifically. For this reason, expectations on

which components would be elicited, the size of the difference and topographical distribution

is not as clear cut as in many other existing studies.

3.7 Reproducibility

The R output (knit to html files) which includes all of the code used to process, plot,

interpolate and model the ERP data of all three experiments, as well as .csv files of all

processed ERP data are available to download on GitHub at the following repository:

mcanzi/phd_codedata

The R code written for the processing, visualisation and modelling of all findings is very com-

parable across all three experiments. The code includes multiple custom functions specific-

ally devised for the analysis, visualisation and modelling of ERP data in long-format. The

aim is to be able to provide readers access to these functions by releasing a free R package

to the community soon after completion of the doctoral cycle. The thesis document, includ-

ing source code, bibliography files and all high-resolution figures is also available on GitHub

at mcanzi/phd_thesis for download.

Note: LMM model summaries, together with type III ANOVA tables (from lmerTest) have not

been included in the main text of this work. The same is true for emmeans least square means

and contrast tables (Lenth et al., 2019), which would have amounted to pages and pages of

text. All summaries are readily available through the GitHub link provided above. For the

reader’s convenience, the code output, model summaries and contrast tables of all models of

each experiment have been knit to one html output file, named model-summaries.html and

located in the experiment-specific sections of the aforementioned GitHub repository.
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Chapter 4

Experiment 1

4.1 Introduction

The aim of experiment one is to test whether the Phonological Mismatch Negativity (PMN)

component can be elicited in a passive listening experiment which introduces a context where

phonological mismatch is accounted for but no lexical or syntactic mapping is present. This

experiment establishes an important baseline for my research. This is done by exploring

speech-like perception and passive listening, where the speech signal has been stripped of any

lexical and syntactic information. In particular, the aim of experiment one is to investigate how

the brain reacts when phonetic and phonological expectations are not met in language per-

ception and processing, with one caveat. In this particular paradigm, expectations are neither

created by semantic nor syntactic elements of language, but they are delivered through stim-

ulus presentation order and rate. There have been quite a few experiments that employ ERP

in the study of speech perception that have tried to determine which kind of mismatch elicits

which ERP component in language perception and processing. The PMN component has, for

instance, been linked to phonological mismatch in speech perception and spoken-word re-

cognition. Other components, such as the N400 and P6001, have been linked to semantic and

syntactic mismatch and mapping respectively (Kutas and Hillyard 1980; Connolly and Phillips

1994; Gunter et al. 1997; Hagoort et al. 1999).

1Although the P600 component has been linked and correlated with syntactic mapping and pro-
cessing in language comprehension, it takes on a much wider role of response to rule violations in con-
texts that are external to that of language and speech perception.
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However, as addressed in Chapter 2, often times theories regarding the role of specific ERP

components, originally linked to one particular event or type of processing, can often be up-

dated and completely turned around when new evidence is introduced (Hagoort et al. 1999).

Confounding factors in experimental paradigms, non-reproducible methodologies and over-

all inconsistent results across studies over the decades keep the role and the existence of the

PMN in a very fragile state. While the component has been linked to phonological mismatch

and mapping, there is still quite a lot that needs to be researched in order to draw a clearer

picture of how this specific ERP component behaves across different experimental environ-

ments. The reason why it is not uncommon for the role of ERP components to be updated so

frequently is mainly connected to how young the overall field is. The more we learn about ERP

and ERP research, the better researchers become at finding out new aspects of their function

of ERP components.

Another example is the MMN component which, on the other hand, was extensively and con-

sistently linked with the perception of deviant sounds and stimuli in a sequence (e.g. Näätänen

1991; Näätänen et al. 1993; Näätänen and Alho 1995). However, new evidence was more re-

cently introduced that linked the component to other types of processes in speech and lan-

guage perception, namely more abstract processes such as phonological, semantic and syn-

tactic processing (Shtyrov et al. 2003; Pulvermüller 2001; Weber et al. 2004). These two ex-

amples, the PMN and MMN, exemplify that new theories are often introduced by revisiting

older research or by carrying out new experiments to increase the sum-total knowledge that

we have in regards to specific ERP components or particular cognitive processes.

4.1.1 Background

The way research in linguistics and cognitive sciences has been linking ERP effects with spe-

cific types of reactions to mismatch / processing in the brain is, often times, by trying to isolate

specific layers of language processing and perception. Taking a look at one of the few stud-

ies carried out on the differences between the PMN and N400 (Connolly and Phillips, 1994),

thought at some point in time to be representative of the same ERP component (Diaz and

Swaab, 2007), we find a very well known common experimental paradigm for the realisation

of these types of studies. Several sentences are presented to participants making sure that the

final word in the sentence is, from the context, highly predictable2 (e.g. the piano is out of

tune). Sometimes, however, a different word is presented in sentence-final position and, it has

2This is often referred to as cloze probability (Connolly and Phillips, 1994).
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been found that 1) if the word shares the first phoneme or syllable with the predictable word

in that context but the words do not semantically match, e.g. tuna, a greater N400 compon-

ent is observed but no PMN (Connolly and Phillips 1994; Diaz and Swaab 2007). However, if

2) the word is semantically acceptable in the context but it does not share any phonological

properties with the expected word, the opposite scenario is found (Connolly and Phillips 1994;

Diaz and Swaab 2007). When the word is 3) semantically unrelated and it also does not share

any phonological properties, e.g. the piano is out of pizza, both effects are found. It has also

been observed that in the case where both semantic and phonological mismatch occur, the

N400 component is observed later than in conditions 1) and 2). For this reason, it has been

theorised that while the N400 is a response found to be greater when semantic mismatch is

present (Kutas and Hillyard, 1984), the PMN, originally named phonological mismatch negat-

ivity because of this particular scenario, must be connected with phonological mismatch and

processing in speech perception (Connolly and Phillips 1994; Diaz and Swaab 2007).

Connolly and Phillips (1994) proposed — by observing the behaviour of the PMN and N400

components across all conditions — that the PMN component appears to be sensitive to

phonological mismatch specifically while the N400 component is elicited through mismatch

and mapping of semantic information. In other terms, Connolly and Phillips (1994) proposed

that the two ERPs were dissociated from one another. They also linked the two components to

two separate levels of processing in spoken-word recognition and speech perception. How-

ever, as discussed in more detail in Chapter 2, what Connolly and Phillips (1994) failed to

overtly observe is how the PMN effect was strongest when both semantic and phonological

mismatch were present. This stands to indicate that, although the PMN appears to mostly be

sensitive to phonological mapping, it is also somehow mediated by the presence of semantic

mismatch. In future studies, Connolly et al. (1995; 2001) followed up on previous findings

to build on the foundation that they had laid down regarding the nature of the PMN and its

relationship with phonological mapping and mismatch.

The reason why we seem to agree that the PMN reflects phonological processing is simple. Re-

search in the past uncovered ERP components that are (also) linked to semantic and syntactic

mismatch, such as the N400 and P600 (Kutas and Hillyard 1984; Gunter et al. 1997) following

400 ms post stimulus onset. We also observed earlier ERP (pre-200 ms) that seem to be connec-

ted with stimulus and sound processing, mismatch, evaluation and perception at a lower level,

such as auditory MMN and N1 (e.g. Nyman et al. 1990). The PMN - whose latency has been
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found to be in between components like the MMN and N400 (Connolly and Phillips, 1994) -

has been mostly observed when the first phoneme of a highly probable word ended up being

different from the one participants expected. Because of this, it seems intuitive to think that

the PMN reflects some sort of higher-level mismatch in phonetic and phonological processing

(i.e. phonological mismatch driven by semantic and possibly syntactic expectations).

Since this first definition, the hypothesised role of the PMN, just recently undergoing rela-

belling and often being referred to as the Phonological Mapping Negativity because of its sens-

itivity not limited to mismatch, has been updated multiple times. At the same time, ERP com-

ponents are rarely only connected to one type of mismatch or event in the brain. It is becoming

more arguable at this point whether we even have "language specific" ERP components and

whether it even makes any sense to talk about a "phonological" or "semantic" component

when discussing, for instance, the N400, which has been observed across experiments using

visual (Proverbio and Riva, 2009), auditory/linguistic (Kutas and Hillyard 1980; Kutas and Hill-

yard 1984), and even olfactory stimuli (Invitto et al., 2018). In addition, not only are single ERP

components found to be linked to multiple levels of processing and mismatch, but they have

been found to interact in the same context (e.g. the N400 and P3 components have been found

interact in the perception of semantically unexpected and physically deviant words by Arbel

et al. 2011). In addition, responses in the brain usually cause what are referred to as complexes,

which is a combination of multiple components being elicited as a group due to the percep-

tion of a specific stimulus. Across the three experiments of this work, complexes like the N1-P2

complex are often mentioned in relation to the perception of speech sounds and mismatching

stimuli.

4.1.2 How to look for the PMN

In electro-physiological research, isolating a single process or a single ERP component to de-

termine its nature, even when we design an extremely well-controlled experiment, is not a

trivial task. Stripping language of all the layers that could play a confounding role in language

processing, such as semantic processing, syntactic processing, pragmatics, etc., while at the

same time investigating phonological mismatch requires complex methodologies. Unfortu-

nately, complex methodologies often do not work well when paired with ERP data collection

methods. These methods often require fairly simple designs. On top of that, even when strip-

ping language down to only speech sounds, for instance, it is still almost impossible to de-

termine whether the response of an ERP component to phonological mismatch is connected
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to auditory mismatch or to mismatch of phonological representations in a context where aud-

itory stimuli are present.

It would be unreasonable, given the evidence, to outright deny that the PMN has a connection

with some level of phonological mismatch and mapping. However, ERP components are often

linked to multiple aspects of speech perception and processing. For this reason, it is particu-

larly relevant to the study of language processing and comprehension to be able to determine

exactly what the PMN component represents. Whether it mirrors a lower-level sound mis-

match, similarly to earlier components or a higher-level, semantically informed, phonological

mismatch effect has yet to be determined. Experiments like that of Kujala et al. (2004) or New-

man et al. (2003), while removing some of the possible confounding factors (such as syntactic

activation), introduce new biases such as, for instance, using a mix of audio-visual methods

(Kujala et al., 2004). Experiment one of this thesis builds on the structure of experiments like

Newman et al. (2003) and others (see Newman and Connolly 2009; Astheimer and Sanders

2011) to study whether the PMN component — and other early auditory perception-related

components — can be observed during speech-like perception (i.e. semantic- and syntactic-

free speech signal).

In experiment one, I aimed to remove semantic and syntactic expectations in speech percep-

tion by creating a streamlined speech signal resembling a miniaturised artificial language. Par-

ticipants were trained to recognise and remember two pairs of trisyllabic nonce words. The

nonce-word pairs were structured so that the second item of each pair was always going to

follow the first one 100% of the times. This created the expectation that, once having heard

item A, item B would definitely follow. In the main experimental block, item B of each pair was

mismatching 33% of the trials, so that the first syllable of the nonce word would not match the

stimulus previously learnt by participants, failing to meet the subject’s expectations on what

word they were going to hear next. These expectations, however, differently from what usually

happens with real languages, were not created by semantic information or sentence structure

but they were externally manipulated.

4.1.3 Artificial languages

In Section 4.1.2, I mentioned how experiment one of this research project makes use of an

artificial language (AL) for the investigation of the PMN. More specifically, in this particular

case we are dealing with an extremely miniaturised semantics-free and syntactic-free version
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of an artificial language. An AL is explained as a series of word items that, just like in nat-

ural languages, can be used in different combinations and, especially in terms of transitional

probabilities, have a certain chance of appearing, in a given a context, next in combination

with one of the other lemmas in the same language. In experiment one, the simplest possible

artificial language was created. Four trisyllabic CVCVCV words only were available as vocab-

ulary, to which no meaning was assigned. Furthermore, these four items were strictly paired

in only two possible combinations. Participants were trained to learn the four words and the

combinations in which they were presented in a process of computerised learning.

The main reason behind the implementation of a miniature artificial language rather than an

existing — unknown to all participants — natural language was that in an artificial language,

phoneme transitional probabilities and syllable transitional probabilities can be systematic-

ally controlled from the outside, together with the ability to hand-pick the exact phonemes

that make up words in the language. However, there is one main argument against using

artificial languages instead of a natural language in experiments dealing with the investiga-

tion of language-specific ERP components such as the PMN. The argument revolves around

the somewhat unknown extent of similarity between processing natural languages and arti-

ficial languages in the brain. Existing research on the processing of artificial languages with

ERP has shown how, following participants’ training in the learning of a miniaturised artificial

language, similar ERP responses were found when processing artificial languages compared

to processing a participant’s native natural language (Friederici et al., 2002). In particular,

Friederici et al (2002), demonstrated how, training in learning an artificial language, made all

the difference between eliciting language-related ERP responses (with training) and not elicit-

ing them in the absence of specific language training. The aim of Friederici et al.’s (2002) paper

was, ulteriorly, to demonstrate that languages learnt outside of the critical period would elicit

responses during comprehension that mirrored those found when processing a participant’s

native language.

Another study by Tabullo et al. (2013) investigated ERP responses to mismatch in semantics-

free artificial grammars taught to participants and to mismatch in the participant’s native lan-

guage (Spanish). They discovered that, although not all ERP components were shared between

the two conditions, artificial grammar sequences elicited N400 and P600 components among

the subjects’ responses. The elicitation of a P600 or posterior late positivity response in the

mismatch condition would suggest that, syntactic sequences in a known language and se-
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quences in an (artificial) languages exhibit similar cognitive mapping and processing by the

brain. More specifically, the authors suggest that both N400 and P600 can be considered re-

sponses to unfulfilled stimulus expectations in a sequence (Tabullo et al., 2013).

In existing literature in linguistics and cognitive sciences, artificial languages have been pre-

ferred over the use of natural languages in a number of occasions. Primarily, the use of artifi-

cial languages have been employed to study infants’ and adults’ language acquisition learning

procedures (e.g. Braine et al. 1990; Gómez and Gerken 2000; Folia et al. 2010) and to test hy-

potheses such as the critical period (Friederici et al., 2002). Other examples include the use of

artificial language learning for clinical investigations into semantic and syntactic abilities of

aphasic patients (Glass et al., 1973), feature-based generalisations (Finley and Badecker, 2009)

and, among many other, studies on language evolution (e.g. Christiansen 2001).

The artificial language employed in experiment one was, from a complexity classification

stand-point, extremely simple. No lexical mapping was introduced for any of the four words

in the AL. Furthermore, during passive listening tasks, it is common to present participants

with a mute film in order to distract them from auditory stimulus presentation. It was thought

to be best not to implement this feature in order to avoid participants possibly semantically

connecting specific words to images on the screen. No syntactic relationships among the items

were introduced either, but it was made clear that the four words were strictly grouped into two

pairs, with transitional probabilities between the two items of each pair being 1. The reason

why only four words — and two pairs — were created for the experiment was that four seems

to be the maximum amount of stimuli participants can comfortably hold in short memory

(Cowan, 2001). Considering the training phase was done directly prior to the presentation of

the stimuli and that making sure participants knew the stimuli perfectly was such an import-

ant feature of the study, only few stimuli were used to maximise learning outcome.

4.2 Methods

4.2.1 Stimuli

Six pairs of trisyllabic (CVCVCV) nonce-words (e.g. tapabi) were synthesised in Praat and used

as the set of stimuli for experiment one. Two pairs of nonce words are henceforth called stand-

ard pairs. These two nonce-word pairs were presented to participants in the training session,

as highlighted in the experimental protocol below. Subjects were instructed to memorise and
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recognise the four nonce words forming the two standard pairs. The other four nonce-words

pairs are referred to as manipulated pairs from this point onwards. While almost exactly the

same as the two standard pairs, they differed only by the first syllable of the second nonce

word of each pair. Two manipulated versions of each standard pair were created. Each nonce

word measured 700 ms in length and each pair would, in total, measure 1900 ms, including

a 500 ms pause between the two items of the pair. Pitch contour, vowel length, syllable and

word duration were controlled among standard and manipulated pairs too, in order to reduce

the number of confounding differences between the stimuli.

Each CV syllable was synthesised using Mac OSX text-to-speech software and it was later mod-

ified in Praat to control for vowel length, syllable length and pitch contour. For consonantal

sounds, only plosive consonants /p/, /b/, /d/, /t/ and /k/ were used. As for the vowel sounds,

only /a/, /i/, /o/ and /u/ were employed. Standard nonce words and pairs were created so

that phonemic transitional probability was controlled for. The stimuli used were previously

planned and employed by Astheimer and Sanders (2011) who checked for stimulus bias and

controlled for several other factors such as phonemic transitional probability, resemblance

of nonce words to English words, etc (as detailed in Chapter 3). The transitional probability

between the two items of each pair — for each of the standard pairs — was 1. This meant that

the probability of a specific nonce word being in position two, after hearing the first word of

each pair, was 100%.

The diagram below presents the nonce words, part of standard and manipulated pairs, em-

ployed for the experiment.

Figure 4.1: standard (left) and manipulated (right) nonce-word pairs used as experi-
mental stimuli.

/piputu/, /bubapu/

/piputu/, /dobapu/

/piputu/, /dabapu/

/tapabi/, /dipida/

/tapabi/, /bapida/

/tapabi/, /bupida/
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4.2.2 Behavioural pilot

Before running experiment one in its full form, I decided to run a behavioural pilot with 5 par-

ticipants based on sections two and three of the experiment (i.e. training and testing) of the

experiment. This was done in order to test 1) whether any of the nonce words used as stimuli

where too similar to each other or too similar to existing English words and 2) whether the

computerised training was as effective in practice as it was in theory for participants to recog-

nise and distinguish standard pairs to their manipulated counterpart. All 5 participants were

native speakers of British English. They rated the stimuli as Not at all similar to existing Eng-

lish speaking words. No stimulus was rated as standing out from the others for any particular

reason and all participants completed the testing phase of the experiment on the first try after

a short (2 - 5 minutes) training phase. Because of these reassuring results, the stimuli used for

the behavioural pilot were kept unchanged for the experiment. No participant that took part

to the behavioural pilot also took part to the final experiment. No compensation was given for

the participation to the pilot.

4.2.3 Participants

Twenty two (F = 12) undergraduate students at The University of Manchester participated in

this experiment. All participants were native speakers of English, right-handed adults and

they all reported normal hearing and normal or corrected-to-normal vision. No participants

disclosed use of psycho-active medications or the presence of any known neurological con-

ditions. Written consent was taken from each participant before the beginning of the exper-

iment and compensation of č20 was given upon completion of the final experimental block.

Two participants did not complete the experiment due to technical difficulties during exper-

imentation and the data from two more participants were discarded because of an elevated

number of artefacts and noise. In total, data from 18 participants (F = 10) was included in the

analysis of the results.

4.2.4 Design and instructions

Experiment one comprised four distinct experimental blocks: baseline, training, testing and

target blocks. Each block and its function is now presented in detail.

Baseline: During this first phase, EEG data was recorded from participants for an average of

10 minutes, in which both standard and manipulated pairs were presented 66% and 33% of
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Figure 4.2: Order of experimental blocks for the procedure of experiment one.

Baseline Training Testing Target

the time respectively. A break between each pair of 1 second was also introduced. The goal of

the baseline section was to record participants’ reaction to standard and manipulated speech

sequences without any prior active learning of the stimuli themselves. No behavioural task

was present in the baseline section and no rest blocks were provided. The baseline section, as

already mentioned, lasted only 10 minutes on average. While this is not a great deal of time

to collect clean ERP data from subjects, extending the collection time in this first phase would

have meant keeping participants in the lab for a much longer time.

Training: Following the baseline block, participants were instructed to learn the two stand-

ard nonce-word pairs through computerised training. Each pair was presented auditorily to

the experimental subjects. Participants were instructed to press <enter> on the keyboard to

move on to the next pair of stimuli. Participants were given as much time as they needed to

confidently memorise and recognise standard stimulus pairs. The average training phase las-

ted approximately 5 minutes (2 - 8 minute range).

Testing: Then, participants undertook a computerised behavioural testing block. Both stand-

ard and manipulated pairs were presented auditorily at equal rates and subjects had to dis-

ambiguate between pairs they had previously learnt in the training phase and those that they

had not. Participants were instructed to press <enter> on the keyboard if the stimulus heard

was exactly as they had learned in the training session, while <tab> if they thought it had been

changed in any way. In order to pass the test, participants had to provide five correct answers

in a row. The test was repeated a total of three times for each participant. If a participant

failed the test twice in a row, subjects were presented the training block again. All participants

passed the testing phase on the first try except one participant, who passed it on the second

try after brief retraining. The data from that participant ended up being discarded because of

a noisy recording. No EEG data were collected neither in the training nor in the testing blocks

of the experiment.

Target: The main data collection block was administered to all participants. Subjects were

instructed to listen to the pairs of nonce words they had previously learnt in a passive listening

task. However, unbeknownst to them, 33% of the time, one of the manipulated pairs would
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be presented instead (mismatch condition). During this phase, EEG data were recorded from

64 flat-type active electrodes on the scalp and 30 second rest blocks were provided every three

minutes of trials. In particular, ERP responses were measured whenever the second nonce

word of each pair would be presented, as the first word of each pair, regardless of the fact

that it was a standard or manipulated stimulus, would not change across conditions. The

target block lasted an average of one hour per participant. Participants were offered a choice of

warm or cold drink to consume during the breaks. Although presenting mismatching stimuli

at a lower rate compared to matching ones could have introduced unwanted responses to

stimulus presentation rates (i.e. so called odball paradigm), the decision was a compromise

to avoid habituation to the presentation of manipulated items had the presentation rate been

0.5.

4.2.5 Expected effects

For the dataset collected in experiment one, two and three, I decided — beforehand — to focus

on a subset of electrodes when testing for differences (at a channel level) between conditions.

In particular, I ran statistical analyses on 18 electrodes, located in prefrontal, anterior, frontal

(AF and F), central (FC and C) and parietal (P) regions of the scalp, where effects of interest to

this study, such as N1, MMN, PMN, P3 and N400 are most likely to be located (Kutas and Hill-

yard 1980; Connolly and Phillips (1994); Kujala et al. 2004; Garrido et al. 2009). Electrode sites

were included from multiple regions of the scalp with different distributions. For instance,

only three parietal sites were included in the analysis since only some evidence was found

that suggested the PMN has a parietal distribution (e.g. Connolly and Phillips 1994). However,

most of the scalp sites are distributed in anterior, frontal and central areas of the scalp, where

N1, MMN and PMN have most often been observed.

Experiment one is the first exploratory study of this research project. For this particular reason,

all effects are expected based on previous literature and the type of experimental design that

was chosen. For experiments two and three, which employed a similar design to experiment

one, predictions made are also influenced by the results of the current experiment. In par-

ticular, N1 and MMN components — linked to unexpected stimulus perception and stimulus

mismatch (Näätänen and Picton 1987; Näätänen et al. 1993: Näätänen and Alho 1995) — are

characterised by negative peaks between 80-120 and 150-250 ms respectively in frontocentral

regions of the scalp (Garrido et al. 2009). The N1, specifically, is linked to unexpected sound

perception in the absence of task demands (Näätänen and Picton 1987), which is the case for
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experiment one, considering participants have been instructed not to actively listen to the

stimuli being presented. The MMN, also elicited regardless of participant’s focussed attention

to stimulus presentation, has also been linked to the perception of deviant stimuli in a series of

standard stimuli. This is, to some extent, represented by the inclusion of mismatching phon-

emes in the manipulated nonce-word pairs.

The PMN has mostly been observed with peaks negatively at around 250-300 ms post-stimulus

onset in frontal and frontocentral scalp sites 3, which is where and when a difference between

the match (standard pairs) and mismatch (manipulated pairs) conditions is expected should

the PMN reflect phonological mismatch (Connolly and Phillips 1994; D’Arcy et al. 2004). The

P3 (as P3a) or P300, another component linked to stimulus categorisation and mismatch (Gar-

rido et al., 2009) as suggested by its name, generally peaks positively at around or after 300

(range 250-500) ms post stimulus onset and it is strongest in parietal regions of the scalp. (Gar-

rido et al., 2009).

4.2.6 Hypotheses

As informed by more recent literature on the PMN, which places the component as a

goodness-of-fit index between expected word-form information and incoming speech input,

regardless of the role of lexical activation, one main hypothesis can be put forward for experi-

ment one.

H1: The PMN component can be observed as a response to phonologically mismatching stim-

uli in the absence of any form of lexical activation.

4.2.7 Statistical testing

As described in more detail in Chapter 3, the statistical analysis of the data was carried out on

two levels mainly, namely the mean amplitude and channel level. An adaptive factor adjust-

ment procedure (AFA) put forward by Sheu et al. (2016) was implemented for the channel-level

analysis. The procedure works better than other types of multivariate analysis at "discovering

interesting ERP features" (Sheu et al., 2016) while correcting for multiple comparisons and

time-series data correlation. The AFA method was implemented through a software package

in R, called ERP (Causeur et al. 2018). Because of the exploratory focus of the study, particular

3While, as discussed in Chapter 2, the PMN has also been observed in parietal (Connolly and Phil-
lips, 1994) and other sites rather than frontal and central (e.g. Van Petten et al. 1999), the frontocentral
distribution is the one most commonly observed one.
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attention is also given to scalp distribution and a descriptive approach to general trends and

effects across the scalp.

For mean amplitude modelling, linear mixed effect models (LMM) were fit to mean amplitude

data, measured across time windows of interest. Experimental condition, region and hemi-

sphere were added as main effects as well as a three-way interaction. The best model fit was

obtained by methods of model comparison. Random intercepts were allowed for experimental

subject. Cubic-spline interpolation scalp maps were also created to display mean amplitude

measurements. LMM were run based on previous predictions, visual exploration and channel-

level analyses.

4.3 Results

In this section, ERP results are presented from both target and baseline experimental sections.

ERP grand-average curves have been computed and statistical results are described. Mismatch

minus match difference curves are also presented to highlight differences between the two

experimental conditions. Topographical maps and mixed models have been devised to focus

on component origin analysis and topographical distribution. The discussion section of the

chapter, at a later stage, contextualises the findings of this experiment with existing theories

and past research.

4.3.1 Target block

Figures 4.3 and 4.4 present the grand-average response across all participants to matching

and mismatching pairs by electrode site, time-locked to the presentation of the second nonce

word of each pair. As described in the methodology section of the experiment, the first item

of every pair, whether matching or mismatching, remains the same across conditions. Only

the first syllable of the second nonce word was swapped in the mismatch version of the stim-

uli. ERP responses have been captured starting 200 ms before the presentation of the target

syllable, until 800 ms post syllable onset. However, because the focus of experiment one is on

components usually observed earlier than 400 ms post stimulus onset, the figures included

in this chapter often show data between -100 and 500 ms post stimulus onset. This allows us

to visualise more details and provide a clearer picture of the patterns highlighted by the data.

Furthermore, difference curves (mismatch condition minus match condition) have also been

included to help visualise direction of differences between the curves.
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Responses are highlighted for channel locations in the anterior-frontal (AF), frontal (F), fron-

tocentral (FC), central (C) and parietal (P) regions of the scalp.

Figure 4.3: Grand-average ERP curves for match / mismatch experimental conditions
and mismatch minus match difference curves calculated between -100 and 500 ms
PSO for prefrontal, anterior-frontal and frontal sites in the experimental target block.

Figure 4.3 highlights responses in anterior and frontal (FP, AF, F) scalp sites4. A negative trend

is quite visible in the anterior and frontal region of the scalp, strongest across the midline,

between 150 and 200 ms and maximal at around 160 ms at AFz and Fpz for the mismatch

condition. This negative-going deflection is most likely linked to the elicitation of the MMN

component. It is often observed in this area of the scalp, often found in the 150 to 250 ms range

post stimulus onset (Näätänen et al., 1993).

Following the elicitation of a negative trend between 150 and 200 ms, there seem to be multiple

negative-going polarities, respectively in the 250-300 ms range and the 350-400 ms range. The

4Right away, it can be observed that the data could be described as noisy when looking at the pre-
stimulus interval. This, however, is not caused by particular noise in the data, but it is a by-product of
small effects due to the passive listening nature of the task. What this means is that, while signal-to-noise
ratio is not particularly high, it is most likely not due to noise being particularly high, but rather to signal
being particularly low. This is one of the limitations of passive listening experiments.
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difference between the curves is maximal across prefrontal and anterior-frontal scalp sites.

Later in this section, it is shown how what appears to be a pair of negative-going effects for

the mismatch condition in frontal areas is in fact a by-product of central positive components

between 250 and 450 ms. These trends are most likely correlated with the elicitation of a com-

ponent referred here as P2 (because of its latency) and the P3(a) component to the presenta-

tion of novelty, oddball stimuli.

Figure 4.4: Grand-average ERP curves for match / mismatch experimental conditions
and mismatch minus match difference curves calculated between -100 and 500 ms
PSO for frontocentral, central and parietal sites in the experimental target block.

In figure 4.4, moving from the front of the scalp towards the back of the scalp, the difference

between the two curves between the 100 and 200 ms marks is reduced in amplitude until po-

larity is reversed. A similar trend can be observed for the two following deflections that now

present a positive trend for the mismatch condition, maximal across the midline at frontocent-

ral and central electrode sites. Many of these deflections in the difference curve seem to share

amplitude levels comparable to pre-stimulus interval noise. This would suggest that their

status is probably not statistically significant. On the other hand, their propagation across the

75



scalp helps visualise general average trends that seem to be shared across most participants.

With most single-subject curves being enclosed between the -3 and +3 µV and grand average

curves of all participants (figures reported in the chapters) showing effects often between -0.5

and 0.5 µV on the scale, statistical power is not at its highest.

The adaptive factor adjustment method (Sheu et al., 2016) was applied to the ERP curves from

the mismatch and match conditions in order to investigate which of these trends observed

in figures 4.3 and 4.4 is statistically significant at a channel level. The AFA method is a con-

servative method of ERP and time-series data multivariate analysis that promises to capture

nuances and differences that are small while, at the same time, providing a conservative ap-

proach when it comes to noisy data (Sheu et al., 2016). The unpredictable and generally noisy

nature of ERP data is naturally bound to false positives. In order to balance that out, the AFA

method was tested on 18 electrodes that were hand-picked before the data was even collected.

These electrode sites would show — based on previous literature — the strongest effects for the

components that are the focus of this work. The same 18 electrodes are analysed throughout

all three experiments. By testing a limited number of electrodes the number of false positive is

limited to some extent.

Figures 4.5 and 4.6 present the ERP curves for the mismatch and match conditions. The red

segments signal to the reader where the differences between the two conditions are statistic-

ally significant (on the x axis) with p < 0.05 at each of the scalp site.
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Figure 4.5: Grand-average ERP curves for match / mismatch experimental conditions
and AFA procedure results calculated between -100 and 400 ms PSO for prefrontal,
anterior-frontal and frontal sites in the experimental target block.

Most of the statistically significant differences at a channel level, found between match and

mismatch condition in prefrontal, anterior and frontal scalp sites can be observed in the right

hemisphere. Three time windows of significance are mainly displayed in the findings: the first

one is found before and around 100 ms post stimulus onset (Fp2). The second peaks negat-

ively for the mismatch condition before 200 ms (AF4 and F4). The third window is a positive

trend for the mismatch condition between 300 and 400 ms post stimulus onset (F4). This dis-

tinction is clearest in the right frontal scalp site F4, where small but significant differences are

found surrounding the 200 ms mark and, later, in the P3 range. Figure 4.5 is a good example of

the conservative nature of the AFA procedure, highlighting only few differences across 9 scalp

sites, although some other trends are visible that have not been highlighted in other regions.

Statistical differences presented in the data often show minimal size difference, in the order of

one tenth of a µV.
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Figure 4.6: Grand-average ERP curves for match / mismatch experimental conditions
and AFA procedure results calculated between -100 and 400 ms PSO for frontocentral,
central and parietal sites in the experimental target block.

Moving on to the results of the AFA procedure on frontocentral, central and parietal scalp sites,

most of the effects are visible in frontocentral and central scalp sites only. On the other hand,

minimal effects can be observed in the parietal region of the scalp and only some small differ-

ences are elicited in central sections. When it comes to frontocentral scalp sites, mainly two

effects are visible. The first effect, maximal in left frontocentral electrode FC3, is a significant

negativity for the mismatch condition between 150 and 200 ms, with a peak at 170 ms post

stimulus onset. Other significant effects, across midline and right frontocentral scalp sites, as

well as left central scalp site C3, display differences in the 250-400 ms range, characterised by

an overall positive deflection, maximal over FC ad C electrode sites, likely connected to nov-

elty P3 and P3a-b related positivity. The topographical analysis, presented in the next section,

highlights the distribution of the aforementioned components more clearly.

The focus of the analysis is primarily on the first 350 ms starting from the presentation of the

stimulus. All effects linked to phonological, phonemic and auditory mismatch are usually eli-
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cited before the observation of the N400 component. In experiment one, no N400 was ob-

served. In theory, no N400 was expected among the findings of this particular experimental

paradigm. This is considering that neither lexical nor syntactic processing or mapping were

introduced. However, the topographical analysis will reveal a later positivity in central and

parietal sites that is usually linked with the elicitation of the P600 component, often connec-

ted to syntactic violation but generally related to rule violation in speech, music and general

sequences. Besides differences linked to the elicitation of the MMN component and those

correlated to the observation of P3 and P3-related effects, no negativity between 250-300 ms

could be observed in relation to the elicitation of the PMN component. Looking specifically

at the scalp sites that have been often connected with the elicitation of the PMN, both with

grand-average curves and subtracted curves, no clear-cut PMN can be observed.

4.3.2 Modelling

Besides being one of the most consistent reference methods available for the study of ERP at a

channel level, the offline average reference (AVE) is very well suited for topographical analyses

of ERP components. For this reason, I have included cubic-spline interpolation scalp maps

showing the mean amplitude measurements (in both conditions) measured across time win-

dows where significant differences were earlier captured using the AFA procedure or where

general trends were visually identified. Furthermore, I have tested differences in mean amp-

litude measurements for the selected time windows using linear mixed effect model regres-

sions (LMM) with the lme4 (Bates et al., 2007) and lmerTest (Kuznetsova et al., 2017) package

in R (R Core Team, 2020). I have explored pairwise contrasts of condition across scalp region,

when necessary, using the emmeans package (Lenth et al., 2019). Experimental condition,

scalp region and hemisphere were added as fixed factors in each model, as well as their three-

way interaction. Intercepts for experimental subjects were allowed in the random structure

of the model. Type III ANOVA tables were generated with approximated degrees of freedom

using the Kenward-Roger method (Kuznetsova et al., 2017). Figure 4.7 displays average amp-

litude values calculated between 150 and 200 ms post stimulus onset for both mismatch and

match experimental conditions.
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Figure 4.7: Grand-Average mean amplitude intervals (between 150 and 200 ms PSO)
for mismatch / match experimental conditions in the experimental target block.

Figure 4.8: Grand-Average mean amplitude intervals (between 300 and 350 ms PSO)
for mismatch / match experimental conditions in the experimental target block.
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Figure 4.9: Grand-Average mean amplitude intervals (between 250 and 300 ms PSO)
for mismatch / match experimental conditions in the experimental target block.

Figure 4.10: Grand-Average mean amplitude intervals (between 575 and 625 ms PSO)
for mismatch / match experimental conditions in the experimental target block.

A negative deflection is highlighted for the mismatch condition over frontocentral and frontal

scalp sites, mostly distributed over the midline with a slight left hemisphere prevalence. This

difference was previously captured by the AFA method and a significant difference was dis-

played between the two conditions at the left frontocentral scalp site. The MMN, which ori-

ginates from the anterior frontal gyrus (Näätänen et al., 1993), is the most likely candidate for

the effect observed in the 150 to 200 ms time window. The LMM fitted to mean amplitude

data summarised between 150 and 200 ms reported a significant main effect of scalp region
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[F(10,1797) = 6.723, p < .0001] and hemisphere [F(1,1797) = 44.384, p < .0001], as well as a sig-

nificant interaction between experimental condition and scalp region [F(10,1797) = 3.784, p <

.0001]. Post-hoc pairwise comparisons for experimental condition within scalp regions repor-

ted a significant main effect of experimental condition at anterior-frontal [t(1797) = -2.244, Est

= -0.27 µV, SE = 0.12 µV, p < .01)5 and frontal [t(1797) = - 2.720, Est = -0.23 µV, SE = 0.08 µV, p <

.001) scalp sites over both hemispheres.

Following, figure 4.8 focusses on the statistically significant difference, maximal between 300

and 350 ms post stimulus onset, most likely linked to the elicitation of a P3-like component or,

in more general terms, positivity linked to stimulus attention and evaluation processes, com-

mon of the 300 to 400 time window. Looking back at figures 4.5 and 4.6, while most significant

differences were observed in the 300 to 350 ms range, another component or general trend

is visible between the 300 ms and the MMN component. This peak is, similarly to the differ-

ence highlighted in figure 4.8, negative at the front and positive at the centre. Because the 250

to 300 ms range is a time window critical for both stimulus evaluation and the elicitation of

the PMN, mean amplitude modelling can provide evidence towards whether the differences

observed are statistically significant as well as provide information on the distribution of the

effect.

Both in figures 4.8 and 4.9, a central positivity is observed throughout both time windows (250-

300 ms, 300-350 ms). As presented by the findings of the AFA procedure, most of the significant

differences between the two curves at a channel level are found for the second positive deflec-

tion, rather than for the first. These findings suggest that the deflection found between 300 and

350 ms is most likely linked to the elicitation of an oddball and novelty component, such as the

P3. The previous deflection, found to be similarly distributed in terms of region and average

amplitude across both conditions is most likely linked to some general and common process

of stimulus evaluation and possibly accompanying the elicitation of a preceding N1 compon-

ent. The original channel analysis of the 250 ms to 350 ms time window does not suggest the

origin of a negative trend for the mismatch condition that could be linked to the PMN.

In the 250-300 ms range, a LMM fitted to mean amplitude values reported only significant

main effects of region [F(10,1797) = 17.57, p < .0001] and hemisphere [F(1,1797) = 13.50, p < .001],

but no significant main effect of experimental condition or its interaction with scalp region.

5A negative estimate suggests that mean amplitude was more negative for the mismatch condition
compared to the match condition.
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Similarly, a second model fitted to mean amplitude data summarised between 300 and 350 ms

post stimulus onset suggested only significant main effects of scalp region [F(10,1797) = 13.58, p

< .0001] and hemisphere [F(1,1797) = 57.11, p < .0001]. There does not appear to be a significant

main effect of condition, nor its significant interaction with region or hemisphere, throughout

both time windows in the P3 (and PMN) range.

Finally, although mainly out of the scope of this study, a late posterior positivity can be ob-

served for the mismatch condition when compared to the match experimental condition (Fig-

ure 4.10). This positivity, which starts from as early as 500 ms post stimulus onset is maximal

at around 600 ms in posterior regions of the scalp. Both the temporal and topographical distri-

bution of the observed component suggests the elicitation of a P600-like response. As detailed

in Chapter 2, the P600 is often connected with rule violation in syntactic contexts (Hagoort

et al., 1993). The component is observed in experiment one despite no syntactic context being

present in the experimental design. It could be suggested that, although no syntactic map-

ping is present, the presentation of mismatching, incongruous stimuli acts as a violation of

an existing sequence, created by the alternation of the presentation of standard stimuli. This

effect is reinforced, later on in Chapter 5 and Chapter 6, by similar findings within the data of

experiment two and three.

The LMM fitted to mean amplitude data between 575 and 625 ms post-stimulus onset reported

a significant main effect of scalp region [F(10,1797) = 77.253, p < .0001], hemisphere [F(1,1797) =

10.990, p < .0001], as well as a significant interaction between experimental condition and

scalp region [F(10,1797) = 7.217, p < .0001]. Pairwise comparisons of experimental condition

within each scalp region, across hemispheres, report a significant main effect of experimental

condition with a positive direction for the mismatch condition in parietal [t(1797) = - 4.34, Est =

0.63 µV, SE = 0.14 µV, p < .0001)] , parieto-occipital [t(1797) = - 3.100, Est = 0.71 µV, SE = 0.23 µV, p

< .01)] and occipital [t(1797) = -2.353, Est = 0.83 µV, SE = 0.326 µV, p < .05)] scalp regions.

4.3.3 Baseline

In the baseline block of the experiment, participants listened to matching and mismatching

nonce-word pairs before training during the EEG data collection. For this reason, no particu-

lar effect driven by sound / phoneme expectations caused by the difference between matching

and mismatching stimuli should be observed between the two conditions. At the same time,

some degree of mismatch, due to short-term statistical learning and the fact that mismatch-
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ing stimuli are presented at a lower rate, is to be expected to a smaller extent. For instance,

the N1 component, linked to the perception of unexpected sound stimuli, could be elicited re-

gardless of the fact that participant had not been trained to recognise matching and mismatch

stimuli.

When it comes to components such as the MMN and P3, the situation becomes interesting.

In theory, no MMN or P3 should be expected. In the baseline block, participants did not act-

ively listen to the stimuli being presented and, because no training had been administered up

until that point, participants had not previously learnt the differences between matching and

mismatching pairs. However, the number of stimuli used is fairly low and each stimulus is re-

peated a high number of times in the experimental block. This could provide the participants

with enough time and repetition during trials to learn to recognise a stimulus through sheer

repetition. This level of statistical learning could result in a mismatch response, in the form of

MMN or P3, when a mismatching stimulus is presented.

The baseline block is much shorter than the target block of the experiment. Because of this,

the results from this section of the experiment are only presented as a way to provide a brief

visual comparison between the two experimental blocks. The number of trials was kept to a

minimum, a necessary compromise to avoid making the study too long. The target block of

the experiment certainly remains the focus of the study. However, adding data from a baseline

block could potentially provide access to further insights and ideas that could be explored

further in future experiments. The idea behind the implementation of a baseline experimental

block was inspired by a study from Astheimer and Sanders (2011), described in great detail in

Chapter 3.

The results presented in figures 4.11 and 4.12 introduce a situation with a particularly low

signal-to-noise ratio (SNR) in the data. Low SNR can be observed thanks to the high pre-

stimulus noise threshold level. Before the 0 ms mark, no stimulus is presented during the

trial. For this reason, all the activity collected before that time, in each epoch, should amount

to random noise and, for that reason, should average to zero across trials. However, as it can

be noticed, there is a level of activity as high in the pre-stimulus section as in the post-stimulus

onset section6.

6Although pre-stimulus noise is certainly higher in the baseline block than it is in the target block, the
noise is hardly higher than 0.5 µV, which is a very low threshold. The reason why the data appear to be
particularly noisy is most likely connected to the very small size of the effects.
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Figure 4.11: Grand-average ERP curves for match / mismatch experimental condi-
tions and mismatch minus match difference curves calculated between -100 and 500
ms PSO for prefrontal, anterior-frontal and frontal sites in the experimental baseline
block.

The AFA procedure was run on the data from the baseline block of the experiment. How-

ever, no statistically significant differences between the match and mismatch conditions were

observed. This lack of statistically significant findings could be attributed to the low signal-

to-noise ratio in the data for the baseline section. Low SNR does not usually allow for an

adequately powered statistical analysis. On the other hand, the lack of findings could also

be attributed to the fact that, because participants had not previously learnt the differences

between matching and mismatching pairs, no effect was elicited when presenting stimuli from

one or the other group.

No clear trends or significant effects were isolated through the implementation of topograph-

ical component origin analysis. An LMM model run to test differences for mean amplitude

measurements, between match and mismatch conditions, in the baseline condition also re-

ported no statistically significant effects across multiple time windows. In particular, no sig-

nificant pre-200 effect was discovered (between 150 and 200 ms) at any scalp site (t(19.7) =
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Figure 4.12: Grand-average ERP curves for match / mismatch experimental condi-
tions and mismatch minus match difference curves calculated between -100 and 500
ms PSO for frontocentral, central and parietal sites in the experimental baseline block.

-1.20, Est = -0.10, SE = 0.14, p = 0.1726), nor any subsequent effects including the late P600-like

component (t(54.2) = -1.8, Est = -0.40, SE = 0.22, p = 0.0666).

Responses to mismatching stimuli in the baseline block and responses to mismatching stimuli

in the target block were compared. These differences and similarities are highlighted in figures

4.13 and 4.14 below.

Figures 4.13 and 4.14 display a clear difference in overall amplitude range between the two ex-

perimental blocks across the whole time window. This is, once again, due to the fact that the

baseline block contains averages of much fewer trials when compared to the target block. The

more averages are computed, the more noise is reduced, resulting in overall smaller amplitude

peaks. Conversely, more trials results in more precise measurements and a clearer represent-

ation of the overarching effects.

The AFA procedure only captures very few differences between the two curves across the ma-
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Figure 4.13: Grand-average ERP curves for mismatch experimental conditions and
AFA procedure results calculated between -100 and 500 ms PSO for prefrontal,
anterior-frontal and frontal sites in the experimental baseline and target blocks

jority of electrodes sites. However, setting aside differences in amplitude and amplitude peaks,

which cannot be reliably measured at this point, some similarities are present between the two

conditions. This is especially true in regards to component (or trend) latency of the visible ERP

complexes across the time axis. For instance, when focussing especially on central scalp sites,

as pictured in figure 4.14, the latency of ERP complexes such as the P2-N2-P3 is very compar-

able. In some particular cases, amplitude peaks are also fairly comparable between the two

blocks, as it is visible for the P3 peak in right frontal, central and parietal scalp sites. This com-

parison, although not the focus of the study, provides further insights on the behaviour of ERP

responses to known and unknown syllable sequences.

Overall, the comparison between baseline and target data highlights some very general sim-

ilarities between the two experimental blocks. These similarities could suggest that, for in-

stance, some level of mismatch and expectations are present in the baseline block as they are

in the target block. This is particularly visible with comparable P3 peaks. However, trends in

the baseline condition were not inferentially supported neither by the AFA method nor by the
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implementation of an LMER model run on mean amplitude values. It is possible that some

level of mismatch was also present in the baseline block but that not enough power was avail-

able, considering the limited number of trials, to statistically confirm the visual trends. On

the other hand, it could also be suggested that trends visualised in figures 4.13 and 4.14, for

the baseline condition, are mostly result of noise in the data. The discussion section aims at

reconciling the results obtained in experiment one with the literature on ERP research. The

focus is mostly on the data collected in the target block, which remains the central focus of

experiment one, but brief comparisons with baseline data are present.

Figure 4.14: Grand-average ERP curves for mismatch experimental conditions and
AFA procedure results calculated between -100 and 500 ms PSO for frontocentral,
central and parietal sites in the experimental baseline and target blocks.

4.4 Discussion

In the results section of this chapter, I have highlighted the similarities and differences

between the ERP data in response to the perception of mismatching and matching nonce-

word pairs in the target experimental block. No PMN was component was observed across
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all conditions and time-windows. Significant effects were observed mostly in frontal, cent-

ral and frontocentral sites between 100 and 200 ms and past 300 ms after the presentation of

mismatching and matching stimuli. Differences preceding 200 ms and following 200 ms were

characterised respectively by an increased negativity and positivity for the mismatch condi-

tion over the match condition. The two main effects were linked with two expected ERP com-

ponents, namely the mismatch negativity (MMN) and the P3, correlated with sound mismatch

and the presentation of deviant, oddball stimuli across trials. The absence of a PMN could be

attributed to P3 contamination, discussed in more detail later on in this section. No higher-

level component related to the processing of lexical and semantic meaning, such as the N400,

was observed. However, a P600-like positivity was elicited in posterior regions for the mis-

match condition following the 500 ms mark.

4.4.1 PMN

The PMN is not one of the effects that were observed among the findings of experiment one.

For this reason, H1 has to be rejected. There are different possible explanations behind the

absence of a PMN response. Significant differences between the mismatch and match condi-

tion were observed in relation to components such as the MMN and P3. Because the MMN is

often elicited by sound mismatch and the P3 is thought to be a response to the presentation

of oddball stimuli, it could be concluded that participants did recognise mismatching stimuli

as such. Drawing from this, it could also be suggested that, because participants were aware

of the difference between the stimuli in the two conditions, a reaction to phonological mis-

match — which is how the stimuli in the two conditions were differentiated — should have

been observed.

Previous research studies were often found to disagree with regards to the topographical distri-

bution of the PMN component, with some studies placing its elicitation in frontal/central re-

gions (Connolly et al. 1990; Connolly and Phillips 1994; Connolly et al. 2001; D’Arcy et al. 2004),

some posterior (Hagoort et al., 1999) and some evenly distributed across the scalp (Van Petten

et al. 1999; Connolly et al. 1992 D’Arcy et al. 2000). However, mostly, there was agreement in

placing the PMN as generally maximal around or before 300 ms post stimulus onset among

most influential studies on the topic (e.g. D’Arcy et al. 2004; Connolly and Phillips 1994; ...).

However, neither the AFA analysis nor the observations made through topographical origin

analyses indicated a negativity similar to that described in past PMN research across all scalp

sites. Furthermore, considering that the PMN has been observed as originating across many
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different regions of the scalp, origin analysis is consequently less reliable. In addition, the PMN

has never been elicited in passive-listening experimental paradigms. Experiment one of this

research project is the first experiment to directly tackle the question of whether the PMN can

be elicited through phonological mismatch in a passive listening experimental design. Con-

sidering how the PMN and MMN share similar temporal distribution, it is not to exclude that

a PMN component, elicited in past experiments characterised by a passive listening exper-

imental methodology, might have been mislabelled as MMN, a more well known compon-

ent.

In experiment one, the one difference between matching and mismatching pairs was based

on phonetic and phonological properties alone, i.e. a different CV combination for the first

syllable compared to the matching counterpart. No lexical activation, syntactic context or any

other type of linguistically charged information was responsible for the difference between

the mismatch and match conditions. Should the PMN be representative of phonological mis-

match and mapping by itself, its elicitation would have been expected in the context of ex-

periment one. An elicited PMN component would have been observed through the presence

of negativity between 200 and 300 ms, with a negative peak for the manipulated condition at

around 250-280 ms, reflecting phonological mismatch and mapping processes linked to the

manipulation of highly likely stimuli.

PMN and phonological mapping

One of the possible explanations why no PMN component has been elicited for the mismatch

condition is that the PMN does not in fact reflect word-form mismatch or that, at least, it

does not reflect phonological mapping by itself, but rather as a lexical-activation response.

The PMN component has often been linked to phonological mismatch whenever phonolo-

gical mismatch was accompanied by some form of lexical activation, retrieval or processing

in experiments with cloze probability sentences (e.g. Connolly and Phillips 1994), phoneme

substitution (e.g. Kujala et al. 2004; Newman et al. 2003) and so on.

The PMN was elicited in previous experiments by changes in phonological mapping and mis-

match, semantic mapping or a combination of both. However, the component was always

observed in contexts where external linguistic information and lexical context were always

present. It is possible that contextual information and semantic activity might have had an

impact on the elicitation of components such as the PMN, outside of the control of the re-

90



searcher. For instance, the fact that in the experiment by Connolly and Phillips (1994) the

PMN was found to be greater in amplitude when both semantic and phonological mismatch

were both present — compared to when only phonological mismatch was present — should

already be an indicator that the PMN could be sensitive to information in language processing

not limited to phonological mismatch. In addition, there were no concrete examples in which

the PMN was elicited in contexts where no lexical activation was present at all. This, in turn,

would suggest that it cannot be excluded that the PMN is in fact a by-product of lexical activa-

tion more than it is of phonological mapping.

For instance, the PMN could be speculated to be some form of earlier lexical phonological

marker, compared to the N400, activated by lexical retrieval in speech perception and spoken-

word recognition. This theory would suggest that, although the component appears to be

mostly sensitive to phonological mapping and mismatch, it responses to phonological map-

ping but only in contexts where semantic and lexical activity are present. In the specific cases

where semantic or lexical components are removed from the speech(-like) signal, there is no

need for the phonological mapping linked to the elicitation of the PMN to take place. On

the other hand, if it was the case that the PMN was sensitive to phonological and pre-lexical

mapping, a PMN should have been observed regardless of lexical activation in experiment

one.

PMN and methodological decisions

Another possible explanation for the missing PMN relies on the fact that the PMN is a fairly

small effect, compared to more reliable effects such as the P3, which could have by itself con-

taminated the observation of the PMN component. Furthermore, passive listening paradigms

such as the one carried out in this experiment — without the implementation of a behavioural

task — tend to generate smaller ERP responses to begin with (Astheimer and Sanders, 2011).

On the other hand, when active tasks are incorporated in a behavioural design, components

such as the P3 also tend to be bigger. If the P3 component had been bigger than what it was in

our experiment, chances are it would have completely obscured any other smaller or neigh-

bouring component in its proximity, which is still what might have happened for the PMN.

Eliminating behavioural tasks has at least helped ensure that the P3 component would be of

manageable amplitude, while, unfortunately, reducing overall signal-to-noise ratio for both

conditions. No previous research on the PMN ever used passive listening paradigms. For this

specific reason, it is not possible to directly compare the findings of this experiment with pre-
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vious findings employing a similar methodology. It should also be mentioned that some ERP

components are not elicited in passive tasks and this might as well be the case for the PMN.

However, this can not be determined from the interpretation of the findings of experiment one

alone, reason why experiment two was also devised.

PMN and MMN

Interestingly, the MMN component covered a similar role to that of the PMN in its sensitivity

to complex acoustic and possibly phonological changes in the presentation for mismatching

stimuli. While this is not in itself evidence to directly link the MMN and PMN components,

the similarities in behaviour, topographical and temporal distribution definitely suggest that

the two components might in fact share a common origin. This hypothesis is later discussed

in much more detail in the discussion section of experiment two, in Chapter 5.

4.4.2 N1 and MMN

The auditory N1 is a negative-going ERP component often elicited by the presentation of an

unexpected stimulus in the absence of task demands (Näätänen and Picton 1987; Näätänen

1991). As extensively reviewed in Chapter 2, the component is often part of an ERP complex,

named the N1-P2 complex. In the N1-P2 complex, as the name suggests, the N1 component is

often followed by a positive-going P2 peak. In experiment one of this research project, an N1

component was expected for a series of reasons. First of all, the N1 component is a low level

response which is sensitive to the presentation of unexpected auditory stimuli, whether they

carry any level of linguistic information or, for that matter, any information at all. In particu-

lar, the N1 is usually considered a response to direct sensory (e.g. acoustic) information rather

than to abstract features. It has also been generally thought not to be influenced by external

and contextual information, given its early nature as a response to stimulus presentation. Dif-

ferently from the MMN, although the N1 appears to represent a direct response to auditory

stimuli, it is instead often correlated with shifts in auditory temporal orienting as a response

to stimulus presentation.

On the other hand, the mismatch negativity component is often observed between 150 and

250 ms post stimulus onset in frontocentral regions of the scalp (Näätänen et al., 1993). The

MMN component usually responds to the presentation of a deviant auditory stimulus in a

sequence of standard, matching auditory stimuli. The component was originally thought to

be a direct response to the perception of deviant sounds (Näätänen et al., 1993) and changes
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in frequency and duration. However, it has more recently been linked to the perception of

phonological and, in more general terms, linguistic information as well as to direct frequency

and duration changes (e.g. Shtyrov et al. 2003).

In experiment one, a negative-going effect is observed for the mismatch condition compared

to the match condition between 150 and 200 ms with maximal peaks between 160 and 170

in frontal and frontocentral regions of the scalp. This effect has been associated to the pres-

ence of an MMN component, considering that the presentation of mismatching nonce words

can be considered equivalent to the presentation of deviant stimuli in a sequence of standard

stimuli. The response of the MMN, although most often connected with more trivial changes

in much more simple stimuli (e.g. the presentation of a 2000 Hz tone following the present-

ation of multiple 1000 Hz tones) has been in the past observed as a response to phonological

mapping (e.g. Pulvermüller 2001). This observation, in turn, could be further evidence of the

sensitivity of the MMN component to higher levels of abstractness in the perception of deviant

stimuli, where differences between matching and mismatching stimuli are not as obvious as

doubling the frequency of a tone, but more subtle in terms of changing place of articulation of

a consonant, for instance, as done in experiment one of this research study. Interestingly, the

MMN takes in this particular experiment on the role that I previously theorised the PMN would

take on. Coincidently, the PMN has also not been observed. Moreover, although the MMN is

modulated by temporal attention to stimulus presentation (Woldorff et al., 1991), it generally

does not require attention to be elicited, which appears to be the case for the findings of this

experiment.

4.4.3 P3

Components that can either be linked to the elicitation of the P3a and P3b (see Appendix A for

more information) have been observed and differences between match and mismatch con-

dition tested significant at some of the central scalp sites. Unfortunately, the P3 (and overall,

effects between the 200 and 400 ms range linked to stimulus evaluation, attentional shifts,

odball stimuli) are quite problematic when it comes to trying to observe a component such as

the PMN, with which it shares a very similar distribution in the temporal domain. Normally,

components such as the P3 present much higher amplitudes whenever active tasks are present

(Wronka et al., 2008) as a response to a stimulus that is also the target of the behavioural task.

Because of this, a passive listening task was chosen for the first experiment of the project, in

order to simultaneously test whether the PMN could be elicited in the absence of direct atten-
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tion to stimulus presentation and in a condition where effects from the P3 component would

be minimised.

Furthermore, the PMN should, in theory, be a direct response to phonological mismatch. In

experiment one, no lexical or syntactic mapping was present and the main technique used to

create a mismatching and matching cohort of stimuli during stimulus presentation consisted

in the presentation of manipulated stimuli at a much lower rate. This was done in order to

avoid participants getting used to mismatching stimuli, which in turn would have caused ha-

bituation from the participants’ perspective. Unfortunately, while P3 contamination was not

welcome, it was part of a conscious design choice and a compromise in experimental design.

As mentioned above, had matching and mismatching stimuli been presented at the same rate,

while reducing the risk of a P3, the risk of mismatching stimuli becoming more and more fa-

miliar throughout the experiment would have most likely increased. Especially because of the

requirements of ERP experiments to be characterised by a fairly simple design, methodological

compromises often need to be made and should be accounted for.

4.4.4 P600

The elicitation of a late positivity in posterior regions of the scalp, often associated with the

observation of the P600 component (see Appendix A for more information), has been noted

in previous sections of this chapter. These findings are discussed in more details in the next

two chapters, where similar patterns are discovered in experiments two and three. The eli-

citation of the P600 component in contexts where no syntactic information is present opens

up interesting discussions on the way participants perceive stimulus presentation sequences.

Furthermore, the observation of a P600-like response opens up a discussion on how mismatch

in the phonetic / acoustic realm can create, in speech as well as in music (as mentioned in

Chapter 2), syntactic and rule violation responses in sound perception.

4.4.5 What’s next

The absence of the PMN component among the findings of experiment one opens up more

interesting conversations than its anticipated presence. As suggested in previous sections of

this chapter, there is a chance that the absence of the PMN component is linked to the experi-

mental design and, in particular, to the passive nature of the experiment. However, other the-

ories that could consistently explain the absence of a PMN component in response to phono-

logical mismatch are just as likely. In the next two chapters of this work, further experiments
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are presented specifically to investigate differences in speech and sound perception. Under-

standing the exact role of pre-N400 components such as the PMN during spoken-word re-

cognition might be the key, in the future, to answering decade-old questions regarding the

architecture of grammar and speech perception.

The second experiment of this doctoral research was devised in tandem with experiment one

and it employs behavioural tasks as devices for attention during EEG data collection. At the

same time, experiment two retains a very comparable methodology to that of experiment one.

The findings of experiment one and two are informative on their own. However, when com-

bined, they are far more effective at determining whether active tasks and a higher degree of

focussed attention are required to elicit the PMN or whether its elicitation (or lack thereof)

is independent of attention to stimulus presentation but derived on other factors such as the

absence of semantic processing and lexical retrieval.
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Chapter 5

Experiment 2

5.1 Introduction

In the current chapter, experiment two is discussed in great detail. Moreover, results from ex-

periment two are also compared to those of experiment one. Experiments one and two were

both designed to test the effects of — and the ERP responses to — phonological mismatch in

speech-like semantics-free perception. The main difference between the two experiments lies

in the way subjects interact with the experimental stimuli. In experiment one, participants

were instructed to passively listen to auditory stimuli presented during the EEG recording ses-

sion. On the other hand, participants of experiment two were required to interact with the

stimuli by the implementation of a behavioural task. The two experiments share many fea-

tures, including the set of stimuli used and part of the methodological procedure. These par-

allelisms have been implemented specifically to increase comparability between the findings

of the two experiments.

5.1.1 Overview

In Chapter 4 I discussed how the PMN component has been primarily linked to reflect pro-

cesses of phonological and pre-lexical mapping, according to the limited literature (e.g. Con-

nolly and Phillips 1994; D’Arcy et al. 2004; Newman and Connolly 2009). Had this been the

case, that the PMN is elicited with word-form mismatch in the absence of lexical activation,

its presence should have been observed among the findings of experiment one. However, this
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does not appear to be the case. A set of two possible theories was advanced to provide a lo-

gical explanation for this particular phenomenon: the main theory — extensively summarised

in the discussion portion of the previous chapter — suggests that the PMN might not in fact

reflect phonological mapping as previously suggested. The Phonological Mismatch Negativity

was elicited with the implementation of a few different methodologies over the years. How-

ever, inconsistencies in the findings and methodological limitations restrain the reliability and

consistency of the interpretation of the PMN as primarily a phonological component. It could

be theorised, for instance, that the PMN reflects some phonological mismatch and mapping

under the condition of lexical activation and semantic retrieval processes, rather than repres-

enting mapping and phonological mapping alone.

The second possible theory that can be advanced to explain the absence of the PMN compon-

ent in the data that was previously collected is rooted in the methodology of the experiment.

Although the PMN might reflect phonological mismatch in speech perception, the absence of

active, behavioural tasks limited the extent to which the PMN component could be elicited.

This phenomenon could be explained by one of two reasons: methodological limitations or

specific temporal attention requirements of the component itself that were not met in experi-

ment one. This is where experiment two becomes relevant.

Experiment two was devised, together with experiment one, to test whether behavioural tasks

and, in more general terms, the degree of focussed attention to stimulus presentation had a

direct impact on the elicitation of the PMN component. Investigating whether the PMN is

observed in an environment where no lexical activation is present but, differently from ex-

periment one, behavioural tasks have been implemented to focus participants’ temporal at-

tention on stimulus presentation, is helpful in delimiting the nature of the PMN component.

This is done by testing multiple, similar contexts in which the PMN component should or

could be elicited. Should the PMN component be observed among the findings of experiment

two, it would be considered evidence to the account that the PMN requires a higher degree of

focussed attention to stimulus presentation, provided by the implementation of behavioural

tasks, to be observed. At the same time, the results would point in the direction that the PMN

also does not require lexical processing — since no lexical activation is present in experiment

two as well as in experiment one — to be elicited.

On the other hand, should the PMN component not be elicited by the paradigm created for

experiment two, the data would begin to suggest that, regardless of the degree of attention to
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stimulus presentation, no PMN component can be elicited without the introduction of lexical

activation or, in more general terms, some form of semantic mapping.

Active vs passive listening in ERP experiments

In Chapter 2, I addressed how different types of experimental paradigms, with a focus on active

vs passive stimulus presentation, can have an effect on what ERP components are elicited and

to what extent their observation differs. Furthermore, a point was made of how passive listen-

ing tasks can help reduce noise in the data by eliminating motor responses in participants. In

this section, I aim to provide more specific information regarding ERP components that are

often associated with experiments in speech perception and processing, including N1, MMN,

P3 and the PMN.

Specifically in speech perception, ERP components behave differently depending on the de-

gree of focussed attention to stimulus presentation, predictability and the inclusion of task

demands and behavioural experimental components. Generally, amplitude is bigger for com-

ponents activated when active tasks or direct attention to stimulus presentation are present.

Some components can be elicited with no attention (and no consciousness to a smaller ex-

tent). Other require attention to stimulus presentation for their elicitation. The (auditory) N1

component, for instance, linked to the perception of an unexpected sound in absence of task

demands, has been elicited regardless of temporal attention (Budd et al., 1998) and its amp-

litude is usually greater the shorter the inter-stimulus interval (ISI) (Wang et al., 2008).

An auditory — but also not linguistically specific — component that is often associated with

research when participants are not paying direct attention to stimuli is the P3 (P3a more spe-

cifically) component to novelty stimuli. Not only is the P3 elicited in contexts where only pass-

ive tasks are present (Polich and McIsaac, 1994), but the component has also been extensively

studied in contexts where participants were unaware of the study. The component, known

best as the oddball component, was elicited by auditory oddball paradigms in coma patients

(Gott et al., 1991). However, interestingly, it was not observed in patients under the effects

of anaesthesia (Plourde and Boylan, 1991). Entering in the specifics of coma and anaesthesia

research is not in the scope of this study at all. However, I am relying on this information to

provide tangible examples of extreme contexts in which some ERP components and effects do

not require focused attention to stimulus presentation, nor the presence of active tasks, to be

elicited.
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In a study on both the auditory MMN and N400 components across different types of tasks

(i.e. active tasks, ignoring stimuli), it was found that the N400 component completely dis-

appears in the passive ignore condition while it is present in normal active task conditions

(Erlbeck et al., 2014) when semantic mismatch occurs. The MMN component, while being

characterised by a bigger amplitude in active conditions does not completely disappear but

rather becomes smaller in passive, ignore task conditions (Erlbeck et al., 2014). Across all of

the studies mentioned in this work about the PMN component, all included active tasks (e.g.

Connolly and Phillips 1994; D’Arcy et al. 2004; Newman et al. 2003; Kujala et al. 2004; Diaz

and Swaab 2007; Newman and Connolly 2009). Testing for the PMN in both active and pass-

ive task environments could help determine whether the PMN component can be elicited in

contexts where no semantic mapping is present and, at the same time, also to investigate the

extent to which focussed attention to stimulus presentation mediates the amplitude, latency

and topographical distribution of the component.

5.2 Methods

Experiment two takes a different approach to that of experiment one by introducing behavi-

oural tasks. At the same time, the experiment mostly employs the same stimuli and a similar

methodology for maximum comparability between the results of the two experiments. The

protocol was overall more straightforward, consisting of one experimental section only, and

participants performed behavioural tasks during the main experimental block. The core of

experiment two consisted of participants listening to a sequence of three syllables, presented

auditorily and separated by a short pause. Once all three syllables had been presented, sub-

jects were instructed that they had four seconds to mentally concatenate the three syllables in

the sequence to form a (nonce) word. Participants were also instructed not to alter the order

in which the syllables were presented. Following the four-second pause in which participants

completed the behavioural task, subjects would hear a nonce word that either matched the

nonce word made up of the three syllables (66% of total trials) or a mismatch nonce word that

presented a different first syllable (33% of total trials). Both the match and mismatch stimuli

would present the same trisyllabic structure and the only differences would be the choice of

CV combination in the first syllable.
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5.2.1 Stimuli

The stimuli employed in experiment two match those used in experiment one. However, they

were arranged and combined differently and in different contexts. The four match nonce

words — that comprised three syllables each — were the four nonce words used as match

stimuli for experiment one. In experiment two, the nonce words were presented one syllable

at a time to participants, e.g. A+B+C, with a short 0.5 s pause in between each syllable. They

were then presented after a four-second pause as either match stimuli, e.g. ABC, or mismatch

stimuli, such as A’BC or A”BC. In this context, A’ and A” were different CV syllables from the

matching A syllable. However, mismatch syllables maintained a similar structure to the ori-

ginal CV, match syllable. Figure 5.1 highlights all possible combinations of match and mis-

match stimuli in experiment two.

Figure 5.1: Stimuli

/pi/ + /pu/ + /tu/

/piputu/

/taputu/, /tiputu/

/ta/ + /pa/ + /bi/

/tapabi/

/pipabi/, /pupabi/

/di/ + /pi/ + /da/

/dipida/

/bapida/, /bupida/

/du/ + /ba/ + /pu/

/dupabu/

/babapu/, /bibapu/

No behavioural pilot was run for experiment two to assess whether the syllables and/or nonce

words resembled words in English since the same stimuli used in experiment two were already
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implemented in experiment one. As described in Chapter 4, a behavioural pilot was run as

part of experiment one to test for bias or confounding factors in the stimulus pool, includ-

ing resemblance to real words. Furthermore, because the same stimuli had been created and

used in experiments (e.g. Astheimer and Sanders 2011) prior to experiments one and two of

this research project, most of the safety checks, such as correcting for phonemic transitional

probability, were previously run by other researchers.

5.2.2 Participants

20 (F = 13) undergraduate students at The University of Manchester took part in experiment

two. All of the twenty participants were native speakers of British English, right-handed adults

who reported normal or corrected-to-normal hearing and vision. One of the participants who

took part to experiment two also took part to experiment one. However, data collection for the

two experiments was carried out more than six months apart so there is very little ground to

advance the suggestion of stimulus information retention from the previous experiment. No

participants disclosed use of psycho-active medications or reported any known neurological

condition. Written consent was taken from each participant before the start of the experi-

ment and č20 compensation was offered upon completion of the experiment. All participants

completed the experimental procedure and no dataset was discarded from the grand aver-

age of data, as no recording exceeded a number of rejected trial above the 10% mark of all

trials.

5.2.3 Design and instructions

The experimental protocol comprised 10 experimental blocks with 30 trials per block, totalling

to 300 trials, divided as 200 match and 100 mismatch trials. Between each block, a 30-second

rest block was implemented. Participants of the study were told that the option of a longer

break was available should they have requested it. No subject took advantage of this. From the

beginning of trial 1 to the end of trial 300 the average running time for experiment two was of

one hour and ten minutes including rest blocks.

Each trial had a duration of 10 seconds. Three syllables were presented auditorily to each

subject. Each syllable had an average duration of 200 ms and a pause of 500 ms was placed

to separate the first syllable to the second and the second from the third. After the third syl-

lable had been presented, participants were given four seconds to combine the three syllables

together, mentally, without rearranging their order. Participants were instructed to combine
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the syllables in order to form a (nonce) word. They were told that after four seconds, they

would have to be hearing that particular word being presented — auditorily — back to them.

However, the matching nonce word was only presented, randomly, to participants only 66% of

trials and, as mismatch, 33% of the total trials.

Participants were instructed to perform all tasks mentally. They were instructed not to press

any buttons on the keyboard, speak or repeat the syllable or the words out loud, as that would

create noise in the data. Participants were presented a set of three training trials at the be-

ginning of the experimental block to present the task and to test everything was functioning

correctly in the experimental booth. All three training trials were match trials.

5.2.4 Expected effects

The same 18 electrodes that were isolated for running significant testing analyses on data for

experiment one were selected for experiment two, as well, since similar responses were ex-

pected across the two experiments. Mean amplitude modelling using LMM was carried out

on all scalp sites. Employing the same stimuli across experiment one and experiment two,

together with the use of a similar methodology, meant that comparable effects should be ex-

pected throughout both experiments. For this reason, comparisons between the results from

both experiments likely offered insights on the differences between the two designs. Because

stimuli of experiment two did not introduce semantic mapping in any way, no N400 effect

was expected for the presentation of mismatch stimuli, compared to matching stimuli, sim-

ilarly to experiment one. On the other hand, effects like N1 and MMN were expected due to

the mismatch in sound perception and the same goes for effects like P3, connected to stimu-

lus categorisation and oddball stimuli presentation. Finally — and arguably most importantly

— a PMN component was expected, connected to phonological mismatch in speech percep-

tion. Because the tasks used in experiment two were active, effects were generally greater in

amplitude and this allowed for more definition and a higher signal-to-noise ratio in the data

compared to previous results from experiment one.

5.2.5 Hypotheses

Based on the design of experiment two, and in light of the findings of experiment one, a similar

hypothesis can be put forward as in our previous experiment.

H1: The PMN component is expected to be observed as a response to word-form mismatch,
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primed by the presentation of a behavioural task, in the absence of lexical status of the stim-

uli.

5.2.6 Statistical testing

Similarly to experiment one, all significant testing was carried out at the channel level with the

use of an adaptive factor adjustment (AFA) statistical method (Sheu et al. 2016) and with the

implementation of linear mixed effect regression models (LMM) for the modelling of mean

amplitude. In addition, mean amplitude cubic spline interpolation topographical maps were

created to visually investigate component origin across the scalp as well as to provide visual

aid to the presentation of statistical models.

5.3 Results

The results section provides detailed comparisons of responses from multiple conditions in

experiment two, together with a comparison of results of experiment two and experiment

one. The main focus of this study is the difference between the subjects’ response to mis-

matching vs matching nonce-word stimuli and whether a clear PMN component is elicited in

a context that is, at the same time, stripped of any lexical activation and where behavioural

tasks are present. However, some portions of the results section of the current chapter also

deal with supporting results such as ERP responses to the presentation of each syllable in the

sequence and a comparison of responses to syllables and mismatch nonce words when ap-

propriate.

5.3.1 Match vs mismatch

Figures 5.2 and 5.3 present a comparison of ERP responses for the mismatch and match con-

ditions across sets of anterior (AF), frontal (F), frontocentral (FC), central (C), and parietal (P)

scalp sites, where all of the expected effects are likely to be observed, according to existing

literature and previous studies. At the same time, in black, a difference curve displaying the

mismatch minus match condition was included. AFA results are also discussed later on this

particular section of the chapter. However, general trends are also observed and interpreted

regardless of their effect size and significance status. Later, mean amplitude modelling is car-

ried out in order to try and determine the size and distribution of effects and trends across the

scalp, across different time windows following the presentation of matching and mismatching
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stimuli.

Figure 5.2: Grand-average ERP curves for match / mismatch experimental conditions
and mismatch minus match difference curves calculated between -100 and 400 ms
PSO for prefrontal, anterior-frontal and frontal sites.

Figure 5.2 displays visible trends in frontal, anterior and prefrontal scalp sites across the mis-

match and match conditions. Particularly, the difference curve of the two conditions high-

lights a negative-going deflection, maximal in left prefrontal and anterior-frontal scalp sites

(Fp1 and AF3) with peaks overlapping with the 100 ms mark. The deflection is followed by

a negativity for the mismatch condition that persists until 200 ms post stimulus onset. The

negative peak and the following negative deflection could be most likely associated with the

presence of N1-like and MMN responses to the presentation of mismatching stimuli. These

two (and other) differences between the curves are later tested with the implementation of

the AFA procedure (Sheu et al., 2016). What appears as another negative deflection peaking at

200 ms for the mismatch condition, especially when focussing on the difference curve, is most

likely connected with a positivity in central sites, linked to the elicitation of the P3 component

and discussed in more detail in the following paragraph. A positive deflection can also be ob-
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served for the mismatch condition peaking around the 400 ms mark primarily across frontal

scalp sites (Fz and F4).

Figure 5.3: Grand-average ERP curves for match / mismatch experimental conditions
and mismatch minus match difference curves calculated between -100 and 400 ms
PSO for frontocentral, central and parietal sites.

In midline frontocentral and central scalp sites (FCz and Cz), where they are maximal, pos-

itive deflections can also be observed for the mismatch condition around 250 and 350 ms

post stimulus onset. These effects, similarly to the findings in experiment one, are most likely

linked to effects of stimulus categorisation, presentation rates and the processing of oddball

stimuli. However, the most visible effect is found in central and parietal sites, where the dif-

ference curve highlights what appears to be a negative deflection peaking at the 300 ms mark

in midline and right central and parietal sites (Cz, Pz, C4, P4). The component’s amplitude

appear to be bigger than the pre-stimulus noise. This suggests, to an extent, that the trend is

not necessarily an effect of noise in the data. The negative deflection peaking at 300 ms post

stimulus onset could be associated with the elicitation of a PMN component, considering they

both share a similar distribution in the time domain, including peak latency. However, its to-
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pographical distribution is very limited to a few central scalp sites and, in previous literature,

many of the findings suggest that the PMN is often elicited in frontal and central scalp sites

or with a flat distribution across the whole scalp and midline (Lewendon et al., 2020). When

presenting AFA results and topographical distributions of the observed effects, more is said

about the elicitation of this negative-going deflection that, regardless of its association with a

PMN component, was not initially observed in the results of experiment one.

Figures 5.4 and 5.5 display significant differences between the two experimental conditions,

according to the AFA procedure method (Sheu et al. 2016). The statistically significant differ-

ences — with an alpha threshold set to .05 — are represented with red dots and lines for the

significantly different portions of the curve in the time domain. It can be observed that statist-

ical differences are mostly present around 300 ms post stimulus onset in figure 5.4 while more

effects are found in the time window through scalp sites of figure 5.5.

Focussing on anterior and frontal scalp sites, no particularly relevant effects were captured

with the implementation of the AFA procedure. The only differences highlighted have been

observed around the 300 ms mark (between 270 and 300 ms depending on the scalp site) and

they often coincide with very small positive deflections — < 0.5 µV — for the mismatch con-

dition. The data and topographical distribution of the effects suggest that these differences

are a by-product of a negative polarity that is observed in central and parietal scalp sites for

the mismatch condition, which in turn results into a negativity in frontal and occipital scalp

sites alike. Interestingly, although differences at the 100 and 160-170 ms mark can be spotted

especially in prefrontal and frontal scalp sites respectively, the general trend is not assessed

as significant by the application of the AFA method. However, considering that the average

amplitude of the effects surpasses, in all cases, the average noise in the pre-stimulus interval,

it could be hypothesised that the lack of statistically significant effects in the curves in that

specific time window is mainly due to a lack of power or an extreme conservativeness in the

implementation of the AFA procedure.
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Figure 5.4: Grand-average ERP curves for match / mismatch experimental conditions
and AFA procedure results calculated between -100 and 400 ms PSO for prefrontal,
anterior-frontal and frontal sites.

However, the situation is particularly different once results of the AFA method on frontocent-

ral, central and parietal scalp sites are considered. At FC3, three distinct sections of the curve

are statistically different, at around 100, 250 and 350 ms respectively. The first two differ-

ences are most likely linked with N1 and P3-like effects, linked to attentional shifts in stim-

ulus presentation and the processing of unexpected, low-rate stimuli. The third effect is, on

the other hand, likely linked to this small difference between the two curves observed in the

previous set of electrodes on the right side of the scalp. However, the amplitude difference in

the time-window of significance is extremely small — 0.06 µV — which could suggest that the

difference might be due to the elicitation a false-positive effect. These are rare with the imple-

mentation of the AFA procedure, due to its conservativeness and its specific ability to separate

data and noise, but never to be excluded when dealing with ERP and EEG data.

The most insightful trends, when it comes to frontal, central and parietal regions of the scalp,

are clustered around the central and parietal scalp sites, with a particular focus on midline and
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right parietal scalp sites (Pz and P4) where the observed effects are maximal. The AFA proced-

ure highlights a significant difference at the 300 ms mark for parietal scalps sites Pz and P4,

followed by a general trend of negativity in both electrodes (significant in P4) that continues

after the 400 ms mark. While there certainly is P3 contamination in parietal scalp sites with

what looks like a negative peak shy of the 250 ms mark (by-product of a central positivity), the

negativity highlighted for the mismatch condition, compared to the match one, following that

250 ms mark and continuing on until and after 400 ms, seems to be representative of its own

separate component, as highlighted later with topographical representation of the observed

results.

Figure 5.5: Grand-average ERP curves for match / mismatch experimental conditions
and AFA procedure results calculated between -100 and 500 ms PSO for frontocentral,
central and parietal sites.

In order to try and determine whether the negativity observed in central and parietal regions

of the scalp, following the 300 mark, was mainly caused by P3 contamination or whether it

was possibly originated by phonological or lexical mismatch1, I have compared the findings

1No lexical activation is present, however, the N400 has been mainly observed as a centroparietal
negative deflection between the 250 and 500 ms mark, with peaks at around 400 ms (Kutas and Hillyard
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presented above with the responses to the presentation of each of the three syllable stimuli in

the sequence played to participants in the first half of each trial.

In particular, considering that each of the four syllable sequences is unique and also consid-

ering that every sequence-onset syllable is also unique, in that no syllable is used twice in the

same position across all trisyllabic sequences, there is a 25% chance, at the beginning of each

trial, that a participant will hear one of the four sequence-onset syllables. However, follow-

ing the presentation of a specific syllable in the first position, the second and third syllable

have a 100% presentation rate and, for that reason, should be expected by participants, gran-

ted that they had learnt the syllable sequences through passive statistical learning. It is not

unlikely that the participants had learnt — although no training session was directly admin-

istered with behavioural tasks — the sequences considering that only four syllable sequences

were used throughout the whole experiment and that they were each presented more than 150

times during experimentation.

When considering the expected response to the presentation of each of the syllables in a se-

quence, the main difference between the presentation of the first and second syllables in a se-

quence is determined by the rate of stimulus presentation and not by any type of task-related

phonological or lexical mismatch. For this specific reason, effects like N1 and P3 are to be ex-

pected to a small extent. However, no PMN (or N400 for that matter) should be observed as

a response to the presentation of the first syllable in a sequence. If a similar pattern of negat-

ivity, following the negative peak at the 250 ms mark in parietal scalp sites — by product of a

central P3 — is not observed in the perception of single syllable in the first half of each trial, it

can be argued that the effects found to differentiate the mismatch and match curve analysed

before are possibly due to the elicitation of a component possibly representing some level of

linguistic mismatch in the processing of mismatching stimuli. Moreover, responses to mis-

matching stimuli are those mostly susceptible to intra-subject variation, considering that they

are the ones averaged from the least amount of trials (33%), followed by responses to matching

stimuli (66%) and, finally, by the response to each of the syllable in a sequence (100%).

1980; Kutas and Hillyard 1984.), similarly to what has been elicited in right central parietal electrodes in
this data set.
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Figure 5.6: Grand-average ERP curves for first / second / third syllable experimental
conditions and AFA procedure results calculated between -100 and 500 ms PSO for
frontocentral, central and parietal sites.

What was predicted as one of the options related to the origin of the negative deflection at

300 ms post-stimulus onset for the mismatch condition can be more clearly observed in figure

5.6. First of all, although three curves have been included in the grand-average plots, cor-

responding to the perception of each of three syllables in the sequence, the marks indicating

significant differences tested with the AFA method are in regards to only differences between

the perception of the first and second syllable of each syllable sequence. This is because the

main difference should be expected between the first and second syllables rather than from

the second to the third. It is assumed that a similar difference should be observed between the

first and the second and the first and the third syllables. To improve plot legibility, only com-

parisons between the perception of the first and the second syllables in the sequence have

been presented.

Across all frontocentral scalp sites (FC3, FCz and FC4) statistically significant differences have

been observed between the conditions representing the perception of the first and second
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syllable of each sequence between 150 and 200 ms, where an MMN effect has been found to

be maximal. However, when focussing on parietal scalp sites specifically, there seems to be

no significant negative trend for the perception of the first syllable sequence compared to the

perception of the second. The only difference between the two conditions is determined by

statistical rate of stimulus presentation in the absence of phonological mismatch, while at the

same time maintaining an active task and direct focussed attention to stimulus presentation.

It could be hypothesised that the negative deflection characterising parietal scalp sites — P2

specifically in figure 5.3 — could be associated with a specifically phonological responses or,

in more general terms, a difference not associated with a P3-like response.

The 300 ms mark is an extremely relevant time point for this series of three experiments, con-

sidering it is often when the PMN is maximal for the experimental target condition whenever

phonological mapping or mismatch is present. However, and this is discussed in much more

detail in the following discussion section, the effect that has been observed in this particular

context is only observed as significant over one parietal scalp site. Overall, the trend that can

be observed over few central and parietal electrodes is characterised by minimal differences.

The literature on the PMN is not clear on its placement in terms of topographical distribution.

The component has been observed in a variety of locations, including central sites. However,

the PMN is often observed in frontal / central sites or across the entire scalp, which is not like

the findings of this particular experiment.

At the same time, the PMN has only ever been observed in settings where both lexical and

phonological processing were active and, in this particular case, only phonological mismatch

was present. Only experiments where both semantic and phonological mapping were present

simultaneously were carried out while investigating the PMN. For this reason, using previ-

ously observed topographical distributions of the component to identify whether the effect

discovered in the current experiment is similar to the PMN as originally observed does not

constitute a fair and direct comparison. The smaller distribution of the component and its

reduced effect might be, in fact, linked to the idea that the component was elicited in a context

where no semantic mapping was present.

Furthermore, the absence of a post-P3 negativity was not observed for the first - second syllable

condition comparison. However, it cannot be ruled out that this effect is also a by-product of

stimulus categorisation and oddball stimuli presentation rate effects. For this particular ex-

periment, these effects might have been more prominent in the match and mismatch condi-
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tions, taking into consideration that the odball stimuli in question were also the target of the

active, behavioural tasks included in implementation of the study. For this particular reason,

very careful assertions are made on the nature of the observed 300 ms negativity. Experiment

three implements the same exact methodology of experiment two but without the inclusion

of linguistic stimuli. If a 300-ms negativity, similar to the one observed in central and parietal

scalp sites for the mismatch condition of experiment two, is not found among the results of

the mismatch-match comparison in experiment three it could be suggested that the differ-

ence was determined by the presence of phonological mismatch. On the other hand, because

presentation rates of stimuli in experiment two and three are exactly the same, if a similar

effect is observed in both experiment two and three, its nature can be linked to processes of

stimulus categorisation and presentation rates. It could, then, also be suggested that its lack of

elicitation in experiment one is linked to the lack of behavioural tasks and temporal attention

to stimulus presentation.

5.3.2 Modelling

Similarly to the presentation of results for experiment one, cubic spline interpolation topo-

graphical maps have been created and mean amplitude has been modelled with linear mixed-

effect models (LMM) to investigate ERP component distribution across the scalp for the time

windows of interest to the study, where either significant effects or overall trends were high-

lighted in channel-level analysis. Experimental condition, scalp region and hemisphere were

all included in the model as main effects as well as a three-way interaction. When using LMM,

random intercepts were allowed for experimental subjects. Model structures were later re-

duced through step-wise regression to reach best model fit through AIC / BIC comparisons.

Results are reported from type-III ANOVA tables often used in place of model summaries for

multilevel multi-factorial designs. Five time windows are analysed here, related to the eli-

citation of four to five plausible ERP components, namely the N1, MMN, PMN, P3 and, as a

particularly unexpected event, the P600.
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Figure 5.7: Grand-Average mean amplitude intervals (between 80 and 100 ms PSO)
for mismatch / match experimental conditions

Figure 5.8: Grand-Average mean amplitude intervals (between 160 and 210 ms PSO)
for mismatch / match experimental conditions
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Figure 5.9: Grand-Average mean amplitude intervals (between 240 and 280 ms PSO)
for mismatch / match experimental conditions

Figure 5.10: Grand-Average mean amplitude intervals (between 290 and 310 ms PSO)
for mismatch / match experimental conditions
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Figure 5.11: Grand-Average mean amplitude intervals (between 575 and 625 ms PSO)
for mismatch / match experimental conditions

Figure 5.7 displays what appears to be a negative trend for the mismatch condition between

75 and 100 ms post stimulus onset in left frontal and prefrontal scalp sites. The negativity

is most likely connected to one of the components of the N1 ERP response, often elicited

across different sources in the scalp (Näätänen and Picton, 1987). The effect, however, did

not appear to be significant at the channel level by the implementation of the AFA procedure

across most scalp sites and the size of the differences appears to be minimal when compared

to other trends and differences displayed across following time windows. A LMM was fitted to

the mean measurements of amplitude between 75 and 100 ms post stimulus onset. There was

a main effect of experimental condition [F(1,1966.7) = 6.52, p < .05] scalp region [F(10,1949.7) =

16.85, p < .0001], hemisphere [F(1,1949.2) = 44.66, p < .0001], as well as a significant interaction

between experimental condition and region [F(10,1949.2) = 8.70, p < .0001]2. In order to explore

pairwise comparisons of the effect of experimental condition within each scalp region — in

each hemisphere, if required — pairwise contrasts were calculated with the emmeans package

(Lenth et al., 2019). Post-hoc pairwise comparisons reported a significant effect of experi-

mental condition for prefrontal, anterior-frontal, frontal and parietal scalp regions over both

hemispheres.

2F statistics were calculated with Kenward-Roger approximation for degrees of freedom in models
with random effects. anova() function as per package lmerTest (Kuznetsova et al., 2017).
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Table 5.1: Least-squared means and pairwise contrasts of match and mismatch ex-
perimental conditions. Mean amplitude (in µV) between 75-100 ms PSO

Region Match: x̄ Mismatch: x̄ Estimate DF t p

prefrontal -0.27 µV -0.73 µV -0.45 µV 1951 -3.64 <.001

anterior-frontal -0.15 µV -0.55 µV -0.39 µV 1953 -4.45 <.001

frontal 0.06 µV -0.24 µV -0.31 µV 1953 -5.03 <.0001

parietal -0.08 µV 0.14 µV 0.22 µV 1958 2.14 <.05

Following the negative-going trend observed around the 75-100 ms mark, a negativity-going

deflection can also be observed for both mismatch and match experimental conditions with

peaks between 160 and 170 ms post stimulus onset in figure 5.8. This negativity, which follows

the prefrontal and frontal N1-like response, also appears to be mostly distributed in anterior

and frontal scalp sites and it appears to be marginally more negative for the mismatch con-

dition. The effect appears to be maximal in frontal scalp sites Fz and F1. Fitting a LMM on

mean amplitude measurements between 160 and 210 ms post stimulus onset, there was a sig-

nificant main effect of scalp region [F(10,1958.0) = 12.42, p < .0001] and hemisphere [F(1,1958.0)

= 60.32, p < .0001], as well as a significant interaction between experimental condition and

hemisphere [F(1,1958.0) = 4.26, p < .05]. However, no significant interaction between experi-

mental condition and scalp region was reported. Post-hoc comparisons on the interaction

between hemisphere and experimental condition report a significant effect of experimental

condition over the left hemisphere [t(1961) = -2.64, Est = 0.19 µV, SE = 0.06 µV, p < .01]. Because

no significant interaction between experimental condition and scalp region was discovered,

pairwise comparisons for experimental condition within scalp regions are not recommended.

Because of this, the more pronounced negativity in the left hemisphere for the mismatch con-

dition cannot be directly attributed to frontal regions specifically. When discussing a similar

effect in the results section of experiment one, a doubt was raised regarding the nature of the

component observed at the 150-200 ms mark, insinuating that the effect was either mirroring

a late N1 effect or some other component in the range usually reserved to the MMN in aud-

itory mismatch studies. However, a clearer N1-like effect can be observed in experiment two

which would suggest that this negative deflection, which does not appear to be significant in a

whole-scalp analysis, is probably linked to the elicitation of later components, possibly in the
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range of an MMN to stimulus presentation.

Between 240 and 280 ms, where a positivity is displayed by difference curves in figures 5.2 and

5.3, fitting an LMM to mean-amplitude measurements reveals significant main effects of scalp

region [F(10,1949.2) = 88.32, p < .0001], hemisphere [F(1,1949.0) = 118.82, p < .0001] and a signi-

ficant interaction between scalp region and experimental condition are reported [F(10,1949.0)

= 3.60, p < .0001]. When exploring pairwise contrasts of experimental condition within scalp

regions, a main effect of condition, in the form of a negative trend for the mismatch condition,

was only found at occipital [t(1961) = -2.04, Est = -0.64 µV, SE = 0.30 µV, p < 0.01] and parietal

[t(1961) = -2.94, Est = -0.39 µV, SE = 0.13 µV, p < .01] scalp sites. This effect does not appear to

be related to the elicitation of a P3-like response.

Figure 5.10 highlights topographical differences between the mismatch and match condition

between the time window of 280 and 320 ms post stimulus onset. The map displays a small

negative-going deflection in central scalp sites over the midline and in the right hemisphere for

the mismatch condition, when compared to the response to matching, control stimuli. When

referring back to Figure 5.5, a difference in latency between the match and mismatch peaks

between 200 and 250 ms can be seen, with the mismatching condition negative peak being

maximal 17 ms after the peak in the match conditions at scalp site P4. Whether the negative-

going deflection that derives from this peak difference is a by-product of this difference in

latency or whether the difference in latency is a by-product of the negativity is not possible to

ascertain at this point. For this reason, this difference between the two conditions is treated

as either a source of contamination from the elicitation of P3-like component (although, as

previously discussed, not visible for the separate syllable condition) or an effect of phonolo-

gical mismatch connected to the elicitation of the PMN or an equivalent component located

in this specific region of the scalp. Results of LMM, fitted to mean amplitude between 280

and 320 ms post stimulus onset reported significant main effects of scalp region [F(10,1939.9) =

94.48, p < .0001] and hemisphere [F(10,1939.2) = 74.34, p < .0001], as well as significant two-way

interactions of experimental condition and region [F(10,1939.2) = 2.95, p = .001] and region and

hemisphere [F(10,1939.2) = 3.83, p < .0001].
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Table 5.2: Least-squared means and pairwise contrasts of match and mismatch ex-
perimental conditions. Mean amplitude (in µV) between 280-320 ms PSO

Region Match: x̄ Mismatch: x̄ Estimate DF t p

parieto-occipital 0.51 µV -0.04 µV -0.36 µV 1943 -2.71 <.01

frontotemporal -0.86 µV -0.29 µV -0.39 µV 1941 -1.97 <.05

frontal 0.84 µV -0.56 µV -0.31 µV 1946 -0.14 <.01

However, pairwise comparisons of experimental condition by scalp region only revealed a neg-

ative shift between match and mismatch condition at parieto-occipital scalp sites, likely in re-

sponse to an increased positivity for the mismatch condition over frontotemporal and frontal

scalp sites.

Finally, a late positivity can be visually observed for the mismatch condition with peaks around

600 ms post stimulus onset and maximal in parietal scalp sites. Results of linear mixed effect

regression modelling on mean amplitude measurements between 575 and 625 ms post stimu-

lus onset suggest significant main effects of experimental condition [F(1,1966.6) = 9.67, p = .001],

scalp region [F(10,1949.2) = 285.10, p < .0001] and hemisphere [F(1,1949.2) = 32.79, p < .001]., as

well as a significant interaction between experimental condition and scalp region [F(10,1949.2)

= 26.16, p < .001]. Post-hoc pairwise contrasts suggest a main effect of experimental condition,

with positive estimates from match to mismatch conditions, across centroparietal, parietal

and occipital scalp sites.

Table 5.3: Least-squared means and pairwise contrasts of match and mismatch ex-
perimental conditions. Mean amplitude (in µV) between 575-625 ms PSO

Region Match: x̄ Mismatch: x̄ Estimate DF t p

centroparietal 1.64 µV 2.94 µV 1.23 µV 1946 5.27 <.0001

parietal 1.36 µV 2.51 µV 1.15 µV 1946 6.35 <.0001

occipital 1.33 µV 2.20 µV 0.86 µV 1946 2.13 <.01
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The effect has been linked with the elicitation of a P600 component as a response the presenta-

tion of mismatching stimuli. Although the P600 component is often associated with syntactic

processing, it is also generally connected to rule violation and it is possible that, given the

nature of the task where syllables needed to be combined together to form a single item, mis-

match in the processing of a part of this item would result in a syntactic-like breach in the

processing of a sound sequence (Tabullo et al., 2013). This pattern, found across the findings

of all three experiments, is discussed in more detail in Chapter 7 of this work. Because the fo-

cus of the study is on pre-N400 components, a general, in-depth discussion is only presented

in the final stages of this work.

5.3.3 Experiment one vs two

Having seen the results from experiments one and two, let us compare the perception of mis-

match stimuli across the two experiments. The scope of this section is provide a visual invest-

igative comparison between the sets of mismatch responses in both experiments, considering

they both share similar underlying methodological choices and stimuli. However, statistical

differences were not tested considering that the two experiments are characterised by vary-

ing range of amplitude values in their responses as an effect of the type of task included and

other experimental paradigm-related choices. However, the findings from both experiments

and their implications are later compared and discussed in extensive detail in the general dis-

cussion Chapter of this research thesis.

The first difference that can be noticed between the results of the two experiments is linked to

the overall amplitude range of the data in experiment two, compared to experiment one. Fig-

ures 5.12 and 5.13 highlight the responses to the presentation of mismatching stimuli only in

both experiments. Because of the implementation of active behavioural tasks in the creation

of the design of experiment two, the overall amplitude range of the ERP curves is bigger than

data collected from passive listening tasks, which tend to generate smaller ERP curves (e.g.

Astheimer and Sanders 2011). In figure 5.12, an N1 response can be observed for the experi-

ment two condition around 100 ms, while this is not visible for the experiment one condition.

Whether it is the case that the responses was not elicited in experiment one or whether effects

were generally too small to surface, it cannot be determined. Generally, the N1 response is

obtained regardless of attention to stimulus presentation and is often present specifically in

the absence of direct attention.
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The MMN-like effect observed across both conditions, while being generally and expectedly

larger in the experiment two condition, is also characterised in that specific condition by a shift

in latency of about +15 ms at its maximal peak (AFz). However, regardless of the difference,

the peak is in the range of a common MMN appearance regardless of the difference in peak

latency, which is probably due to the difference in task nature, passive in the first and active in

the second experiment.

Figure 5.12: Grand-average ERP curves for mismatching stimuli in experiment two vs
experiment one and AFA procedure results calculated between -100 and 500 ms PSO
for prefrontal, anterior-frontal and frontal sites.

In central and parietal scalp sites (Figure 5.13), the main difference between the results of the

two experiment lies between 200 and 400 ms post stimulus onset. The first positive peak in

central scalp sites is much larger in amplitude for experiment two than experiment one, which

is not unexpected considering amplitude differences between the two studies. An unusual

finding, however, is that the following positive peak, between 350 and 400 ms appears to be

very comparable across the two conditions. Because of the differences in amplitude, it would

not be reliable to directly compare the results of the two experiments beyond a certain point.
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Specifically, no inferential statistics were run on the difference between the two experiments,

considering most of the differences in amplitude would probably be due to the general amp-

litude differences compared to specific, comparable components.

Figure 5.13: Grand-average ERP curves for mismatching stimuli in experiment two vs
experiment one and AFA procedure results calculated between -100 and 500 ms PSO
for frontocentral, central and parietal sites.

5.4 Discussion

5.4.1 PMN

Contrary to expectations, experiment two did not elicit a clear-cut, significant PMN effect for

the mismatch condition, which also means that H1 has to be rejected. The findings of ex-

periments two are consistent with those of experiment one, where similar ERP trends were

observed but no clear PMN was found. However, as mentioned above, a negative-going de-

flection with a very small effect size was observed in central and parietal scalp sites over the

midline and in the right hemisphere. The trend was focussed on electrodes such as Pz and P4

where some significant differences were reported between the two experimental conditions,
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although minimal both in terms of distribution in the time domain and effect size in the amp-

litude domain.

According to the data collected in experiment one, I proposed two possible explanation for

the lack of observation of the PMN component. The main theory suggested that the PMN

does not in fact represent phonological mismatch as a general cognitive process but that it

might reflect some specific aspect of phonological mismatch, where the presence of lexical

activation and retrieval is necessary. This was originally suggested by Connolly and Phillips

1994 who, adapting the framework of the Cohort model (Marslen-Wilson 1984), suggested that

the PMN is elicited during the lexical retrieval phase, as a result of phonological mismatch. The

other possible explanation to the lack of PMN elicitation in experiment one, was that because

no active task was introduced in the experimental design, the PMN component was either too

small to be detected, it was shadowed by bigger nearby components, such as the P3, or it was

simply not elicited because it might require higher-level processing, not guaranteed in passive

tasks where participants do not have to pay direct attention to stimuli. Experiment two drew

from this second explanation to directly test the impact of behavioural tasks on the elicitation

of the PMN component.

However, despite experiment two employing active tasks, no clear cut PMN component —

especially when comparing the results of this study to previously existing findings in the liter-

ature — was elicited. If the absence of the PMN component in the previous experiment was

due to smaller effects because of passive tasks or if the lack of a PMN component was due to its

requirement of a device for attention towards the stimuli, the current experiment should have

been able to cover both of those requirements thanks to its design. At the same time, there was

the observation of the aforementioned negative-going deflection for the mismatch condition

that was located, throughout a very limited topographical distribution, that could possibly

provide some interesting insights and reflections on the nature of a phonological mismatch

component. Here, I investigate some of the possible options in regards to the elicitation of

what could be interpreted for a limited, very small PMN response.

5.4.2 Other findings

A series of trends and effects were observed when comparing mismatch and match conditions

of experiment two. In particular, a prefrontal and anterior negative-going deflection was eli-

cited maximal at around 100 ms for the mismatch condition, linked with the elicitation of one
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of the N1 frontal components. The negativity was followed by another negative-going polar-

ity, peaking at 160 ms post stimulus onset in anterior and frontal scalp sites, associated with

the observation of a mismatch negativity response to the presentation of mismatching stimuli.

Following, positive deflections could be observed for both conditions, with a few sections of

significant difference between the curves, especially between 250 ms in central and parietal

scalp sites. These responses are most likely connected to P3 contamination and the presenta-

tion of oddball stimuli.

At 300 ms, the mismatch condition presents a negative-going trend followed by an overall

small negative section in parietal scalp sites continuing until or just past the 400 ms mark

depending on the specific scalp site, originally though to be linked to phonological mismatch.

There is no way to safely determine that the effect is not linked to P3 contamination or to

artefacts in the data, especially when considering that the overall extent of the difference was

more limited when compared to other statistically significant effects across the data. Further-

more, this trend was only visible at two scalp sites and was not picked up by the topographical

analysis and the implementation of the LMM. However, the negative-going deflection was not

observed as a response to the perception of the three syllables in the syllable sequence presen-

ted in the first half of each trial. Because the syllables themselves also differed in presentation

rate just as much as mismatching an matching stimuli did, P3 contamination was also expec-

ted (and it was, in fact, elicited) but phonological mismatch was not. The fact that the 300

ms negative-going deflection was not found in that particular instance could suggest that that

very effect is possibly not linked to P3 contamination and elicitation but rather to either of the

remaining options, namely phonological processing or artefacts in the data.

At the end of the previous chapter, we hypothesised that the lack of PMN component was

either derived by the fact that either the PMN did not directly respond to phonological mis-

match in all context as we previously thought it did, or that the passive methodology of the

experiment was not able to elicit such component because of requirements of temporal at-

tention during stimulus presentation. The current discussion portion of this chapter aims at

contextualising the current results with previous and existing hypotheses on the elicitation of

the PMN as well as that of other components.
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5.4.3 N1, MMN and P3

Effects like the N1, MMN(-like) and P3 or similar trends have been observed throughout the

data set and amplitude was generally greater for the presentation of mismatch stimuli, com-

pared to that of match stimuli. Some of these effects were also visible when investigating

differences between the perception of the first, second and third syllable in a syllable se-

quence. These results, together with the findings presented in the previous chapter of this

work, provide further evidence that, in this particular case as well, participants recognised

mismatch stimuli as such, since mismatch and oddball components have been elicited by

stimuli presented in the mismatch condition. When it comes to components such as the N1,

the reason why it was not observed in experiment one but it an N1-like response was observed

in experiment two (although weak) was probably connected to an overall low signal-to-noise

ratio in the data set of the first experiment of this research chapter, as clearly showed in the

findings presented in figures 5.12 and 5.13.

Comparing results from both experiments, especially when it comes to mismatch pairs and

mismatch stimuli, highlighted very similar response patterns on both sides, stressing how the

use of similar methodologies and stimuli — with the main difference between the experiments

lying mainly in the absence of active task demands in experiment one — can provide an ex-

tensive ground for comparison. According to existing literature, the observation of all the ERP

components mentioned above should not be considered unexpected or particularly insightful

in either experiment one nor experiment two. However, being able to replicate some of the

findings of papers and experiments in the literature provides an extra layer of evidence in fa-

vour of the choice of experimental paradigm. it can also serve as methodological validation,

informing us that experiment two managed to elicit findings that were expected because of

previous research when it comes to components such as the N1, MMN and P3, components

that have been studied to a much larger extent than smaller, often less reliable components

such as the phonological mismatch negativity.

P3 contamination and latency differences

The most likely explanation to the observation of a negative-going polarity between 300 and

400 ms, maximal at 300 ms at parietal scalp sites Pz and P4 is that the difference was caused by

the contamination of P3 and odball response elicitations, both in the amplitude and latency

dimensions. For instance, this is clearest at P4 where, the mismatch condition presents a
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delayed negative-going peak in the 200-250 ms range, compared to the match condition, con-

sequently presenting a following negative-going difference between the two conditions, pos-

sibly caused by the latency difference at the previous peak. However, the opposite is also an

option, that the shift in peak latency was created by the presence of mismatch and that the

negativity and latency difference is due to the mismatch response in the first place.

As investigated in the results section of the current chapter, this negative-going polarity dif-

ference is not present when observing responses to the presentation of the first and second

syllable of the syllable sequence presented in the first half of each trial. There were differ-

ences in stimulus presentation rates among those stimuli that should have prompted similar

P3 response and contamination to that of the mismatch-match conditions. These findings

suggest that the differences observed between match-mismatch conditions were not promp-

ted by P3 contamination but rather by a genuine phonological mismatch response. However,

it is also important to take into account that, while there are similarities in presentation-rate

differences when comparing first-second syllables and match-mismatch conditions, there are

also differences in the type of task that accompanies the presentation of each type of stimulus.

For instance, when syllables were presented, participants were only instructed to listen and

remember the sequence. However, in the presentation of either matching and mismatching

stimuli, subjects were told to check that the matching stimulus corresponded to the memor-

ised version created by concatenating previous syllables. The effect of task difference on the

elicitation of ERP components is unpredictable and, for this reason, it is impossible to com-

fortably determine where this difference was caused by one or the other factor.

Phonological mismatch

Let’s, for one moment, set aside the possibility that the component observed maximal at 300

ms post stimulus onset in parietal electrodes, followed by negative polarity reaching the 400

ms mark in the right hemisphere, might be caused by P3 contamination. In this section, I

want to discuss the eventuality that this negative-going trend is in fact connected to mismatch

in stimulus presentation caused by phonological differences. Specifically by comparing the

elicited component to previous literature on the PMN, which is the component that should

have been observed in this specific context given the methodology used for the creation of the

experiment and the overall distribution of the component in the time domain.

First of all, the negative component was observed mainly in central and parietal midline scalp
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sites, maximal at 300 ms post stimulus onset. While the PMN has been observed as distributed

across the midline (Connolly et al., 1992), its midline distribution was however not limited to

central and parietal scalp sites only. Other studies that did manage to elicit the PMN in central

and parietal scalp sites, on the other hand, were also able to locate it in both hemispheres and

with a flat distribution (Van Den Brink et al. 2001; D’Arcy et al. 2004). The effect observed in

experiment two shares the most similarities with the PMN observed by Desroches et al in their

paper about processing of phonological similarities (Desroches et al., 2009). In that specific

paper, the PMN was found, accompanied by the N400 effect, in midline and right central and

parietal regions of the scalp, similarly to the findings of experiment two around the 300 ms

mark. However, in the paper by Desroches et al. (2009) the PMN was also somewhat visible

across frontal scalp sites, which is not the case in the findings of experiment two. Moreover, the

overall size of the difference of the PMN as reported in the literature is much more prominent

than the weak effect observed in the mismatch-match conditions of experiment two of this

research project.

Another point that should be made to further speculate on the elicitation of this PMN-like

negativity is that no PMN was elicited in the previous literature in contexts that presented no

lexical retrieval tasks or related cognitive processes3. For this reason, every time the PMN was

elicited in the past, it was elicited in a context where confounding phonological and lexical

processes were both employed in the process of speech perception and recognition. It could

be determined that the smaller effect and limited topographical distribution of the observed

component might be linked to the fact that it was elicited in a context where only phonological

mismatch was present, but without the inclusion of lexical processing. Furthermore, previous

literature refers to phonological processing and lexical processing as direct, generalised, one

dimensional processes in speech perception. The complex nature of these series of processes

and the many different levels of mismatch that are available whenever processing words and

speech might, to begin with, be the cause of many inconsistent results that have been found

when studying the PMN. This is true mainly because, what is thought as one response to phon-

ological mapping, could consist of many, smaller, different responses to more specific aspects

of phonological and lexical mapping that were erroneously linked to one single ERP compon-

ent.

3Some experiments did elicit the PMN through the perception of nonce words (e.g. Newman et al.
2009). However, the nonce words were embedded in lexical retrieval tasks that would have caused a lex-
ical retrieval error response in the case of mismatching meaning, regardless of the nature of the (nonce)
word.
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Some similarities, especially in the time domain, are present between the observed compon-

ent and the PMN as described in the literature. However, previous literature and the extent to

which the component was observed in experiment two, does not warrant enough evidence to

be able to link the effect / trend discovered in experiment two to the elicitation of an actual

PMN component.

5.4.4 Experiment-level discussion

The findings of experiment two suggest that, even accounting for the presence of active beha-

vioural tasks, no clear PMN component could be observed. The absence of the PMN is thought

to be linked to the absence of lexical selection and semantic activity in processes of speech(-

like) perception, which remains the one main difference between experiments one and two

and prior research. The fact that, even while changing the design to include active tasks, no

distinctive PMN component was found could suggest that the PMN component might reflect

some level of phonological mapping but to a smaller extent and in specific contexts only, spe-

cifically in contexts that also employ semantic mapping and processing as displayed in pre-

vious research. It is possible that the PMN does not directly or solely represent phonological

mismatch as a whole, but that it is representative of a either some smaller level of phonological

mapping or of the interaction between phonological mapping and lexical retrieval.

In the overview to experiment one, I discussed how experiments like Darcy (2004) and Con-

nolly and Phillips (1994) employed, in their design, syntactic context and lexical likelihood to

create phonological mismatch in sentence-final spoken-word perception contexts. To specify,

the reason why participants expect ’tune’ at the end of the sentence ’the piano is out of tune’ is

primarily because of its meaning. Whenever a mismatching word is used instead of the highly

likely option, a word such as ’pineapple’, phonological mismatch is observed but, arguably, it

is in its own right driven by mismatch that originates from lexical and syntactic contexts. In

the experiment by Kujala et al. (2004) or in that by Newman et al. (2003), syntactic context was

eliminated from the pool of existing variables by creating a different methodology. In Kujala

et al. (2004), participants were presented a real word on the screen (e.g cap), followed by a

letter (e.g. t). Subjects were then asked to substitute the first letter of the word with the letter

presented and they would be later be presented the resulting word but, similarly to the meth-

odology of this experiment, they were sometimes presented mismatching words — or nonce

words — instead, causing PMN. However, while syntactic activation was excluded from the

experimental design, some form of lexical activation and retrieval was still present throughout
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the behavioural task.

While a response different from the N400 to the presentation of map instead of tap, for in-

stance, could certainly be categorised as a result of phonological mismatch, this phonological

mismatch could also, once again, be originally created by semantic context and processes of

lexical retrieval. The target stimulus is, without a doubt in this case, phonologically differ-

ent from the expected, highly probable, word. However, this difference is caused by lexical

retrieval expectations determined by semantic contexts and expectations. The same is true if

the stimulus presented is a nonce word (e.g. xap). Certainly, phonological mismatch is present

from the missed presentation of the high-likelihood stimulus, but there are also semantic and

lexical levels of mismatch (i.e. not having a meaning at all is certainly a different representa-

tion of meaning than that of the original stimulus).

When analysing components such as the N400, connected to lexical processing and mismatch

in language processing, if we were to remove language entirely (i.e. using images instead, re-

moving all other features that are connected to language besides meaning activation and re-

trieval) an N400 component, which has been found to be elicited with an array of different

sensorial information (e.g. Invitto et al. 2018), is still elicited with the presentation of images

containing mismatching or semantically unrelated subjects. Similarly, components such as

the P600 are found when syntactic-like rules are floated in contexts such as reading music

(Patel et al., 1998) and arithmetic tasks (Núñez-Peña and Honrubia-Serrano, 2004). This evid-

ence suggests that the N400 and P600 are related to some sort of processing type — namely

semantic for the N400 and syntactic for P600 — that is not language specific. If we were to, in-

stead, remove lexical activation no PMN is observed with only phonological mismatch present,

which could suggest that the PMN component is linked more closely to lexical retrieval than

it is to phonological mismatch, almost suggesting that phonological mismatch is not entirely

phonological unless lexical retrieval and/or semantic mapping are also present. This could, in

its own right, support the idea that sounds and speech sounds are treated the same way during

processing unless lexical information is also added, separating then processing such as sound

perception to speech perception and spoken word recognition.

Finally, even in the situation that the methodology of these two experiments was not able to,

in some way, elicit the PMN component — which at this point after the results of two ex-

periment being consistent is a very small chance — we should not consider these results a

failure. We should, instead, consider the current findings as further proof that such small, un-
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derstudied components, hard to elicit and inconsistent across methodologies, perhaps are not

a good enough marker by which to measure the extent of other, more general processes when

it comes to speech perception, phonological mapping and spoken-word recognition. In the

next chapter, experiment three deals with sound perception, where no linguistic information

is at all presented in the acoustic signal, to provide a comparable baseline for experiment two.

Experiment three, whose findings are relevant to this work on their own but even more relevant

when analysed together with those of experiment two, focus on the differences between sound

perception and processing with and without phonological processing. This is done with the

aim of investigating what responses and to what extent incorporate phonological processing

and mismatch, in a context where no PMN component was elicited.
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Chapter 6

Experiment 3

6.1 Introduction

The distinct function of the PMN component, often hypothesised to be located somewhere

on a spectrum between pre-lexical (acoustic, phonological) and semantic (lexical) mapping

in speech perception and spoken-word recognition, is still under evaluation. This is true es-

pecially considering the limited existing literature published on this specific topic, that is also

characterised by results that are not consistent when it comes to the component’s topograph-

ical distribution and role in speech perception. Experiment one and two aimed at separat-

ing the PMN from the N400 component — or phonological and semantic processing — by

presenting subjects with semantics- and syntax-free mismatching speech sounds and sound

sequences. The main goal of the two experiments was to investigate whether lexical activation

was a necessary process for the elicitation of the PMN component or whether phonological

mismatch was sufficient where expectations were dictated by linguistically-external factors,

such as the experimental paradigm itself.

Experiment three aims to replicate the methodology of experiment two while substituting

each syllable with a sine-wave tone, removing any linguistic information from the sound sig-

nal. By doing this, the goal is to highlight ERP responses that are specific to sound processing,

in experiment three. Hopefully, by comparing results to the findings of experiment two, the

combination of the two experiments should help isolate specific components that are partic-

ularly sensitive to phonological processing and mapping. Experiments two and three work
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very well together for the realisation of this purpose because, in experiment two, stimuli are

both auditory and linguistic. For this reason. responses to stimulus presentation might be

both in response to auditory / acoustic properties of the stimulus and linguistic ones. In ex-

periment three, on the other hand, stimuli are auditory but not linguistic, which means that

responses are primarily to acoustic properties of stimuli and, every response found in exper-

iment two but not in experiment three could be isolated as a linguistically-specific ERP com-

ponent.

6.1.1 PMN and MMN: phonological processing

It appears that the PMN shares similarities with the N400 component and, as it has been ob-

served in the past (e.g. Connolly and Phillips 1994), the PMN is also sensitive to semantic

processing to a smaller extent. At the same time, increasing number of similarities have been

drawn between the PMN and the mismatch negativity (MMN) component. These similarities

have surfaced thanks to previous research aimed at discovering different nuances of the MMN

component, specifically in relation to its response to linguistic information. The MMN, ori-

ginally primarily thought to be a response to deviant stimuli (Näätänen et al. 1993; Näätänen

and Alho 1995) has been discovered to be sensitive to linguistic information, including syn-

tactic (Shtyrov et al., 2003) and phonological (Pulvermüller, 2001) processing. The aim of ex-

periment three is to build on the foundation laid by experiment two and one and in order to

explore the differences between speech-like perception (carried out in experiment two) and

sound perception, central focus of experiment three.

By removing speech sounds and presenting participants with simple sine-wave tones, while

keeping the methodologies between experiments two and three unchanged, experiment three

aims at isolating ERP responses to non-speech sound perception in an experimental environ-

ment that is as comparable as possible to that of experiment two. The aim is to, at a later stage,

be able to compare responses to the presentation of speech sounds to those following the

presentation of (non-speech) sine-wave tones. The comparison allows access to insights on

phonologically-specific responses in experiment two that, because of the nature of the exper-

imental stimuli, should not be present among the components of experiment three. However,

by analysing the results of experiment two alone, it is not possible to determine with certainty

whether a pre-N400 effect is specifically in response to phonological processing, sound and

auditory processing or stimulus categorisation.
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For instance, no PMN component was elicited in experiment two. However, a negative-going

polarity was observed for the mismatch condition and for the presentation of the first syllable

in a sequence with a peak between 150 and 200 ms, a time window in the range of the MMN

effect, usually ranging from 150 to 250 ms post stimulus onset (Näätänen et al. 1993; Näätänen

and Alho 1995). At a channel level, the effect was only found to be statistically significant in

comparing the responses of the first syllable to that of the second syllable in the sequence,

but not when comparing mismatch to match condition. While this could suggest that the ef-

fect is a response to stimulus categorisation more than it is to phonological mismatch, the

state of significance could also be explained by the increased number of trials (and, therefore,

less noise) in the first and second syllable sequence condition. Similar results were observed

among the findings of experiment one, where no behavioural tasks were present. The MMN

component is often observed whenever a mismatching, deviant (auditory) stimulus is presen-

ted interrupting a sequence of standard, non deviant stimuli. In particular, the MMN has been

mostly linked to changes in frequency or duration of the stimulus, which, in linguistic contexts

could be exemplified by presenting a long vowel in a series of short vowels or an /s/ sound in

a sequence of /d/ sounds (Näätänen 1991; Näätänen et al. 1993; Näätänen and Alho 1995;

Erlbeck et al. 2014).

In the literature, the MMN was primarily regarded as a low-level response to deviant (sound)

stimuli, with no particular link to the processing of linguistic information (Näätänen and Alho,

1995). However, previous research on the mismatch negativity component linked the MMN to

aspects of linguistic processing, at levels such as syntactic (Shtyrov et al., 2003), phonological

and acoustic (Pulvermüller 2001; Weber et al. 2004). For example, Pulvermüller et al. (2001)

presented subjects with a spoken syllable either completing a Finnish word or a pseudo word

and measured MMN responses, while asking participants to ignore stimulus presentation1.

The findings displayed a clear MMN effect around the 150 ms mark whenever a Finnish word

was presented, compared to the presentation of a pseudo word. A control group of subjects

who did not speak Finnish showed no MMN effect for either condition.

Although this particular example is not directly related to the findings of this work, it suggests

that the MMN is also sensitive to processing in phonological — and linguistic — mapping

rather than simply being a marker of acoustic or auditory mismatch. This sensitivity to phon-

etic and phonological mapping of pre-N400 components such as the MMN is likely to have

1Often, the only cited difference between the PMN and the MMN is that the PMN was never elicited
in the absence of focussed attention to stimulus presentation.
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been observed among the findings of experiments one and two. No PMN was observed in

either experiment. However, phonological mismatch could have been incorporated in the ob-

servation of an early mismatch and categorisation component, such as the N1 and MMN. If

the MMN component — or any other component or response observed in experiment two —

were responding directly to phonological processing, it should be different in experiment three

than previously found in earlier experiments — considering only non-linguistic information

is provided and sine-wave tones are presented.

To summarise, the PMN has been found to share similar behaviours to the N400 and to the

MMN, including sharing topographical distribution2 with both responses. Furthermore, the

MMN has been found in the past to be sensitive to both phonological and syntactic levels of

processing in speech perception. If this theory was further supported by more experimental

evidence, the MMN and PMN would both likely share a (mainly) anterior-frontal distribution,

a peak between the 150 and the 300 ms mark and a sensitivity to phonological processing,

mapping and mismatch. The main difference between the two components is that, exper-

imentally, the PMN was never elicited without focussed attention to stimulus presentation,

such as in passive listening tasks. This was confirmed to be the case for the MMN many times

over (e.g. Näätänen et al. 1993; Näätänen and Alho 1995). Until the realisation of experiment

one of this research project, no PMN was ever elicited in passive experiments because no ex-

periment ever tested this specific hypothesis. With the advancement of the field and the real-

isation of more research it is possible that the similarities between the two components will be

even more striking the more evidence is collected.

In addition, it is possible that the PMN was already elicited in passive listening tasks as part of

experimental paradigms that were focussed on testing other hypothesis, but that the compon-

ent was mistaken for many of the neighbouring and similarly activated responses of language

processing. More specifically, because the MMN, PMN, N2 and other ERP components (e.g.

ELAN) all share a similar topographical and temporal distributions and, if we consider the fact

that the PMN is possibly the least known of all the aforementioned components3, it is not

unlikely that particular instance of MMN, N2 or ELAN being elicited in previous language ex-

periments were, in fact, a PMN in disguise. The reason why no PMN was observed in passive-

2Chapter 2 describes examples where the PMN has been observed in frontal, central, parietal and
posterior regions of the scalp across several experiments.

3the PMN was never listed in any editions of Luck and Kapperman’s Handbook of Event-Related Poten-
tial components (Luck and Kappenman, 2011), despite many studies on the component being available
on the topic by the time the first edition of the book was released.
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listening tasks is mainly linked to the fact that no research ever looked into the elicitation of

the PMN in passive listening tasks.

Based on both previous literature and the findings of the two previous experiments carried out

in this research project, the main hypothesis of experiment three focusses on the elicitation

of pre-PMN components. If any of the ERP responses observed in experiments one and two

were primarily sensitive to phonological mapping — rather than mainly responding to audit-

ory mismatch and stimulus categorisation — the amplitude of those effects should be reduced

in experiment three compared to previous experiments. For instance, a reduced MMN or N1

component is not described as such by the overall amplitude of the negative-going peak, but

by the difference between the peak observed in the mismatch and the match condition of the

experiments. While overall amplitude responses can vary across experiments for a variety of

reasons, the important feature is the relative difference between the curves of the conditions

analysed in the experiment. However, if it was the case that the MMN component was mostly

a response to auditory mismatch rather than to phonological mapping, the effect between

match and mismatch conditions of experiment three should be either similar or more pro-

nounced than the effect observed between match and mismatch condition of previous exper-

iments.

The focus of this experiment is on the MMN and pre-300 ms components, as their similarities

with the PMN appear to be more striking the more evidence is collected on the two compon-

ents. However, there are a handful of ERP components that are usually observed both during

speech and sound processing. One of these components is the N1 which, because it reacts

to external stimuli, does not differentiate between linguistic and non linguistic information.

However, while it has been proven in the past the the N1 can be affected by external factors

(Curio et al., 2000), it is most likely too low-level of a response to be directly linked to phonolo-

gical mapping and mismatch. For this reason, no particular N1 difference is expected between

the two experiments.

6.1.2 Sound, speech and music

In order to create sound sequences containing different combinations of sounds while, at the

same time, removing linguistic information from speech sounds, sine-wave tones varying in

pitch were used as stimuli for experiment three. Section 6.2 goes into detail in explaining

what stimuli were used and how they were created. However, one of the issues to address
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when presenting the methodology of the current experiment is that, when employing sine-

wave tones (or any combination of tones) as stimuli in place of syllables, the experiment is now

tackling aspects of cognition that are common of both language and musical processing. Two

or more tones presented one after the other and varying in pitch may very well be perceived

as a musical tune. Let us first consider the similarities and differences in speech and music

perception. While speech sounds and musical notes carry very different representations and

amounts of information, there are several ERP components that are often observed when both

processing speech and processing music, in particular when it comes to syntactic violations

and the P600 component.

The P600 ERP component (see Appendix A for more information) is often associated in lan-

guage studies with processing and mismatch in the syntactic realm (Kaan et al., 2000). How-

ever, studies in both language and musical processing have found that the P600 may reflect a

general — non-language specific — type of response to rule violations. For instance, a P600

component is elicited whenever a note that does not belong in a particular scale, or key, is

perceived in a musical context (Patel et al. 1998; Schön et al. 2004). Because the P600 reflects

a sensory non-specific type of rule (syntactic in language) processing, it is also not limited to

just music and language. In a recent study, the P600 component was linked to rule violation in

arithmetic tasks (Núñez-Peña and Honrubia-Serrano, 2004).

6.1.3 ERAN

The Early Right-Anterior Negativity (ERAN) is often associated with harmonically inappropri-

ate chords and notes (Koelsch et al., 2001) and the processing of music-syntactic information

(Koelsch, 2009) in the perception of music (Koelsch et al., 2001). The reason why the compon-

ent is mentioned here is because it can be sometimes confused with the MMN component,

especially since both of the two ERP responses peak at and around 200 ms post stimulus on-

set and that their distribution is mainly anterior4. Because of the similarities between the two

ERP responses, I have provided a brief explanation to why, despite the similar distribution to

the MMN and its connection with inappropriate — which could also be seen as mismatching

— notes, differences between the two responses should be clear enough to be able to distin-

guish whether an elicited component resembles the ERAN more than it does the MMN in this

specific experimental paradigm.

4Early Left-Anterior Negativity (ELAN), on the other hand, is usually associated with early rule viola-
tion in linguistically informed stimuli, for instance The pizza is the in oven (Friederici and Kotz, 2003).
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First of all, the ERAN component is usually elicited by music-syntactic processing in mismatch

in relation to long term memory (Koelsch, 2009). The stimuli that have been used in experi-

ment three are sine-wave tone sequences that are learnt by participants, mainly through repe-

tition, during the experimental procedure. Furthermore, no tone sequence resembles a spe-

cific musical tune and, considering there are only three tones in each sequence, it is unlikely

that long-term memory plays a role in the processing of syntactic information in experiment

three, which would result in an ERAN component possibly contaminating an MMN response.

Finally, Koelsch noticed how the ERAN component usually presents a delayed peak when com-

pared to both frequency MMN and abstract features MMN which could also be helpful in de-

termining whether a response observed in the 150-250 ms range is related to one or the other

component.

6.1.4 Stimulus Complexity

A factor that might play a confounding role in the analysis of experiment three data, specific-

ally when directly compared them to experiment two data, is that stimuli in experiment three

are, besides not being linguistically informative, less complex than those in experiment two.

To be more specific, sine wave tones are simple acoustic sine waves and they, arguably, carry

much less information than speech syllables. The first complexity layer difference is of course

determined by the absence of linguistic information embedded in experiment three stimuli

and, as far as that difference is concerned, this level of stimulus complexity difference between

the two experiments is accounted for as it reflects the aim of the study. More specifically, stim-

uli of experiment three were, on purpose, stripped of speech characteristics to eliminate any

phonological or phonemic layer of processing. However, it could also be argued that, because

syllables in experiment two are composed of multiple phonemes, which, in themselves, are

inherently more complex acoustic and auditory stimuli than simple sine-wave tones of fixed

duration and frequency, these stimuli are by definition also more complex than the stimuli

used in experiment three, regardless of their linguistic status.

Stimulus complexity has been proven, in the past, to play a role in the mediation of the elicit-

ation of ERP components, with responses to simple stimuli being different than those to more

complex stimuli of the same medium. For instance, research on auditory stimuli suggested

that the perception of complex sound probes elicited, in participants, processes linked to cog-

nitive workload while simple sounds did not (Dyke et al., 2015). More specifically, the presence

of cognitive workload was interpreted as a robust orienting response from the presentation of
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complex stimuli. The orienting response was indexed by a stronger P3a response, not observed

among the components elicited by simple, monotonic stimuli (Dyke et al., 2015). A study by

Behroozmand et al. (2011) also showed how, through the realisation of a passive listening task,

where complex voice and non-voice stimuli were both manipulated with the introduction of

pitch-shifted sections, neural response was larger to the presentation of pitch-shifted sections

of the stimulus for both the voice and non voice conditions. However, what is most relevant to

our study, is that, while no difference was found between complex voice and non-voice stim-

uli, the neural response was generally greater as a response to voice and non-voice stimuli

than it was to simple tones (Behroozmand et al., 2011).

Furthermore, research on complex stimuli was also carried out in the realm of vision studies

with ERP (e.g. Verbaten et al. 1986; ...; Luck 2012), which suggests that the differences between

the perception of complex and simple stimuli are not limited to the presentation of auditory

stimuli. Unfortunately, although some evidence has been collected that suggests that com-

plexity of the stimulus might play a role in the level of activation of cognitive workload and

neural responses — regardless of the amount of linguistic information carried by the stimu-

lus — not enough evidence is present to be able to precisely predict the extent to which this

variable is going to affect the findings of the study, when comparing the data indirectly to the

findings of experiment two. For this reason, if there appear to be among the results of exper-

iment three signs that indicate that stimulus complexity has played a specific role in the type

or amount of potential response difference between the two experiments, this is addressed in

due course in the chapter.

6.1.5 Expected effects

The ERP component focus of experiment three is the mismatch negativity component, a

negative-going deflection often observed between 100 and 200 ms post stimulus onset, with

peaks at around 200 ms in anterior and frontal regions of the scalp. No PMN is necessarily

expected in experiment three. However, the 18 electrodes that were selected for channel-level

significance testing also included most of the scalp sites most commonly associated with the

topographical distribution of the PMN. Furthermore, components like the N1, a response to

attentional shifts to stimulus presentation and the P3, sensitive to stimulus presentation rate

and cognitive workload activation, are to be expected. A P600 component is expected to some

extent, since breaking expectations connected to learnt musical sequences could cause re-

sponses related to music-syntactic rule violation, to which the P600 is sensitive to in this par-
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ticular context.

6.2 Methods

The methodologies of experiment two and three are identical, except for the nature of the

stimuli. The current method section deals in more detail with the main differences between

the two designs: namely the set of stimuli used in the realisation of the experiment. Just as in

experiment two, a sequence of three sounds was presented to participants with a 0.5 seconds

pause between the first and second and second and third items of the sequence. Differently

from experiment two, however, each of the sounds was a sine-wave tone (in place of a syl-

lable) varying in pitch. After the presentation of the third sine-wave tone in the sequence,

participants were instructed to mentally concatenate the three tones in a single tune, without

altering the order in which the tones were presented. After a four second pause in which parti-

cipants completed the behavioural task, subjects were auditorily presented with the tune com-

bining the three sine-wave tones together. However, in 33% of trials, the first item of each tune

was substituted with a deviant sine-wave tone with varying pitch. Participants were simply

instructed to listen to the tune and to mentally check whether the sine-wave tones in the tune

matched the three tones they had previously heard in the sequence, played once at the begin-

ning of every trial.

6.2.1 Stimuli

Twelve sine-wave tone sequences were created using a set of synthesised musical notes, span-

ning the range of three octaves (from octave two to octave four). While each note was originally

of 1000 ms in length, tones used in each of the sequences were shortened to 200 ms each using

Praat. In addition, a fade-in and fade-out function were added at 0.01 and at 199.9 ms respect-

ively to smooth the abrupt beginnings and ends of sine-wave tones, which are known to cause

clipping in speakers. The fade-in and fade-out functions were applied using the Vocal Toolkit

(Corretge, 2012) in Praat.

Tones for the creation of the matching stimulus sequences were pseudo-randomly generated

with a set of constraints applied to the generation of sine-wave tone triplets, at the base of the

creation of each sequence5. Following, a list of the constraints used in the pseudo-randomised

creation of stimuli.

5Experimental stimuli can be downloaded at the following GitHub repository: mcanzi/ERP_tones.
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• All tones in matching sequences followed tonality and were all selected by a C major /

A minor scale. Sequences from the scale were used to avoid tonality violations, which

could consequently result in the elicitation of ERP components contaminating experi-

mental data, since early components such as the ERAN tend to be elicited by harmon-

ically deviant musical notes (Koelsch et al., 2001).

• In a given sequence, no two tones were present that were less than one tone apart from

one another. This was devised so that no sequences would contain tones that either

sounded too similar to each other or that were too dissonant6. The goal was to have

fairly neutral base sequences and that no particular sequence would stand out either

because of dissonance or because of two or more tones being particularly similar to

one another.

• In a given sequence, not more than one octave difference between the highest-

frequency and lowest-frequency tones was allowed. This constraint was included so

that, similarly to the aim for adding the first constraint, no particular sequence stood

out from the rest for containing a relative distance between tones that would either be

too high frequency (or too low frequency), considering components such as the MMN,

for instance, do modulate depending on the frequency difference in deviant stimuli.

This constraint was also applied to the creation of mismatching stimuli.

• Across all four base sequences (and the remaining eight mismatching sequences) no

two combinations of the same two tones were allowed in order to avoid similarities

between different sequences that would cause issues when calculating the probability

of a certain sound to be played in a given context. Similarly, all twelve sequences were

created so that they all started with different tones from one another, again, to avoid

repetition across some of the sequences.

Figure 6.1 displays the four base tone-sequence combinations that were generated pseudo

randomly with the application of the constraints described above7. The boxes on the left show

the combination of three tones that form the base sequence. On the right of the figure, the

upper box connected to each sequence represents the matching sequence — by definition the

6Musical notes that are half a step of distance on the harmonic scale are usually very dissonant when
played next to each other.

7Experiment three was devised so that half of the mismatching tunes would include a note that viol-
ates tonality constraints. This was done to be able to latter compare responses to mismatching stimuli
not violating tonality and those who were, in order to observe differences in P600. Because of the small
amount of data collected and, considering how this feature was not paramount for the main goal of the
study, all mismatching data was analysed as a whole.
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exact same sequence as the base tune — while, the box below, displays both manipulations of

the matching sequence with mismatching tones highlighted in bold. The naming convention

used in the figure reflects the international convention for musical notes where the name of

each note (A to G) is accompanied by the number representing the octave in which the note is

placed (in this case, only octave 2 through 4 were used). The # symbol is conventionally read

as sharp in musical theory.

Figure 6.1: Sine-wave tone stimuli sequences and manipulated combinations with
name of musical note (A to G) and octave (2 to 4)

C3 + E3 + F3

C3E3F3

G3E3F3, C#3E3F3

F3 + D3 + B2

F3D3B2

A3D3B2, G#3D3B2

G3 + E3 + A4

G3E3A4

D4E3A4, C#4E3A4

D3 + C3 +A2

D3C3A2

F3C3A2, D#3C3A2

Figure 6.2 below presents the same stimuli that were displayed in Figure 6.1. However, this

time, instead of using musical naming conventions, only the frequency of each tone is presen-

ted in Hz, providing a clearer picture of acoustics differences between tones in each sequence

and, in more specific terms, differences between matching and mismatching pairs.

140



Figure 6.2: Sine-wave tone stimuli sequences and manipulated combinations in Hz

130 + 164 + 174

130 164 174

196 164 174, 138 164 174

174 + 146 + 123

174 146 123

220 146 123, 207 146 123

196 + 164 + 220

196 164 220

293 164 220, 261 164 220

146 + 130 + 110

146 130 110

174 130 110, 155 130 110

6.2.2 Participants

12 (F = 8)8 undergraduate students at The University of Manchester took part in experiment

three. The age range of participants was recorded between 19 and 25 years of age (M = 21). All

12 participants were right-handed healthy adults who reported normal hearing and normal

or corrected to normal vision. 9 participants reported English as their native language, while

the other four reported Castilian Spanish (N = 2) and European French (N = 2) as their native

language.

Participants were native speakers of different languages but none of the language was a tonal

language. In tonal languages, word meanings are affected by tone and minimal pairs exist

where the two items are segmentally the same and the only differences lies on the tone. Avoid-

8Data collection of experiment three was interrupted in February/March 2020 by the COVID-19 global
pandemic. For this reason, only data from 12 participants — out of the 20 participants scheduled for the
experiment — were collected. Because of the the study being underpowered, data used for the statistical
analyses were overall less reliable and smaller effects were more difficult to observe.

141



ing speakers of languages that employ lexical tones was an added criterion since it has been

demonstrated that speakers of tonal languages have increased ability when it comes to pitch

discrimination in both language and music (Stevens et al., 2013). For similar reasons, none

of the participants that were selected for the experiment had any extensive musical training.

This was done in order to avoid confounding variables and biases in pitch discrimination abil-

ities caused by musical training. All participants were compensated with č20 in cash upon

completion of the experimental procedure. The data collected from all 12 participants were

analysed and included in the final analysis, since no data set contained more than 10% invalid

or discarded data points.

6.2.3 Procedure

The procedure for the realisation of experiment three followed the exact experimental pro-

tocol for experiment two. At the beginning of each experimental session, all participant were

presented with a Participant Information Sheet (PIS), containing a general description of the

experiment and details about the experimental procedure. Participants were also given the

chance to ask questions or express any doubt that they had about the experiment before sign-

ing their consent on a provided Consent Form (CF). After taking consent, all 64 electrodes

were applied to the participants’ scalp following the procedure highlighted in Chapter 2. After

all electrodes had been placed on the subject’s scalp, participants were asked to sit in the ex-

perimental booth where the entirety of the experiment took place.

The whole data collection procedure was composed of one single experimental session, of an

average length of one hour. 400 trials were presented, divided in 20 blocks of 20 trials per

block. Base tone sequences were presented in full-random order and, whether mismatching

or matching sequences were paired with the presentation of base sequences was also decided

randomly. Mismatching sequences were programmed to, on average, be presented only 33%

of trials. 30-second rest blocks were included in the stimulus presentation program and they

were placed between each trial block. At the end of each experimental session, participants

were debriefed and compensated for their participation to the experiment. Hot beverages, in-

cluding beverages containing caffeine, were offered to participants during rest blocks.

6.2.4 Statistical analysis

Significant effects were measured at the channel level using the AFA method (Sheu et al., 2016)

for multivariate testing of time-series data between multiple conditions across a set of 18 elec-
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trodes that were chosen before the collection of data of the first experiment of this research

project. Electrodes are distributed across a variety of scalp regions that are often associated

with components of interest to this study, including N1, MMN, PMN, N400 and P600. Addi-

tionally, topographical analyses were carried out to identify the origin of the observed com-

ponents. Linear mixed effect regression models were run on average amplitude measured

across specific time windows, to determine statistical differences across different regions of

the scalp.

6.3 Results

In this section, grand-average ERP data, difference curves, AFA procedure results, topograph-

ical maps and LMM results are presented for all experimental conditions and several compar-

isons with data from experiment two are drawn.

6.3.1 Mismatch vs Match

Figures 6.3 and 6.4 present an overview of the ERP responses for the match and mismatch

conditions of experiment three, with a particular focus on the time window between 0 and 400

ms, where most early sound mismatch and processing ERP effects are expected. Similarly to

all ERP grand-average figures included so far in this work, a total of 18 electrodes have been

selected as sample for the statistical analyses, since they are considered representative of the

scalp regions where most ERP effects elicited in this experiment are observed9.

Looking at the grand-average ERP curves and at the difference curves for the two conditions in

anterior and frontal scalp sites in Figure 6.3, a general positive trend for the mismatch condi-

tion, highlighted by the difference curve (in black), can be observed spread across the majority

of scalp sites in figure 6.3 between 200 and 280 ms, where components such as the P3a are of-

ten observed. The difference at the peak seem to be maximal in prefrontal and anterior-frontal

scalp sites, both across the midline and in left and right hemispheres. Secondly, another trend

of difference between the two curves is displayed preceding the positive-going polarity, max-

imal at 170 ms, in right frontal scalp site F4 only. Besides these two particular trends, the curves

are fairly comparable and no specific other component or recognisable trend is visible.

9It is worth mentioning again that the electrode sites chosen are 1) consistent across all three ex-
periments and 2) they had been selected prior to data collection in order to avoid any bias caused by
visualising data and trends before deciding where to focus the statistical analysis.
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In experiment three, the general amplitude of the grand-average curves is larger. This is most

likely connected to the limited number of trials used to compute the average, considering the

number of participants included in the analysis is about half of that of previous experiment

two or one. Because of this, pre-stimulus interval noise is more pronounced throughout all

findings in experiment three, which could also suggest that smaller trends observed across the

dataset originated or were partially affected by noise in the data.

Figure 6.3: Grand-average ERP curves for match / mismatch experimental conditions
and mismatch minus match difference curves calculated between -100 and 400 ms
PSO for prefrontal, anterior-frontal and frontal sites.

Figure 6.4 displays average ERP curves and difference curves for frontocentral, central and

parietal scalp sites. Focussing on the difference curves in particular, only few trends can be

observed throughout this set of electrodes. Differences between 100 and 200 ms, which have

been observed in one frontal electrode and more prominently in previous experiments are not

highlighted in figure 6.4, with very small differences the size of the noise in the pre-stimulus

interval, foreshadowing a non-significant difference later on when tested with the use of the

AFA procedure. A negative-going polarity in parietal scalp sites (Pz) between 200 and 300 ms

144



post stimulus onset can be linked to the corresponding positivity in central and frontal sites,

previously connected to the elicitation of a P3a component. A trend that is maximal in fronto-

central midline scalp site FCz is that of positivity for the mismatch condition between 300 and

400 ms, possibly linked to the elicitation of a P3b component in response to the categorisation

of target, odball stimuli.

Figure 6.4: Grand-average ERP curves for match / mismatch experimental conditions
and mismatch minus match difference curves calculated between -100 and 400 ms
PSO for frontocentral, central and parietal sites.

The results of the AFA procedure on anterior and frontal scalp sites (Figure 6.5) display very

few differences between the two conditions, with almost no statistically significant differences

for the most part throughout the time window. The only statistically significant difference

found across many of the anterior and frontal scalp sites is between the 300 and 400 ms mark,

where a positivity is observed for the mismatch condition compared to the matching one. The

size of the difference, across all electrodes, is very small especially if compared against the

overall amplitude of the curves and the pre-stimulus interval noise threshold. However, the

consistency across multiple electrode sites suggests that the difference between the curves is
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caused by a general, underlying component rather than by random noise.

Figure 6.5: Grand-average ERP curves for match / mismatch experimental conditions
and AFA procedure results calculated between -100 and 400 ms PSO for prefrontal,
anterior-frontal and frontal sites.

Similarly, in central and parietal electrodes, significant differences have been observed short

of the 400 ms mark in midline central electrode Cz, with a trend similar to that observed in

anterior and frontal scalp sites. However, no other trends have been observed that suggest the

elicitation of a different or novel component to the perception of mismatching and matching

sine-wave tone sequences. The only other significant difference between the two curves is ob-

served at right parietal electrode P3, at the 250 ms mark, in relation to the corresponding pos-

itivity in frontal and prefrontal electrodes. Finally, while differences in peaks can be visually

observed across other electrodes, such as C4 and FC4 for instance, around 300 ms, these dif-

ferences generally appear to be much smaller than the overall distribution in the pre-stimulus

interval, suggesting that such differences are smaller than those derived by noise alone in the

data. For this reason, none of these differences have been highlighted as significant by the use

of the AFA procedure. It could also be the case that these and many other differences between
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the two curves in the data were not affected by noise in the data specifically but that the low

power of the study made it difficult to isolate noise and genuine effects in the data.

Figure 6.6: Grand-average ERP curves for match / mismatch experimental conditions
and AFA procedure results calculated between -100 and 500 ms PSO for frontocentral,
central and parietal sites.

6.3.2 Modelling

Looking at the difference curves and the grand-average line plots displayed in the previous

section of this chapter, only few differences in amplitude, peak and component latency were

visually observed across the two main experimental conditions. A similar trend is presented

through the modelling of mean amplitude data, where almost no effects of experimental con-

dition are found across multiple time windows for experiment three data. Similarly to results

reported for previous experiments, LMM were fitted to model the effect of experimental con-

dition, scalp region and hemisphere, as well as their three-way interaction in R (R Core Team,

2020). Type-III ANOVA tables were generated from the car (Fox et al., 2012) package and pair-

wise contrasts were measured with the emmeans (Lenth et al., 2019) package.
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Figure 6.7: Grand-Average mean amplitude intervals (between 140 and 180 ms PSO)
for mismatch / match experimental condition

Figure 6.8: Grand-Average mean amplitude intervals (between 290 and 310 ms PSO)
for mismatch / match experimental condition
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Figure 6.9: Grand-Average mean amplitude intervals (between 575 and 625 ms PSO)
for mismatch / match experimental condition

Figure 6.7 displays mean amplitude cubic spline interpolation topographical scalp maps for

both the mismatch and match experimental conditions of experiment three, with mean amp-

litude values measured between 140 and 180 ms post stimulus onset, where an MMN-like

trend was observed — despite its significance and status being far from confirmed — in the

results of experiments one and two. Inspecting difference curves of experiment three, in Fig-

ures 6.3 and 6.4, a negative trend is visible for the mismatch condition across frontal and cent-

ral scalp sites. A graphical 64-point interpolation presents no distinguishable visual differ-

ences between the mismatch and match condition in the time window where the MMN-like

effect has been observed to be maximal in previous experiments and, where, in experiment

three as well, the negativity trend is maximal scalp sites such as FC3. The results of the LMM

suggest no main effect of condition [F(1,1155) = 0.010, p > .5]. Only a main effect of scalp region

was reported as significant [F(10,1155) = 160.428, p < .0001].

No trend can be visually observed when comparing the cubic spline interpolation scalp maps

of mean amplitudes measured in the time window between 290 and 310 ms (6.8), where a very

small, possible PMN-like trend was investigated in in experiment two. Figure 6.8 presents very

comparable mean amplitude distributions across the scalp for both the mismatch and match

condition with no specific negativity trend for one over or the other. Despite an overall in-

crease in grand-average amplitude range in experiment three, overall, compared to previous

experiments, experimental-condition specific ERP components or, in more general terms, ef-

fects and trends visualised by difference curves, appear to be much smaller. The results of the
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LMM suggest no main effect of experimental condition [F(1,1155) = 0.0002, p > .5] and no sig-

nificant interaction between experimental condition and scalp region [F(10,1155) = 0.325, p >

.5].

A positive trend is visually observed for the mismatch condition in parietal and posterior scalp

sites over the match condition (Figure 6.9). This effect has been linked to the elicitation of

a P600 component in all of the previous experiments, although no syntactic activation was

present in the study of speech-like perception through experiment one and two. In experi-

ment three, because the focus is musical sequences, a P600 component as a response to the

violation of a given sequence — often a musical scale or tonality — was expected. Results of

the regression model reports no significant main effect of experimental condition [F(1,1155) =

1.450, p < .05], but there was a significant main effect of scalp region [F(10,1155) = 222.274, p <

.0001], as well as the significant interaction between experimental condition and scalp region

[F(10,1155) = 2.979, p < 0.001]. post-hoc pairwise contrasts report a main effect of experimental

condition, with a positive trend for the mismatch condition, at parieto-occipital [t(1961) = 2.75,

Est = 1.16 µV, SE = 0.51 µV, p < .05] scalp sites.

6.3.3 Tone Sequence

In this particular section, ERP responses to the presentation to the presentation of each of the

three sine-wave tones in the first half of each trial are compared. Much like in experiment

two, participants were instructed to listen to each one of the three tones, presented separately,

and to combine them into one single tune, without changing the order they had previously

been presented in. ERP responses to the processing of each tone in the sequence show us

differences in processing of sounds and the impact statistical probability in the perception of

these sounds, since the first tone of each sequence has a 25% chance of being reproduced,

considering there are four tone sequences. However, because each sequence is unique, each

following tone (two and three) are supposedly expected by participants, given the first one,

on the grounds of statistical learning affecting expectations. Since only four tone sequences

were used in experiment three and considering each sequence was presented more than a 100

times to each participant, it can be suggested10 that participants recognise and remember the

sequences used in the experiment after a few trials.

10This assumption is also based on the performance of participants in experiment one where, when
asked to learn multiple sequences of syllables, it took subjects an average of five minutes — no more
than 10 repetitions per stimulus — to remember and recognise nonce-word pairs.
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Figure 6.10: Grand-average ERP curves for first / second / third tone experimental
conditions and AFA procedure results calculated between -100 and 400 ms PSO for
prefrontal, anterior-frontal and frontal sites.

Each curve represents the grand-average response to one of the three tone in a sequence. The

red dots, highlighting significant differences between the two curves at p < .05, have been im-

plemented on the differences between the perception of the first and second tones only, since

it’s where the biggest differences are expected and considering visualising differences among

each pair of conditions would have cluttered Figures 6.10 and 6.11.

It can be observed from the data in Figure 6.10 that, although not many trends have tested

as significant with the implementation of the AFA procedure, some differences between the

two conditions have been found specifically at electrode site F3 and Fz. In particular, there

is an accentuated negativity at around 180 ms for the perception of the first tone, compared

to a smaller response to the presentation of the second tone of each sequence. Another sig-

nificant segment is observed in electrodes F3 and F4 between 300 and 350 ms post stimulus

onset which presents a positive-going deflection for the first-tone condition compared to the

presentation of the second tone, once again linked to P3-like components reacting to the pro-
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cessing and categorisation of odball or less probable stimuli.

Similarly to how ERP responses were displayed in experiment two when comparing responses

to the perception of single syllables, the first tone of each sequence is the most unexpected

and arguably the most informative. Previous findings suggest that word-initial syllables tend

to evoke bigger ERP effects compared to word-medial and word-final syllables in speech and

speech-like perception (Astheimer and Sanders, 2011), as they are considered to be more in-

formative than following syllables (Connine et al., 1993). The same can be assumed specific-

ally for the first tone in a sequence of tones, where the probability for the first tone to be

played is 25% of all possible options. The main reason why the ERP reaction is usually big-

ger to word-initial syllables (and sequence-initial tones, in this case) is because, since the item

is particularly informative, temporal attention is shifted to stimulus presentation, resulting in

increased overall amplitude of components. Attention then shifts away from stimulus present-

ation — once the stimulus has most likely been recognised and identified— which is mirrored

by less and less prominent ERP responses, as exemplified negative-going peak observed in the

data.

Other than the main difference between 100 and 200 ms, where most auditory mismatch com-

ponents are located (with distribution in anterior and frontal scalp sites for the most part) the

curves of the three conditions are largely comparable throughout. While the number of par-

ticipants is limited for experiment three, noise in this particular condition is reduced to the

minimum because of the very high number of times the first half of each trial is consistently

presented to all participants. Every trial in experiment three has a split sequence formed by

three separate tones, while only 33% of trials are part of the mismatch condition.
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Figure 6.11: Grand-average ERP curves for first / second / third tone experimental
conditions and AFA procedure results calculated between -100 and 400 ms PSO for
frontocentral, central and parietal sites.

Figure 6.11 displays similar behaviours for ERP curves in response to the three sine-waves

tones in the sequence among frontocentral, central and parietal scalp sites. The only visible,

recognisable and statistically significant effect is located at electrodes sites C3, FC4 and P4,

with a positivity for the second tone at around 300 ms (between 280 and 340 ms), linked to

the elicitation of a P3 component in response to a lower presentation rate of the first stimulus

compared to the second one. The effect appears to be maximal over parietal scalp sites.

The most visible trend between 150 and 200 ms is a negative-going potential in frontocentral

and central scalp sites. However, among central and parietal scalp sites, the effect was not

statistically significant at any scalp site included in the pool for the implementation of the

statistical analysis. Besides these two specific effects between 150 and 200 ms and between

300 and 350 ms, no other trend, among the three curves, is visible from the data presented.

The AFA procedure did not highlight any unexpected significant differences between the ERP

responses to the presentation of the first and second tones in the sequence for anterior and
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frontal scalp sites. While differences at the 300 ms mark, related to the elicitation of the P3,

have been found to be significant across a number of electrodes (5/18), the MMN-like effect

was only significant at two scalp sites, FZ and F3 which suggests that the pre-200 effect is

limited in distribution over the scalp.

Tones vs Syllable in a sequence

The methodologies of experiments two and three are very alike. The only difference between

the two experiments sits in the type of stimuli used (syllables in experiment two, sine-wave

tones in experiment three) while everything remained unchanged. To maximise comparab-

ility, the same code used to present experiment two was used for experiment three as well,

simply substituting sound files used for the stimuli.

In the previous chapter, responses to the perception of each of the three syllables presented

in the first half of each trial were presented. In this chapter, the same procedure was carried

out for the analysis of the responses to the perception of each sine-wave tone. Similar pat-

terns, to those observed for syllable perception, were found. Here, the goal is to compare the

perception of the first syllable of each sequence in experiment two to that of the first tone of

each sine-wave tone. The chance of hearing a specific first sine-wave tone — out of the four

possible combinations — is that of 25%, which is directly comparable to that of being presen-

ted a specific syllable experiment two, since the same number of sequences were used. The

sequences were also characterised by similar inter-sequence and intra-sequence transitional

probabilities.

The differences observed between the two curves should represent the difference in response

to the perception of a simple sine-wave tone, that does not carry any linguistic information

and the perception of a linguistically-charged speech sound, in the same context. The con-

text is that of no lexical, semantic or pragmatic meaning influencing expectations. Differently

from the match-mismatch condition of the experiment, where expectations to stimulus per-

ception are set by performing an active, behavioural task following the perception of stimulus

sequences (focus, on the other hand, of this section), expectations in the perception of syl-

lable / tone sequences are dictated by stimulus transitional probabilities alone. Although the

focus here is on the first half of each trial, throughout both experiments, where only stimulus

presentation rate varies but no mismatch is present through the administration of a behavi-

oural task, the comparison is still very insightful when it comes to exploring and investigating
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different trends between sound and speech-sound perception.

Figure 6.12 displays the differences and similarities between the perception of the first sine-

wave and the first syllable of the stimulus sequence for anterior and frontal scalp sites,

between -100 and 400 ms. Very noticeable differences across all scalp sites are displayed, gen-

erally concerning overall amplitude differences between the two curves rather than latency

differences, although small latency differences are still present. First of all, the sine-wave tone

condition (red) is characterised by increased negativity in the N1-P2 complex area, especially

in anterior and frontal frontal scalp sites, while the same complex is more positively-going ac-

centuated for the syllable condition (blue), with a higher P2 peak and reduced N1. The main

difference between the two curves is certainly characterised by the N2 / MMN peak which is

much more prominent for the sine-wave tone condition than it is for the syllable condition,

with up to 6 µV peak differences between the two conditions. The negative peak is found to be

slightly earlier in the syllable condition than it is in the sine-wave tone condition, although the

difference is small, with the highest latency difference of 20 ms for anterior and frontal scalp

sites.
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Figure 6.12: Grand-average ERP curves for first tone (Experiment three) and first syl-
lable (Experiment two) experimental conditions and AFA procedure results calculated
between -100 and 400 ms PSO for prefrontal, anterior-frontal and frontal sites.

A similar distribution can be observed in frontocentral, central and parietal scalp sites (Figure

6.13). However, the further away from frontal and central scalp sites, the smaller the overall

amplitude, with negative peaks for P3 and P4 electrode sites just short of 3 µV , compared

to almost double the size for frontal sites. While effects are generally smaller in lateral sites,

what seems like an important difference is visible at around the N1 peak for the tone condi-

tion, characterised by increased negativity when compared to the syllable condition. Besides

this specific differences, results displayed in this figure are perfectly comparable with those

described from Figure 6.12.
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Figure 6.13: Grand-average ERP curves for first tone (Experiment three) and first syl-
lable (Experiment two) experimental conditions and AFA procedure results calculated
between -100 and 400 ms PSO for frontocentral, central and parietal sites.

6.3.4 Mismatch in experiment 2 vs experiment 3

The aim of this section of the chapter is to compare the ERP responses to the perception of mis-

matching nonce words in experiment two and mismatching sine-wave tunes in experiment

three. Investigating results within experiment three remains the focus of this experiment.

However, comparing the findings of experiments two and experiment three offers access to

further insights in the differences of speech-sound and sound perception. Any difference ob-

served could suggest that linguistic and, in particular, phonemic and phonological processing,

although not present in the form of a PMN in experiment two, might have been incorporated

as part of neighbouring components in experiment three.

Previously, when discussing Figures 6.5 and 6.6, it was pointed out that only very few and

very minimal differences were present when comparing the ERP response to the perception of

matching and mismatching sine-wave tunes. However, when comparing the mismatch con-

dition of experiment three to that of experiment two, major differences are visible right away,
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when observing figure 6.14, with significant differences displayed in frontal electrodes F3 and

F4 in the N1 and MMN time window respectively11. A pronounced positive peak, possibly

connected to the elicitation of the N1-P2 complex is clearly displayed in right anterior-frontal

scalp sites (AF4 and F4) where differences between the amplitude of the N1 and P2 peaks reach

1.5 µV for the syllable condition. When comparing this with the response to sine-wave tones,

we can see that while N1 peaks are generally comparable across both conditions, P2 peaks are

almost absent in the latter. While P2 peaks are clearly larger and present higher amplitudes,

the latency between N1 and P2 peaks for both conditions is practically the same.

Figure 6.14: Grand-average ERP curves for mismatching stimuli in experiment three
vs experiment two and AFA procedure results calculated between -100 and 400 ms
PSO for prefrontal, anterior-frontal and frontal sites.

Another striking difference between the two conditions, highlighted previously when compar-

ing the perception of the first tone and syllable of the stimulus sequences, is that the negative-

going peak in the tone appeared to be more negative than that in the syllable condition (ex-

11Considering how similar differences are displayed across other electrodes sites and how the effect
size of the difference seems to be particularly big, especially when compared to results analysed in pre-
vious experiments, the absence of significant segments is probably due to high threshold of noise that
characterises average data in Experiment 3.
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periment 2) at around 150 and 200 ms post stimulus onset, depending on the scalp site. This

trend is visible across all scalp sites included in the analysis but the amplitude of the peak

seems to be the highest for the sine-wave tone condition in the left anterior-frontal scalp sites,

where the effect size difference between the two conditions is the highest. Finally, P3 peak

amplitudes seem to be larger for tone condition compared to the syllable condition12. Direct

differences in amplitude ranges between the grand-averages of the two conditions could be

directly caused by the number of subjects averaged, smaller in experiment three than it is for

experiment two. For this reason, the focus is on recognising similar or different component

patterns among the results of the two experiments, rather than directly comparing amplitude

values between the curves with a statistical test.

Figure 6.15: Grand-average ERP curves for mismatching stimuli in experiment three
vs experiment two and AFA procedure results calculated between -100 and 400 ms
PSO for frontocentral, central and parietal sites.

When comparing figure 6.15 to figure 6.14, similar patterns can be observed in frontotemporal,

frontal, central and parietal scalp sites. In particular, P2 peaks are highest in right frontocentral

12The difference was calculated as average amplitude between N2 and P3 peaks for both conditions.
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and central scalp sites (FC4 and F4), while negative peaks between 150 and 200 ms appear

to be less pronounced for both conditions the further away from anterior-frontal scalp sites,

which suggests that the origin of the effect is to be attributed to frontal and anterior areas of

the scalp and that the component is consistent throughout both experiments. Besides these

two observable trends, patterns of ERP responses between the two curves are fairly consistent

and comparable in both sets of electrodes.

6.4 Discussion

In experiment three, the perception of mismatching sine-wave tones in a sequence, where ex-

pectations were created directly through the design of the experimental task, was tested and

analysed using EEG. The results of experiment three are discussed on two separate levels. First

of all, the results of this experiment in themselves give us insights in presenting the differences

that are present whenever expectations are flouted in sound perception, where no linguistic

information is present. At the same time, the results of experiment three are useful because

they are directly comparable to those of experiment two, providing the ability to explore re-

sponses to mismatch in speech-sound perception to those of sound perception alone.

When comparing participants’ ERP responses to matching and mismatching sine-wave tones

in their respective sequences, only minimal statistically significant differences were observed

between the two conditions in the pre-N400 range, where most of auditory-related and sound

processing ERP components are usually observed. Comparing mismatch and match condi-

tions at a channel level, only differences related to the elicitation of a P3 component were

elicited and observed across multiple scalp sites. Significant differences earlier than 200 ms

were only found at one scalp site and, even non-significant but observable trends were very

limited (no N1-like effect).

Differences between the two curves, when comparing mismatching and matching responses,

are displayed between the 500 and 700 ms marks. In this time window, a positive-going com-

ponent can be observed for the mismatch condition in parietal and occipital scalp sites, as

displayed through the topographical scalp analysis. The positive deflection is likely linked to

elicitation of the P600 ERP response, with which it shares its onset, often at around 500 ms

for the P600 (Hagoort et al., 1999), and peak latency at around 600 ms post stimulus onset.

The P600 component is sensitive to (syntactic) rule violation and, in the specific case of ex-

periment three, music-syntactic rule violation whenever a mismatching sine-wave stimulus is
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presented. The presence of the P600 component for the presentation of mismatching stim-

uli works, in this case, to suggest that participants did recognise mismatching stimuli as such.

Moreover, if it was the case that rule violation was observed by participants, any other effect

correlated with the presentation of a mismatching auditory stimulus should also have been

elicited through this specific experimental paradigm.

Sine wave tones are much simpler, when compared to speech sounds such as single phonemes

or whole syllables, both in terms of acoustic construction and in the amount of information

they carry. Because of these differences, there is an expectation that responses to these two

different types of stimuli are going to also be different. At the same time, because both stim-

uli were presented with very comparable methodologies, including auditory presentation in

both cases, some similarities are also expected in terms of ERP response. Some examples in-

clude the P600 (see Appendix A for an in-depth discussion of P600 findings across all three

experiments) signaling rule violation and a possible N1 and / or P3 effects, in relation to stim-

ulus evaluation. The ERP response to the presentation of mismatching stimuli in experiment

three were directly compared to the ERP response to of mismatching stimuli in experiment

two. Some differences could be visually observed, especially concerning the overall amplitude

levels of the N1-P2 complex and the overall negative-going distribution for the findings of ex-

periment three. Although the MMN effect was not significant in experiment two for the mis-

match condition at a channel level, it was isolated through topographical exploration.

However, when comparing the differences between match and mismatch conditions for ex-

periment three to those of experiment two, no particular differences can be observed. This is

especially true when focussing only on the results of the AFA procedure. The bigger effects are

only those after the 250 ms mark, possibly linked to P3 elicitation, rather than any phonolo-

gical or speech-specific response. The biggest difference before the 200 ms mark in experiment

three can be observed when investigating the perception of the three separate sine-wave stim-

uli in the first half of each trial, rather than in the differences between mismatch and match

conditions in the second half of all trials. In particular, a pronounced negative-going deflec-

tion can be observed for the perception of the first stimulus in the sequence compared to the

second and third, only in two scalp sites compared to six in the same condition for experiment

two. It could be assumed that the reason behind the difference in amplitude is a response to

increased attention to the presentation of the first tone as it is highly informative. However,

if this was the case, then more differences should be noticed for other components, including

161



the N1 mark as well, considering that the component is sensitive to shifts in temporal atten-

tion (Näätänen and Picton, 1987) and that word onsets have been found to present greater

N1 responses than word-medial and -final syllables (e.g. Astheimer and Sanders 2011). A de-

tailed discussion and comparison of the negativity associated with auditory and phonological

processing across all three experiments is carried out in Chapter 7.

When it comes to the 150-200 ms range, a plausible explanation to why a difference is present

between the response to mismatching tones and that to the first tone of each base sequence, is

that the type of mismatch is different in the two conditions. In the case of the base sequence,

the type of response to the first syllable is that of mismatch caused by the low probability (25%)

of a specific tone appearing in a given context. However, the response to mismatching tunes

is directly caused by the result of the behavioural task itself. More specifically, the first tone

participants hear in each trial has a 25% change of being presented, which caused increased

attention and an unexpected response to stimulus presentation. In the mismatch condition,

the unexpected factor is not simply caused by presentation probabilities but by the behavi-

oural task i.e. identifying whether the incoming tune is identical to the one that was previously

presented or not.

Participants were, during the second half of each trial, arguably at their most attentive to stim-

ulus presentation. They had previously been instructed to compare the tones that they had

previously listened to — and combined into a tune — to the upcoming stimulus sequence.

At first, the differences between the two scenarios do not appear to be particularly relevant

or well defined. However, it is known that attention can — also indirectly, through working

memory — mediate the size and latency of specific components as reviewed in Chapter 4.

More specifically, while most components are impacted by producing larger amplitudes the

higher the level of attention to stimulus presentation, some ERP components — such as the

P2, linked to stimulus evaluation — are usually characterised by reduced peaks in the present

of attention (e.g. Kanske et al. 2011). The uncertainty of the origin of the difference between

the two condition is, as particularly common in ERP experiments, due to the amount of un-

known information and, in this specific case, the exploratory nature of the study.

6.4.1 Relevance to PMN?

Similarly to the outcome of experiment two (and, for that matter, experiment one as well)

no PMN component was elicited in experiment three. However, this outcome was somewhat
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expected for this paradigm, considering no phonological mapping had been implemented

across the stimuli of the experiment. However, the findings can help shape the boundaries

of the nature of the PMN component, despite the experiment not being directly targeted to its

elicitation. First of all, the lack of a classic PMN as a response to mismatch in auditory (but

not phonological) perception reinforces the idea that the PMN is most likely not a response to

sound mismatch. While phonological mismatch and sound mismatch are not synonyms, as

there is much more to phonological mismatch than there is to sound mismatch and, consid-

ering that phonological mismatch does not necessarily have to happen in combination with

auditory mismatch (i.e. reading tasks), there is certainly a component of overlap between aud-

itory and phonological mismatch. Until the two are separated, it is not straightforward to be

able to determine whether a component works as a response to phonological or auditory mis-

match specifically or, alternatively, a combination of both as it seems to be the case for the

MMN.

Although a PMN response was not necessarily expected in relation to the absence of phonolo-

gical mapping throughout experiment three, the absence of an MMN response could suggest

methodological limitations particularly tied to lack of power. The MMN is sensitive to phono-

logical information but its primary role is that of response to auditory and acoustic mismatch,

which is present in experiment three. At the same time, the elicitation of a clear P600 response

would suggest that the study was appropriately powered and that participants perceived mis-

matching stimuli differently than match. The different interpretations, matched with meth-

odological limitations, do not allow for a clear-cut interpretation of findings.

For this particular reason, the results of experiment three, specifically because no difference

was found between the match and mismatch condition in the time range either an MMN or

PMN would be expected — in an experimental context where phonological mismatch is not

present — are not informative about the nature of the PMN on their own, besides reinfor-

cing the idea that the PMN is not an auditory only response. The following chapter contex-

tualises the findings of all three experiments and it combines existing theories on the elicita-

tion of the PMN with current findings and plausible explanations for the non-elicitation of the

PMN.
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Chapter 7

General Discussion

The general discussion chapter presents a summary of all relevant experimental findings from

experiments one, two, and three. It also ties all collected findings together to previous research

with the aim of painting the bigger picture when it comes to the PMN and its function and

role in speech and sound perception and processing. Furthermore, the chapter introduces

thoughts and implications of the absence of a clear-cut PMN component across all three ex-

periments. Hypotheses are also advanced on the general role of phonological processing in

semantics-free spoken-word perception. Finally, the role of ERP components less relevant

to the direct focus of the study, such as the P600 found as a response to sequence violation

in syntax-free contexts in experimental paradigms involving both language and musical pro-

cessing, is discussed in relation to the findings of all three experiments.

7.1 Summary of findings

7.1.1 Match and mismatch

No clear-cut PMN response, specific to phonological mismatch and mapping between the 250

and 300 ms mark post stimulus onset, has been observed across the three experiments carried

out in this research project. The findings of experiment two exhibited a significant negative-

going deflection between 280 and 320 ms post stimulus onset, maximal at 300 ms in parieto-

occipital scalp sites only between match and mismatch condition. Although it was originally

assessed that the negative trend might have been linked to the elicitation of PMN-like negative
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polarity, no comparable effect was observed across either of the remaining two experiments.

This trend was not significant with the implementation of the AFA procedure (Sheu et al., 2016)

at a channel level. However, as previously mentioned, LMM fitted to mean amplitude data

reported a very limited significant effect in parieto-occipital scalp sites only. For this reason, it

can be suggested that the highlighted trend is not linked to the observation of the PMN. The

negative polarity observed for the mismatch condition of experiment two was most likely a by-

product of P3 contamination and a shift in P3 latency, observed through the implementation

of peak latency measurements for both the mismatch and match conditions in the 250 to 300

ms time range.

Among other trends and effects observed in the findings of experiments one and two, an

MMN-like trend, maximal at 160 to 170 ms post stimulus onset, was observed for the mis-

match condition (over the experimental match condition). This effect was statistically signi-

ficant over frontocentral scalp sites among the findings of experiments one. The trend was

significant over the left hemisphere, between match and mismatch experimental conditions,

among the findings of experiment two. No trend was visible at all in experiment three. Similar

patterns were highlighted in experiment two by channel-level analysis and the implement-

ation of the AFA procedure. However, none of the trends could be reliably isolated as one

clear-cut specific component. The differences between the match and mismatch conditions

in experiment two were much smaller and less consistently captured by the AFA than those

of experiment one. In all experiments, although not recognisable as commonly shared trends

across all experiments and only significantly recognised at channel level mostly, P3-like trends

were present for the perception and processing of target, oddball stimuli being presented

across the experiment. An N1-like effect was only recorded in frontal and prefrontal regions —

with statistical differences only observed in frontal electrodes — for the mismatch condition

of experiment two but not for that of experiments one and three. Finally, the only effect that

was consistently significant with the implementation of an LMM model across all three exper-

iments was a late P600-like positivity (see Appendix A for an in-depth discussion of all P600

findings) maximal in parietal and parieto-occipital electrodes.

To summarise, some ERP responses to the presentation of mismatching stimuli are present

across the findings of experiments one, two and three, with some components shared among

either all or two experiments out of three. However, there is no clear PMN component that can

be isolated specifically as a response to phonological processing. In addition, besides the con-
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sistent elicitation of a P600-like response across all three experiments, all other components

could not be reliably labelled and linked to the mapping of a specific level of processing.

7.1.2 Contextualisation of other findings

Other findings that were investigated that did not belong to the main match and mismatch ex-

perimental conditions of experiments one to three were not directly impactful in determining

the status of the PMN and its elicitation in response to phonological mismatch. They did, how-

ever, provide access to insights and ERP responses in speech perception that helped validate

the experimental methodologies used. These trends were consistent with the effects expec-

ted in those specific contexts — based on existing literature — where transitional probability

differences in the presentation of stimuli caused mismatch without the implementation of ex-

ternal tasks or linguistically-derived mismatch, e.g. phonological or lexical. Observing effects

that were predicted for those specific conditions in the experiment helped in validating the

efficacy of the methodological choices made for the realisation of the experiments.

For example, in the baseline experimental block of experiment one, no statistically significant

effects were discovered through channel level or topographical component origin analysis.

This was to be expected considering that participants were listening to stimuli they had not

heard or learnt prior to the collection of ERP responses, in a context where no active beha-

vioural task was implemented. Although no statistically significant effects were discovered,

some general trends were observed that appeared to mirror similar responses to those eli-

cited in the target block of experiment one, although to a much smaller extent. This could

potentially suggest that some level of statistical learning of the stimuli implemented in the

baseline section could have taken place despite the reduced length of the baseline experi-

mental block.

In experiment two and three, when comparing responses to the first and second stimuli in

each of the three-stimulus sequences presented in the first half of each trial of both experi-

ments, effects linked to both stimulus presentation rates (such as P3 and similar effects) and

to sound mismatch (such as a N1 and MMN-like negativities) were sometimes observed. The

focus of experiments one, two and three was to investigate whether a PMN component could

be observed across the chosen variety of experimental paradigms tested in this research pro-

ject. Although no PMN was expected when investigating responses to the single syllable / tone

stimuli in the first sequence of each trial, the findings were insightful in that they were able to
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display what type of responses were collected in a setting where mismatch was only caused

by stimulus transitional probabilities rather than when transitional probabilities were com-

bined with task-specific mismatch in the mismatch vs match conditions of experiments two

and three.

7.2 Phonological processing

In Chapter 2 I have summarised some of the most relevant papers that link the existence of

the PMN component to phonological and word-form processing in speech perception and

spoken-word recognition. At the same time, I have highlighted the inconsistencies when com-

paring the findings of many existing experiments run to determine the nature of the PMN

component and its topographical distribution. In particular, one of the main limitations of

previous research in experiments that aimed at eliciting the PMN component in processes of

spoken-word recognition and speech perception was that phonological mapping was always

associated, in the chosen experimental paradigms, with lexical activation and lexical retrieval

to some extent (e.g. Connolly and Phillips 1994; Newman et al. 2003; D’Arcy et al. 2004; Kujala

et al. 2004). This situation created a set of confounding variables which does not allow for a

clear-cut dissociation of phonological and semantic processing.

Because of this specific existing gap in the literature, the idea to only use semantics-free stimuli

in experiments aimed at eliciting the PMN component was advanced, in order to thoroughly

investigate the existence and the specific role of the PMN component in a context where phon-

ological mismatch and mapping were present but no other layer of language processing (e.g.

morphological, semantic, syntactic, or pragmatic) had been introduced. This decision was

made to further confirm the hypothesis that lexical status of the presented stimuli was not in-

fluential to the elicitation of the PMN. Furthermore, some of the existing findings place the

PMN in a similar position — both temporal, topographical, and functional — to that of the

MMN (e.g. D’Arcy et al. 2004; Newman and Connolly 2009). Because of the similarity between

the two components, I have also tested ERP responses to the perception of semantics-free

non-speech stimuli, in experiment three, in order to compare the findings with previous re-

sponses to the presentation of semantics-free speech stimuli. The aim of the above compar-

ison was that of dissociating phonological processing from auditory mismatch in the elicita-

tion of pre-N400 responses.

The general discussion is focussed on two main aspects of phonological mismatch. The first
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is the absence of the PMN among the findings of all three experiments, specifically when fo-

cussing on experiments one and two. Secondly, in light of the absence of a PMN response, the

same section presents hypotheses on whether phonological processing has been observed as

embedded in the elicitation of other ERP components, tested by comparing the findings of ex-

periments two and three. Both experiments introduced acoustic mismatch in the presentation

of incoming stimuli, with experiment two incorporating phonetic and phonological mismatch

with the implementation of speech sounds compared to non-speech sounds of experiment

three. An explanation for the above is that, although the PMN was not observed, phonological

processing and mismatch could have been incorporated in increased amplitude or latency

changes of neighbouring pre-N400 components, for instance, such as the MMN.

7.2.1 PMN

No clear-cut PMN component was observed in any of the three experiments carried out in

this research project. The three experimental paradigms, that were created from the begin-

ning specifically to work both independently and in combination, were not capable of elicit-

ing a clear response linked to phonological mapping and mismatch in speech perception. In

particular, experiments one and two combined show that, regardless of the level of focussed

attention to stimulus presentation, phonological mismatch as an effect of the presentation

of mismatching semantics-free stimuli did not contribute to a PMN-like response from parti-

cipants. At the same time, experiments two and three combined show that, regardless of the

(non-) linguistic nature of the stimuli, no specific effects can be observed that appear to be dir-

ectly linked to the elicitation of a phonological mismatch response in experiment two.

Over the decades, the PMN has received different contextualisations and its role in speech per-

ception and spoken-word recognition has been updated multiple times. Connolly and Phillips

(1994), for instance, originally linked the PMN to phonological mismatch during processes of

spoken-word recognition, contextualising the component as part of the lexical selection stage

of the Cohort model (Marslen-Wilson, 1984) specifically (Connolly and Phillips, 1994). If we

were to describe the role of the PMN component according to the theory advanced by Con-

nolly and Phillips (1994), the PMN could be interpreted as a mismatch between expectations

caused by pre-existing (lexical, syntactic, phonological) contextual information during lexical

retrieval of incoming stimuli and mismatching (phonological) information. Being able to dis-

sociate an N400 response from a PMN — although not entirely in previous research (e.g. Con-

nolly and Phillips 1994 as discussed by Lewendon et al. 2020) — is what prompted researchers
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to suggest that the PMN response was directly linked to aspects of phonological mismatch of

incoming stimuli, rather than semantic or syntactic.

Similarly, in a study carried out almost one decade later, Newman et al. (2003) propose an up-

dated theory of the PMN suggesting that the "PMN serves as a neural marker for the analysis of

acoustic input merging with pre-lexical phonemic expectations" (Newman et al., 2003). When

visualising the expectations vs reality scenario in Connolly and Phillips’ (1994) theory of the

PMN, there would be semantic, syntactic, para-linguistic information on one side (expecta-

tions) and mismatching semantically-driven phonological information (reality) on the other.

When both factors are present, mismatch is registered and a PMN response is observed. How-

ever, when contextualising the explanation provided in the research paper by Newman et al.

(2003), the interpretation is that the role of the PMN has shifted to that of a much more lower-

level response, linking the PMN component to aspects of language processing such as acoustic

and pre-lexical phonemic information (Newman et al., 2003). In this case, the PMN acts as a

goodness-of-fit indicator between expected word-form information and speech input.

These two views of the PMN, that link it directly to lexical retrieval or to pre-lexical processing

also shift the importance that theoretical assumptions, highlighted in Chapter 2, have on the

successful elicitation of the component. In the more recent contextualisation of the PMN,

linked to the word-form goodness-of-fit processing, differences in aspects of speech percep-

tion models such as information flow order and access to information should not affect the

elicitation of the component in the current experiments. However, if the PMN were to be em-

bedded in a context of lexical retrieval and if it were to derive from lexical retrieval processes

primarily, assumptions would play a more important role in the overall design of experiments

on the PMN.

This more recent view of the PMN, backed up by more than a decade of research, almost en-

tirely discards the role of lexical activation altogether. If it were the case that the PMN was a

response to pre-lexical phonological information and a neural marker for acoustic input pro-

cessing, experiments one and two (and perhaps even three) should have been able to elicit

the PMN component. This is specifically true if we consider the experimental paradigms were

designed specifically to elicit components that would be reacting to pre-lexical phonological

and acoustic processing and mismatch in speech perception, regardless of the semantic status

of the stimuli used.
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Over the years, the PMN went from being interpreted as a semantically-involved phonological

component to a more lower-level response, linked to the processing of acoustic merging and

pre-lexical phonological information. Justifying this shift is evidence that presents the PMN

component as a response to both word and nonce word stimuli (e.g. Connolly and Phillips

1994; Newman et al. 2003; D’Arcy et al. 2004). The PMN was observed as a response to se-

mantically activated and semantically non-activated stimuli in spoken-word recognition. For

this reason, it was suggested that semantic status of the stimulus — i.e. whether the word or

item presented had an associated meaning whether physical or abstract — does not necessar-

ily matter towards the elicitation of a PMN response.

However, the above explanation does not necessarily take into account semantic and lexical

aspects of speech processing that might be activated regardless of the semantic or semantics-

free nature of a specific stimulus. In a context where a word is presented as baseline stimulus,

semantic mapping and lexical activation processes would have already likely been activated.

When listening to a word in a participant’s native language, it is impossible to do so while

ignoring the semantic aspect of that word. When a participant hears a word and removes a

phoneme from that word, semantic mapping happens and word form and meaning are re-

trieved, regardless of how that happens. When a second stimulus is presented, such as in

experiments by Newman et al. 2009 or Kujala et al. 2004, that is supposed to match the ori-

ginal stimulus minus the first phoneme, which in turn is also a real word at times, it would

make sense that some form of lexical retrieval is also activated to check whether the two stim-

uli match. By removing the first phoneme from the word clap, which is lexically activated,

we obtain the word lap, which is also lexically activated. Then, when comparing the resulting

word with the incoming stimulus (i.e. either lap or a mismatching (nonce) word), it makes

sense that semantic mapping is activated again to check for similarities between stimuli and

it only presents different outcomes depending on the semantic nature of the stimulus, just as

in the previously discussed example of Connolly and Phillips (1994).

The theory that the PMN is not simply a response to pre-lexical phonological and acoustic

information is partially supported by the results of experiments one and two of the current

research project. In experimental paradigms that never introduce any need for semantic re-

trieval and mapping, since participants were instructed from the start that all stimuli were free

of meaning and they did not represent existing words in their language, no PMN was compon-

ent was consistently elicited in all experiments. Furthermore, if the PMN was simply a marker
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of acoustic information merging with pre-lexical information, the PMN could have also been

elicited by the stimuli in experiment three. Non linguistic, sine-wave tones in experiment three

were carriers of acoustic information and pre-lexical "form" information which could be com-

pared to, in a linguistic context, phonological information (pitch, duration, transitional prob-

abilities, etc). However, no PMN-like response was elicited. For this very reason, evidence

suggests that the original theory of Connolly and Phillips (1994) was most likely closer to the

real nature of the PMN than its later reiterations (e.g. Newman et al. 2003). The PMN appears

to be a response to phonological mapping but only in a context where semantic mapping and

lexical retrieval are also present.

The amount of influence that lexical mapping has on the elicitation of the PMN component in

unknown. Past research studies started using components such as the PMN to investigate the

phonological processing abilities of patients in clinical settings, especially comparing that to

their semantic processing abilities in the form of the N400 (e.g. Robson et al. 2017). However, it

is likely that the PMN does not represent phonological processing of pre-lexical phonological

information alone but that its observation is directly influenced and mediated by the presence

and extent of semantic mapping in spoken-word recognition. In that case, measuring the eli-

citation of the PMN would not necessarily equate to measuring the extent of phonological

processing abilities. Conversely, studying the extent to which a PMN component is observed

as a response to phonological and semantic mismatch in subjects with confirmed impaired se-

mantic processing abilities could help determine the influence semantic and lexical activation

has on the observation of the PMN component in spoken-word recognition.

The findings of experiments one to three regarding the observation — or lack thereof — of a

clear-cut PMN component are more in line with the original theory by Connolly and Phillips

(1994), than they are with more recent interpretations of the PMN, who place the PMN as part

of a lexical selection stage of spoken-word recognition. The evidence collected in the current

research study cannot help determine to what exact level of processing of lexically-influenced

spoken-word recognition the PMN belongs to (if any), especially because no PMN was elicited

across the board. However, the findings suggest that the lack of lexical activation and semantic

mapping in spoken-word perception, regardless of the amount of phonological, phonemic

and acoustic mismatch in the perception of incoming stimuli, did not elicit a PMN in any of

the forms (e.g. different topographical distribution) that have been previously reported in the

literature. The observation of other components such as a late positivity linked to the P600
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and stimulus categorisation and responses to the presentation of oddball stimuli suggest that

participants were aware of mismatching, manipulated stimuli and that the lack of elicitation of

a PMN was most likely not connected to limitations caused by the design of the experimental

paradigm.

7.2.2 Other traces of phonological processing

Assuming that the PMN reflects word-form aspects of spoken-word recognition in contexts

where semantic processing is also present, the question remains of whether phonemic and

phonological mapping in semantics-free perception can be traced to the observation of any

specific ERP response. In relation to this matter, two theories can be advanced that sug-

gest that i) phonological mismatch in semantics-free stimuli emerges as part of neighbouring

pre-N400 components such as the MMN and N1 or that ii) speech-like stimuli are perceived

as speech, hence requiring some level of specifically phonological processing, only once se-

mantic mapping is involved. The next sections of this chapter display both theories, discuss-

ing the findings of experiments two and experiment three in relation to the first theory and

speculating on the implications theory number two would have on decade-long debates over

information flow order and architectures of grammar.

7.2.3 Phonological processing and pre-N400 components

An ERP component such as the MMN, often linked to the presentation of mismatching stim-

uli in a sequence of control, matching stimuli (Näätänen et al. 1993; Näätänen and Alho 1995),

was also linked to mismatch caused by a more abstract level of processing — specifically phon-

ological processing (e.g. Pulvermüller 2001) — as opposed to being exclusively sensitive to

more lower-level, acoustic and duration differences among stimuli. For this specific reason,

an argument could be made that, if no PMN component is observed in a semantics-free con-

text where phonological mismatch is present, a neighbouring component such as the MMN

might be sensitive to some level of phonological processing instead.

If we were only to consider the findings of one experiment at a time, such as experiment two

for example, we would not be able to assess whether an observed pre-N400 effect, such as

an N1 or MMN-like component, was in response to phonological mismatch specifically. It

could also be the case that its elicitation was primarily directed to the acoustic properties of

incoming stimuli, such as changes in frequency, for instance. In experiment two alone, stim-

uli were both auditory and linguistically activated. Any early response to mismatch might
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have been prompted by physical (acoustic) differences or abstract (linguistic) features. For this

reason experiment three, designed in tandem with experiment two, was aimed at presenting

participants with auditory acoustic mismatch but no phonological mismatch by employing

auditory but non-linguistic stimuli. Responses that, theoretically, were shared in both exper-

iments could be attributed to stimulus categorisation and acoustic mismatch effects while

responses that were specific to experiment two should be primarily linked to phonologically-

specific aspects of stimulus categorisation. Metaphorically subtracting responses to acoustic

non-phonological mismatch from responses to acoustic and phonological mismatch should

highlight responses that are specific to phonological mismatch alone.

No patterns were observed between the two experiments that could directly be linked to

phonologically-specific ERP components in experiment two. A comparable P600 response was

observed among the findings of both experiment two and experiment three, suggesting that

the response is not directly linked to linguistic aspects of the stimuli but rather to some com-

mon feature presents in either the stimuli or the methodology of both experiments. Namely,

the observation of the P600 component was linked directly to violations in sequence present-

ations. While other responses were observed among the findings of experiment two that were

not observed in experiment three, the lack of power of experiment three could be behind the

lack of effects between the two conditions of experiment three. Most of the pre-N400 com-

ponents observed in experiments one and two were characterised by very small amplitudes.

The fact that the only component clearly recognised in experiment three was the P600, found

to be the biggest response among all in earlier experiments too, could support the theory that

power in experiment three was insufficient to discover more marginal effects.

An effect that is visible for the mismatch condition of experiment two and that it is not ob-

served in experiment three (or one) at all, is a negative-going trend at 100 ms post stimulus

onset in frontal and prefrontal scalp sites. This effect was originally linked to an N1-like trend

in the discussion of Chapter 5. The effect was reported as significant among the findings of a

LMM fitted to mean amplitude measurements for pre-frontal, anterio- and frontal scalp sites.

Although some evidence of phonological influence on N1 elicitation has been proposed, this

was primarily observed in clinical studies on dyslexia (e.g. Breznitz 2003; Fosker and Thierry

2005). All in all, there is not strong evidence to link this early effect to phonemic or phonolo-

gical processing directly, considering that experiment one implemented the same stimuli and

no comparable effect was observed.
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The N1 component is elicited with no required focussed attention to stimulus presentation

(Näätänen and Picton, 1987). The findings of experiment one and three display no statistically

significant N1 (75-125 ms) component and the findings of experiment two appear to display a

significant N1-like effect. If it was the case that the this N1-like response was present among

the findings of experiment two but not among those of experiment three specifically because

stimuli of experiment two are phonologically activated, the same effect should have been ob-

served as a response to the presentation of mismatching stimuli in experiment one. For this

reason, it is likely that the more prominent response in experiment two is due to a higher de-

gree of focussed attention. However, the reason why the effect is not present among the results

of experiment three could be attributed to lack of power and a higher noise threshold in the

data. In experiment one, it is very much likely that the same effect would have been discovered

perhaps with a higher number of trials aimed at balancing lower signal-to-noise ratio.

On the other hand, an effect that is most prominent in experiment one and less focussed —

but still significant with the implementation of LMM — in experiment two, is a negative-going

deflection between 150 and 200 ms post stimulus onset for the mismatch condition which has

been linked, because of latency and topographical distribution, to an MMN-like effect. How-

ever, interestingly, the effect is not as prominent in experiment two when comparing estimates

in both experiments, which should not be the case for the MMN. The MMN is modulated by at-

tention to stimulus presentation but not reduced the more attention is present (Näätänen and

Alho, 1995). The MMN has been linked to phonological processing in the past (Pulvermüller,

2001). However, the low power of experiment three, paired with a very small effect in experi-

ment two, makes it almost impossible to determine whether the small difference between the

two experiments was caused by a phonological processing effect embedded in the responses of

experiments one and two or whether — given proper power — results from experiment three

would have also displayed a similar component, confirming its response primarily to acoustic

mismatch rather than to a more abstract, phonological or linguistic sensitivity.

The findings of experiments one to three are inconclusive in determining whether phono-

logical and phonemic mismatch, while absent in the form of the PMN, appear through the

elicitation of neighbouring ERP components. The experiments succeed in drawing a baseline

for future work on this specific topic. Future experiments might be able to use paradigms

that are specifically known to elicit components such as MMN, N1 and neighbouring pre-

N400 responses. With the addition of phonological mapping in stimuli, studies will be able
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to investigate the extent to which these extensively studied components can be sensitive to

chances in phonemic and phonological mapping, mismatch and, in more general terms, pro-

cessing.

7.2.4 The role of lexical activation

In the absence of a clear-cut PMN component and the surfacing of phonological mapping re-

sponses in other pre-N400 ERP components, it could be suggested that responses to the per-

ception of speech sounds and non-speech sounds are very similar and the biggest differences

appear only once semantic context is directly introduced. For example, it should not be con-

sidered a coincidence that, while the N400 component has been extensively linked to semantic

mapping specifically in language processing and that the P600 has primarily been observed as

a response to syntactic — although not only directly linked to syntactic mapping — pre-N400

responses have often been found to be linked to other aspects of processing and mismatch in

perception but, only secondarily, they have been found to be sensitive to linguistic specific as-

pects of speech and language. Components like N1 and MMN, for instance, have been found

to respond differently to the presentation of simple tones and speech sounds across a vari-

ety of experiments (e.g. Näätänen and Picton 1987; Näätänen et al. 1993; Näätänen and Alho

1995; Pulvermüller 2001). Many of the differences can also be explained by the use of different

methodologies, different levels of complexity of the stimuli and so on, not necessarily to the

introduction of specifically linguistic information.

If we were to speculate further, that speech sounds are processed as language only once se-

mantic information has been mapped — similarly to how the PMN appears to be elicited only

if semantic processing also takes place — this would suggest that semantic mapping or, some

level of semantic check, should be carried out and observed early in the perception chain if

components such as the PMN, activated between 250 and 300 ms post stimulus onset, are de-

termined by its presence or absence. This specific behaviour would, simultaneously, challenge

architectures of grammar that claim grammatical modules act independently and, at the same

time, provide a claim towards interactional models of information flow in speech perception.

These implications, together with limitations of this theory and suggestions for future research

aiming at disambiguating responses to phonological mapping in speech and speech-like per-

ception are explored in more detail later in the current and following chapters.
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7.3 Semantics required

The main theory suggested by the interpretation of current findings and previous research in

the current chapter is that the elicitation of the PMN, albeit mirroring processes of phono-

logical mapping, requires lexical information and activation to take place. More specifically,

the PMN is seen as a marker of phonological mapping — whether it represents phonological

mapping as a whole or specific processes such as mismatch is impossible to determine at this

point — as part of a broader, non-particularly well-defined semantic activation layer. Other,

more speculative theories and suggestions for future research on how the PMN was not ob-

served in experiments one and two because it might not be necessarily mapped to phonolo-

gical processing or because it might not exist as one clear-cut component are discussed in the

final section of this chapter. Here, the aim is to present what implications a semantic-driven

phonological processing PMN would have on modelling speech perception and grammatical

architectures.

The theory proposed in this work is closest to the explanation for the elicitation of the PMN

proposed originally by Connolly and Phillips (1994), without the contextualisation of the PMN

as part of the lexical selection stage the Cohort model (Marslen-Wilson, 1984), rather than

mirroring more modern theories such as the one previously discussed by Newman and Con-

nolly (2003). The main implications arising from a non-observation of a PMN component in

semantics-free contexts are that either an early semantic check determines whether phonolo-

gical and semantic mapping in speech perception need to take place, which would suggest the

existence of an interactional model of speech perception. Another concurring option could

suggest that semantics-free and semantically activated stimuli are perceived and processed

differently, more specifically as non-language and language respectively.

The two theories are not even necessarily exclusive of one another, as an earlier semantic check

could determine whether the incoming stimuli are to be treated and processed as language or

whether they should be processed as, for instance, auditory and acoustic non-speech stim-

uli. In Chapter 2, I introduced some of the most well known models of speech perception and

spoken-word recognition and the role of major debates, such as information flow order, as

part of the difficult task that is modelling speech perception. The theory that the PMN is a

phonologically-sensitive component that is semantically activated suggests that models such

as the TRACE model (McClelland and Elman, 1986), which suggests an interactional net of

cognitive and linguistic processes, might be more fitting in explaining how word recognition
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takes place, with semantic processing prompting phonological mapping (through the PMN).

This phenomenon, eventually, resolves in either semantic match or mismatch, represented in

ERP research by the elicitation of the N400 component. A theory such as this one also suggests

that an earlier semantic check could be reflected in pre-PMN ERP responses to speech or non

speech stimulus presentation. Such a claim is, however, currently not backed up by any exper-

imental evidence in this research project or existing literature on the PMN. However, evidence

that links the elicitation of pre-PMN components such as the MMN and N1 components to

linguistic mapping, for example, exists and it was summarised in preceding chapters.

It could also be hypothesised that, depending on contextual, extra-linguistic information or

experimental task demands in the case of previous research, incoming stimuli are processed as

either speech or non-speech by applying an offline selection process before the presentation

of incoming stimuli. For instance, Tabullo et al. (2013) presented participants with sentences

in their native language (i.e. Castilian Spanish) and in a semantics-free miniaturised artificial

language (AL) researchers had taught subjects prior to the experiment. Mismatch during per-

ception, both in the participants’ native language and in the miniaturised AL caused the eli-

citation of an N400 component, often linked with semantic mapping and mismatch. Because

participants were exposed to both real and fake (i.e. non semantically activated) speech, the

default option for participants was that of treating all incoming information as (real) speech

and to perform semantic mapping and lexical selection processes. These processes, in turn,

resulted in mismatch when lexically non-activated stimuli were also used. Tabullo et al. (2013)

suggest that the elicitation of the N400 is, however, linked to unfulfilled expectations regardless

of lexical activation in the processing of artificial languages (Tabullo et al., 2013). The possib-

ility that "language"-related components such as the N400 are observed in contexts where no

semantic mapping or lexical retrieval is found could also be attributed to the idea that link-

ing ERP components to specific grammatical modules is becoming much more of an outdated

view of what the role of ERP responses really represents in the activation of cognitive pro-

cessing in the brain.

The first of the two theories suggests that an interactional model of speech perception is be-

hind the online interpretation of the semantic status of incoming stimuli in order to determ-

ine whether and what type of phonological mapping should be carried out as part of lexical

retrieval. However, the hypothesis that contextual information can bias subjects in treating

incoming stimuli as either language or not does not necessarily require an interactional model
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of spoken-word recognition. If it is in fact decided beforehand whether incoming stimuli are

to be processed as linguistic information or simply auditory and acoustic information then

grammatical modules and layers of speech perception and processing could act independ-

ently of one another and function in a feed-forward fashion as suggested by modules such

as the Cohort model of word recognition (Marslen-Wilson, 1984) and others listed in Chapter

2. At this point, because of the lack of existing research and resources to determine why the

PMN is not observed and, upon discovering that, what type of implications would that have

on grammatical architecture modelling, the theories presented in the following paragraphs are

mainly characterised by speculation and theoretical assumptions rather than being grounded

in existing research.

7.4 ERP and grammatical modules

In scientific research in general as well as in electro-physiological research, the sum total

knowledge gathered on specific roles of ERP components is usually linked to the interpret-

ations made of experimental findings and existing literature on the topic. However, by defini-

tion, when more evidence is introduced and findings and theories are re-interpreted, the role

of ERP components and their function can often change with the addition of more and more

compelling evidence. In this specific research field, the above has been particularly true for

almost all of the ERP components mentioned so far in this work. In ERP research, the change

in interpretation is especially very noticeable because the base amount of knowledge that has

so far been collected is relatively limited. For this reason, linked directly to the young nature

of the field and ever-growing technical and computational advances, only little extra evidence

is often necessary to tip the scales when it comes to discussing and interpreting the nature

and function of ERP components in processes such as language comprehension among oth-

ers.

More specifically, there has been a particular trend in the past decades where interpretations

tend to widen — rather than to narrow down to a more specific function — the role and func-

tion of existing ERP components and each component eventually covers more and more as-

pects of cognition from what originally suggested, sometimes dramatically changing the inter-

pretation we have of such responses. For instance, although the P600 component had been in

the past labelled primarily as a syntactic response (Hagoort et al., 1993), new evidence was in-

troduced that has associated it with processes, mapping and mismatch of information that is
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further and further away from syntactic mapping in language. These contexts include musical

(Patel, 1998) and arithmetic (Núñez-Peña and Honrubia-Serrano, 2004) processing. Further-

more, as it is in the case of this specific research project and other similar experiments (e.g.

Tabullo et al. 2013), the P600 has been linked to sequence violations, even in syntax-free or

linguistics-free contexts. Generally, with the implementation of more and more experimental

designs, ERP components are often found as a response to new types of stimuli and exper-

imental paradigms, similarly to some of the findings of experiments one to three of this re-

search project.

Similarly to the P600, but in an almost opposite fashion, the MMN component (Näätänen et al.

1993; Näätänen and Alho 1995), which was primarily thought to be a non-linguistically sensit-

ive component and primarily a response to direct physical change in stimulus characteristics

(e.g. frequency and duration chances), has been linked with direct sensitivity to phonological

(Pulvermüller, 2001), syntactic (Shtyrov et al., 2003) and other linguistic information. The gen-

eral trend, not only true for the aforementioned P600 and MMN components, but also found

in other examples such as N400 and P3, that have been experimentally observed as responses

to more and more types of mismatch and mapping than the original roles they had been given

of semantic and odball component respectively. In a growing body of literature, the N400 has

extensively been observed in instrumental musical processing, where no canonical semantic

activation — as found in language — was present (e.g. Koelsch et al. 2004; Daltrozzo and Schön

2009; Slevc and Patel 2011). The common denominator for all changes in interpretation when

it comes to the role of ERP components in cognition is that their role and function is often ex-

panded from representing one specific type of function and, for language components, from

representing one single grammatical module, as it was the case specifically for the P600 and

the N400, originally strictly linked to processing syntactic and semantic information respect-

ively.

Changes in interpretation of the role of components such as N400 and P600 have been carried

out over the course of decades with the realisation of hundreds of studies and experiments that

investigated their role as a response to different types of stimuli and experimental paradigms.

When it comes to the PMN, the original interpretation of the component in the few experi-

ments carried out to investigate its function has already undergone contrasting explanations

(e.g. Connolly and Phillips 1994; Newman et al. 2003), suggesting that its function and role

— and existence, as discussed later on — is still up for interpretation. Considering the gen-

179



eral trend that moves the function of existing ERP components away from being interpreted

as a direct representation of grammatical modules in language comprehension, it is not im-

possible that this is the case for a component such as the PMN, which has been observed as

a response to phonological processing in some instances but not other. This would indicate

that, perhaps, its response is not to phonological mapping directly but to some other contex-

tual — linguistic or non linguistic — stimulus information that partially contains phonological

mapping processes during semantic activation. Future research should aim at further disso-

ciating the observation of the PMN from phonological and semantic processing, although the

task is certainly not made easy considering that the research interest on the component has

been particularly scarce. This makes it so that the gap in the literature is, as of today, prob-

ably considerably bigger than the existing knowledge we have regarding the role of the PMN.

Although there is a chance that the PMN component is not directly linked to phonological (or

semantic and linguistics) processing as part of language comprehension but that it mirrors

a wider set of cognitive processes that partly contain semantic and phonological mapping, it

is still unclear what the link is between the PMN, language and stimulus categorisation and

mapping.

7.4.1 PMN: MMN and N400

The final implication regarding the non-observation of the PMN — and the most speculative

of all the theories presented so far — is that the PMN was not elicited as a response to phono-

logical processing not because the PMN does not represent phonological mapping but rather

because the PMN, as a stand-alone clear-cut component, does not exist. The possibility, also

briefly addressed in a recent meta analysis of existing PMN research (Lewendon et al., 2020), is

primarily based both on inconsistencies among previous research studies, especially regard-

ing the topographical distribution of the PMN, as well as on striking similarities between the

PMN and neighbouring ERP components such as the MMN and N400.

Regarding the first observation, one of the ways a significant effect is interpreted as a result

of a specific component over another, besides the interpretation and choice of experimental

paradigm and component and peak latency, is topographical distribution. For example, the

P600 component we have extensively addressed in previous chapters is considered a primar-

ily central and parietal component (e.g. Hagoort et al. 1993; Hagoort et al. 1999; Hagoort and

Brown 2000). While some evidence is present that places the P600 (or similar responses) in

frontal regions of the scalp (e.g. Ledwidge 2017), the literature — and the results of the exper-
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iments of this research project — are overwhelmingly in favour of the distribution of the P600

component being primarily parietal. The fact that topographical distribution is an important

factor when determining the nature of an observed response during experimentation is be-

cause most components, not just the P600, have a very consistent topographical distribution.

Another example is the MMN component, usually observed as a frontocentral response (e.g.

Näätänen et al. 1993; Näätänen and Alho 1995).

In the case of the PMN, Lewendon et al. (2020) proposed that, among the eleven studies on

the elicitation of the PMN and PMN-like responses to phonological processing, no more than

two papers agreed with each other on the topographical distribution of the component, with

research observing a PMN-like response in frontal (Connolly et al., 1990), central and parietal

(Connolly and Phillips 1994; Hagoort and Brown 2000) electrodes, as well as a flat distribution

across the midline (Van Petten et al., 1999) and the scalp (Van Den Brink et al., 2001). With lit-

erature like the one on the P600, the component has been observed for the majority of cases as

a parietal responses and, only in a limited handful of cases, distributed in other regions. This

makes it so that, researchers interpreting new results might have an easier time in identifying

the component as a P600-like response based on component latency and topographical distri-

bution. However, because the PMN has been observed across a variety of locations across the

scalp, any negative-going component whose latency is in the 250 to 300 ms range, regardless

of topographical distribution, could be interpreted as a PMN response. On top of this, research

that investigated the PMN was, in most cases, already predicting a PMN-like response based

on previous studies. This bias could have prompted researchers to interpret the effect they

already assumed was going to be a PMN component as the PMN component, despite the fact

that topographical distribution was inconsistent with previous findings.

Unfortunately, this is a limitation of ERP research and, especially of exploratory ERP research.

When very little information is present on the topic that is being investigated, a higher degree

of interpretation and arbitrariness is required when interpreting the results of the experiment.

The results of experiments one to three did not manage to elicit the PMN among all compon-

ents observed. For this reason, the findings are not necessarily informative when it comes to

determining whether the PMN is a real response or whether its observation in previous re-

search was linked to the elicitation of multiple PMN-like components that were mistakenly

interpreted as one single response. The PMN, in fact, shows similarities with neighbouring

components such as the MMN and N400, as discussed at length in previous chapters. the
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similarities are not only topographical and temporal but also functional, with the MMN being

linked to phonological processing (e.g. Pulvermüller 2001) and the PMN and N400 being often

elicited in similar experimental paradigms.
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Chapter 8

Conclusion

8.1 Future research & closing remarks

The aim of the current research was to test the elicitation of the PMN component across differ-

ent experimental contexts involving semantics-free passive and active speech and speech-like

perception. The non elicitation of the alleged phonological response is in itself further evid-

ence of the behaviour of the PMN and the level of phonological mapping in spoken nonce-

word recognition. The proposed explanation for why no PMN was observed is that the PMN

necessarily requires semantic activation for its elicitation, and therefore, it should not be

treated as an exclusively phonological / pre-lexical ERP response.

The implications of a semantically-activated phonological mapping component have clear re-

percussions on architecture of grammar and speech perception models, which should then

also account for module interaction. However, uncertainty surrounding the role of ERP com-

ponents and their direct link to grammatical modules is at the base of other plausible theories

for the missed elicitation of the PMN. Some examples include the idea that the PMN might not

directly reflect phonological mapping or other grammatical modules or that the component

might not be a clear-cut stand-alone response in itself, but rather a response linked to neigh-

bouring components such as MMN and N400, as suggested in a recent meta analysis of the

existing literature by Lewendon et al. (2020).

Experiments one to three of this research project all provided access to insights in the realm of
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speech, speech-like and auditory perception, with a particular focus on trying to distinguish

phonological and auditory processing. The main strength of this set of experiments is that all

of the experimental designs were very similarly structured. This allowed for direct and indir-

ect comparisons in terms of what ERP responses were observed across all experiments and all

conditions. Ideally, future research would build upon this, by proposing similar methodolo-

gies to those of experiments one to three, by either adding or subtracting information from the

stimuli employed in the experimental design. For instance, in order to focus specifically on

the differences between phonological and auditory perception and processing, no semantic

activation was present throughout all experiments. This decision provided a direct way to de-

termine whether the observation of the PMN was linked primarily to phonological mismatch,

rather than to semantically-informed phonological mismatch. This paradigm also allowed for

a direct investigation into the nuances of both the MMN and PMN components. However,

while the difference between the two aforementioned components are certainly undeniable

on paper, the PMN was found to be sensitive to semantic information as well as to phonolo-

gical mapping (Connolly and Phillips, 1994). Separating the MMN and PMN responses, while

at the same time introducing semantic processing, could help provide more evidence on the

relationship between the PMN and later, more abstract components such as the N400 without

influences of earlier responses such as the MMN.

An experiment that included auditory perception of lexically-activated non-speech stimuli

could help provide a clearer picture of how auditory information is processed and how se-

mantic mapping is carried out when no speech sounds are present. This is one example of

how, by tweaking the methodologies employed in this work, one could be able to gain further

insights into the role of MMN, PMN and N400 in the scenario of phonological and semantic

processing in speech perception. ERP data are inherently noisy and unreliable, both because

of their high unpredictability but also because of how little information we have on specific

ERP components and their function across several realms of perception and processing. Build-

ing on already existing paradigms and slowly tweaking some of the factors is the best way to

slowly and steadily build an array of contexts where ERP components are elicited, hopefully

amounting to a precise atlas of ERP. The atlas will serve as the basis of experiments that, in

the future, will tackle questions of a very important nature in linguistic theory, such as inform-

ation processing in speech perception, architectures of grammar, and language acquisition

theories.
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The nature of the PMN component is, decades after its first discovery, still uncertain and future

research should — although far from being a straightforward, trivial task — aim at systematic-

ally tackling all of the different theories highlighted in this and previous work, dissociating the

component from semantic, phonological and acoustic processes. At the same time, the focus

should be on studying variation in the component’s topographical distribution, as of today

one of the biggest inconsistencies when it comes to the sum total of the knowledge gathered

on the PMN. At the same time, studies aiming to dissociate the PMN from other earlier re-

sponses such as the MMN should be carried out to rule out the hypothesis that the PMN is not

but a later MMN response to phoneme or frequency changes in stimulus presentation.

Unfortunately, the little agreement on topographical distribution when it comes to the PMN,

together with differing theories on the component’s role in spoken-word recognition make it,

simultaneously, harder to identify the component when faced with a similar negativity and

easier to mistake any other negativity in similar latency ranges as the PMN. Although the find-

ings of the current research project are not definitive in pinning down the role of the PMN

component, they provide further evidence of the component’s range of responses by not eli-

citing the PMN in relevant experimental environments. Especially when very little background

knowledge is available and a number of assumptions need to made with the interpretation of

the results, testing very specific contexts and experimental paradigms and applying very few

methodological changes between them to maintain comparability is possibly the safest way to

tackle exploratory research with under represented ERP components such as the PMN. There

are limitations to exploratory ERP research in language comprehension, such as extensive gaps

in the literature and conflicting theoretical frameworks. However, in-depth knowledge of ERP

components will allow for a better understanding of mental processes involved in the percep-

tion and comprehension of language. These discoveries, in turn, would prompt important

advances in linguistics and cognitive sciences, with exciting applications in clinical and ex-

perimental work as well as in providing evidence to support existing and new hypotheses in

decade-long theoretical debates with regards to architectures of grammar and spoken-word

recognition modelling.
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Appendix A

Sequence violations and stimulus expectations

Considering the methodological choices and compromises that had to be made to design

three experiments that offered comparable points of view and complementary methodologies,

some responses to stimulus categorisation, presentation rates and sequence violation were ex-

pected, albeit not desired. However, one response that was not expected or, to a small extent,

only expected in one of the three experiments was consistently observed across all three exper-

iments of this research project. The effect in question is a parietal P600-like response for the

mismatching experimental conditions in experiments one, two and three. Despite the P600

response not being critical to the interpretation of the absence of the PMN, its analysis offers a

valuable perspective on how components that were primarily thought to be linked specifically

to one type of processing — syntactic in the case of the P600 (Hagoort et al., 1993) — can now

consistently be elicited with differing, non syntactic stimuli.

P600

The P600 is a positive-going event related potential component observed as a positive polar-

ity between 500 and 700 ms over centroparietal scalp sites. The P600 is often associated with

grammatical and syntactic processing of language (Hagoort et al. 1993; Hagoort et al. 1999).

It is often elicited both through listening and reading tasks (Hagoort and Brown, 2000) and

its amplitude is maximal at around 600 ms following the presentation of the target stimulus.

The P600 component is not only elicited through grammatical and rule violations in language

processing. In fact, it has also been observed as a response to the processing of arithmetic

tasks (Núñez-Peña and Honrubia-Serrano, 2004) and music (Patel et al., 1998). While the ma-

jority of research on the P600 places the component as primarily posterior and parietal, later
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positive-going polarities thought to be related to syntactic processing and context resolution,

similar roles that have been taken on by the P600 in existing research (e.g. Hagoort et al. 1999),

have been found in frontal (Ledwidge, 2017), frontal and temporal (Friederici, 2006) and cent-

ral (Silva-Pereyra and Carreiras, 2007) locations. Considering the P600 has been observed in

contexts other than those characterised by syntactic violations in language, like those of rule

violation in musical scales and arithmetic tasks, determining that the P600 is primarily con-

nected to syntactic mapping would be detrimental to investigating the complete nature of the

P600 component. It is likely that the component is linked to a broader category of cognit-

ive processes which, in the realm of language processing, manifests as (but is not limited to)

syntactic mapping.

In music, for instance, the P600 has been found as a response to an out of tune note (Zendel

and Alexander, 2020) (arguably a very dissimilar context than that of syntactic mapping in

language processing), mismatch in tonal endings (Schön and Besson, 2005), perception of

inappropriate harmonies and tonal structures (Lagrois et al., 2018). The P600 has also been

observed as a correlate of the P3 as a response to the presentation of oddball target stimuli

(Sassenhagen and Fiebach, 2019) in language processing, again moving the focus of the P600

component away from strictly syntactic to a wider overset of processes. As if the role of the

P600 was not complex enough, specifically considering it is found a response to many dif-

ferent levels of mapping and processing in language, music and other contexts, some studies

have found the P600 to also be a response to morpho-syntactic violations (Hagoort et al., 1993),

phrase structure violations (Friederici et al., 1999), long-distance dependencies (e.g. Fiebach

et al. 2002), mismatching mathematical operations (Martín-Loeches et al., 2006) and violation

in geometric shape sequences (Besson and Macar, 1987), among many other examples.

None of the experiments of this research project make use of any syntactic context. For this

reason, it may seem that discussing the P600 as a relevant component to this work is outside

the scope of the study. However, despite not including any syntactic context, late positive de-

flections that match both the topographical and temporal distribution of the P600 have been

observed throughout all experiments of this research project. Specifically in experiments two

and three (Chapters 5 and 6), participants were instructed to create stimulus sequences from

the stimuli presented to them. When expectations were then flouted, both in the presenta-

tion of speech and non-speech stimuli, a P600-like effect was observed. These findings further

help advance the idea that the sequences created by participants amounted to, to some extent,
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syntactic or rule-bound sequences just as musical scales or arithmetic functions are.

P600-like late positivity

An effect that was observed consistently across all three experiments for the mismatch condi-

tion is a late P600-like positivity maximal in parietal and parieto-occipital scalp sites between

500 and 700 ms post stimulus onset, peaking at around the 600 ms mark in all three experi-

ments. The P600 component, with which this positive-going deflection is most likely associ-

ated, presents similar characteristics to the observed effect in regards to component latency

and topographical distribution (Hagoort et al., 1993). As described in more detail above, the

P600 component is often associated to the processing of syntactic anomalies (Gouvea et al.,

2010) and ambiguities (Frisch et al., 2002) in language processing. However, it has also been

recognised as a response to rule violation in musical processing (Patel et al., 1998) and arith-

metic tasks (Núñez-Peña and Honrubia-Serrano, 2004). More recently, the P600 component

has been revisited and its role in language processing has been questioned, with studies sug-

gesting the P600 is also sensitive to semantic anomalies (Van Herten et al., 2005) and research

observing P600-like effects in the perception of semantics-free artificial languages (Tabullo

et al., 2013).

Because of its extensively recognised role as a a response to rule violation in musical pro-

cessing (Patel et al. 1998; Patel 1998; Koelsch et al. 2005; Koelsch 2009), a P600 responses

was expected among the effects of experiment three of this research project. In experiment

three participants were presented with sequences of sine-wave tones varying in pitch which

could be interpreted as musical sequences. However, in experiments one and two, no syn-

tactic mapping or violations were present among the set of nonce-word stimuli used across

both experiments. However, more and more experiments have been eliciting P600 in contexts

where neither syntactic ambiguity nor syntactic mismatch were present and, at the same time,

more and more experiments, like some of the ones mentioned above, have been contextual-

ising the P600 as a response to overall rule and sequence violation, regardless of the context

being syntax in language, music or arithmetic functions.

A study on the processing of semantics-free artificial languages (Tabullo et al., 2013) observed a

P600-like response to the perception of mismatching sequences that were similar across nat-

ive language and artificial language processing. The authors discuss that, because the P600

has been observed as a response to sequence violation in an extremely wide array of linguistic
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and extra linguistic contexts, its observation was expected in the presentation of mismatching

artificial language sequences. More specifically, the authors suggest that the P600-like effect

they observed — and an N400-like deflection that was also elicited in their experiments re-

gardless of the fact that all stimuli were not semantically activated — could be interpreted as

a response correlated to the cost of "unfulfilled predictions about incoming stimuli" (Tabullo

et al., 2013). This contextualisation of the observed P600 response and the similarities between

Tabullo et al’s (2013) study and experiments one and two of this research project provide fur-

ther evidence towards this idea of a more generalised function of the P600 — as opposed to a

more syntactic-specific role in language processing — which is observed as a very consistent

response, both in terms of latency and topographical distribution, in all three experiments of

this research project.

In particular, in experiment one, a P600-like response was observed whenever the second item

of each of the semantics-free stimulus pairs was manipulated, hence creating a syllable se-

quence violation. Experiment one is the experiment whose methodology is the closest to that

of Tabullo et al’s (2013), considering a set of four nonce-word stimuli were taught to parti-

cipants as a miniature artificial language, where syntactic rules were summarised by nonce-

word transitional probabilities inside each one of the two pairs. In experiment one, further-

more, the P600 component was also observed in contexts of passive listening, which sug-

gests that the component can be elicited as a response to sequence violation regardless of

the participant’s focussed attention. This is not new evidence considering that participants

as young as two-year old children have elicited P600-like responses as a correlate of syntactic

processing during passive tasks (Oberecker et al., 2005). However, the findings of experiment

one strengthen the already existing theory that the P600 component is not only a response to

sequence violations but one that is independent of participant’s focussed attention to stimulus

presentation.

In experiments two and three, the P600 was observed as a response to task-directed sequence

violations in the perception of nonce words and sine-wave tones alike. All in all, while the more

generalised contextualisation of the P600 as a non-linguistic response to sequence, rule viol-

ation and unfulfilled predictions of incoming stimuli is not necessarily as informative when

it comes to exploring more focal topics for this research project such as phonological map-

ping in speech perception, it provides a general, consistent perspective of how mismatching

stimuli elicit similar responses across three different experimental paradigms. Once again this
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interpretation displays how any one ERP component can hardly only be linked to one specific

level of response and processing and that, similar but not too similar types of mismatch and

sequence violations across a variety of contexts and stimulus types can, on the other hand,

elicit the same one, very consistent ERP response across all three experiments. This inter-

pretation of ERP behaviour is discussed in more detail when presenting one of the other pos-

sible explanations behind the non-elicitation of a PMN component, advanced in the following

chapter.
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