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Abstract: Fully developed turbulent flow in a pipe was studied by considering experimental and com-
putational methods. The aim of this work was to build on the legacy of the University of Manchester,
which is widely regarded as the birthplace of turbulence due to the pioneering work of the prominent
academic Professor Osborne Reynolds (1842–1912), by capturing the evolution of fluid turbulence
analysis tools over the last 100 years. A classical experimental apparatus was used to measure the
mean velocity field and wall shear stress through four historical techniques: static pressure drop;
mean square signals measured from a hot-wire; Preston tube; and Clauser plot. Computational Fluid
Dynamics (CFD) was used to simulate the pipe flow, utilizing the Reynolds-averaged Navier–Stokes
(RANS) method with different two-equation turbulence models. The performance of each approach
was assessed to compare the experimental and computational methods. This comparison revealed
that the numerical results produced a close agreement with the experiments. The finding shows
that, in some cases, CFD simulations could be used as alternative or complementary methods to
experimental techniques for analyzing fully developed turbulent pipe flow.

Keywords: CFD; experimental fluid mechanics; fully developed pipe flow; turbulence

1. Introduction

Turbulence appears in the majority of the fluids existent in nature and it is impor-
tant for a variety of practical engineering applications, including ventilation systems and
biomedical research. A flow is characterized as turbulent when the Reynolds number ex-
ceeds a critical value. The critical Reynolds number, as well as the characteristic length, are
case-specific parameters. Many environmental and industrial applications are associated
with augmented Reynolds numbers which characterize the flow regime as turbulent [1].

Given its ubiquity and complexity, turbulence has been one of the most studied subjects
in fluid dynamics. After more than 100 years of research, various methods for analyzing
turbulent flow have been developed, but a clear understanding of their evolution has not
yet emerged. The goal of this investigation was to show the evolution of fluid turbulence
analysis tools by reviewing the scopes and limitations of historical techniques and by
comparing common experimental and computational methods for measuring the mean
velocity field and wall shear stress for turbulent flow. Considering its wide applications,
this study may offer a significant starting point for analyzing fluid behavior in a vast range
of contexts.

In this work, the case study used for comparing the methods was the behavior of a
fully developed turbulent pipe flow. For the experimental techniques, hot-wire anemome-
try was used to measure the mean and fluctuating properties of a turbulent flow of air [2],
which was forced to flow inside a pipe by the action of an upstream fan, while the wall
shear stresses were estimated using four different methods: (a) Static pressure drop over
a known length of pipe; (b) Mean square signals from a hot-wire; (c) Preston tube; and
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(d) The law of the wall, also known as the Clauser plot technique. The velocity and viscosity
measurements were further analyzed with attention given to the distribution across the
pipe. For the computational method, the commercial CFD software ANSYS Fluent (17.1,
Ansys, Canonsburg, PA, USA) was used to numerically simulate the turbulent flow in
the pipe, utilizing a two-equation eddy-viscosity turbulence model [3]. By comparing the
experimental data against the CFD results, this study provided an assessment of the perfor-
mance of historic experimental techniques with one of the most popular computational
simulations, demonstrating from a practical perspective the evolution of methods available
for a fluid dynamicist studying the complex phenomena involved in turbulent flows.

Evolution of the Experimental and Computational Techniques

Experimental techniques have been used to study turbulent flows for many decades.
The experimental work of Reynolds in the late 19th century at the University of Manchester
contextualized the parameters associated with turbulent flows [4]. A substantial number
of studies have specifically examined turbulent pipe flows and it is important to note
the evolution of these methods over time. The static pressure drop method, based on
the fundamental theory of fluid mechanics, has been applied for the wall shear stress
calculation since the introduction of pressure tapping techniques in 1888 [5]. Hot-wire
anemometry was introduced at the beginning of the 20th century, drawing on the theoretical
work of Boussinesq and Russel, although the first actual experiments were not conducted
until the 1910s, most notably in the work of King [6–8]. Subsequent research on the
measurement of fluctuating turbulent velocity with hot-wires enabled the application of
hot-wire anemometry for the calculation of the wall shear stresses [9,10]. In 1954, Preston
developed a new approach based on the principle that the surface shear stress could be
accurately predicted using modified Pitot tubes of different sizes [11,12]. Finally, the law
of the wall, also known as the Clauser plot technique, was introduced in 1956, offering a
graphic approach for approximating the wall shear stress [13,14].

Since 1969, computational techniques have discretized the Navier–Stokes equations
in space and time in order to investigate turbulent effects [15]. Due to the very fine
structures associated with turbulent flows, the analytical solution offered by the Navier–
Stokes equations was hardly feasible [16], although it is worth noting that fine turbulent
structures may be of low interest in many applications. Approximation models have been
developed for the estimation of turbulent flow fields [17–19]. The first computational
technique examining turbulence was the Large Eddy Simulation (LES), introduced in
1970 by Deardorff. In 1972, Orszag and Patterson developed the first Direct Numerical
Simulation (DNS) for low Reynolds number [20]. Despite their high level of detail, these
simulations were limited in terms of their utility because they required supercomputers and
their computational times were excessively long for everyday applications [21]. Launder
and Spalding presented the Reynolds-averaged Navier–Stokes (RANS) method in 1972,
which later became the most common technique for modelling turbulence [22]. Its improved
efficiency has made the RANS method the standard tool for turbulence modelling for most
engineering applications, even up to the present day [23–29].

2. Materials and Methods

In this section, the experimental set-up and the techniques which were applied to
measure the velocity field and wall shear stress of a fully developed flow in a pipe are
described, while the computational method and the key parameter settings which were
used to simulate the turbulent pipe flow are outlined.

2.1. Experimental Set-Up

The classical experimental apparatus which was designed to compare four historical
techniques for measuring the velocity field and wall shear stress of a fully developed pipe
flow was located in the premises of the University of Manchester (Manchester, UK) and set
up as shown in Figure 1.



Fluids 2022, 7, 78 3 of 20

Fluids 2022, 7, x FOR PEER REVIEW 3 of 21 
 

2.1. Experimental Set-Up 
The classical experimental apparatus which was designed to compare four historical 

techniques for measuring the velocity field and wall shear stress of a fully developed pipe 
flow was located in the premises of the University of Manchester (Manchester, UK) and 
set up as shown in Figure 1. 

  

(a) (b) 

Figure 1. Test rig for the study of fully developed turbulent flow in a pipe: (a) Equipment at the pipe 
exit; (b) Digital devices used in this experiment. 

This experimental set-up consisted of: 
• A brass pipe with length to diameter ratio of 125:1, which was considered an ade-

quate ratio for a high Reynolds number. 
• A variable speed centrifugal fan, which was used at the inlet and forced air at ambient 

conditions to flow along the pipe. 
• An analogue manometer, which was connected via a pressure switch to static pres-

sure tapings in the wall of the pipe and also to a Preston tube placed at the pipe exit. 
• A Preston tube, which was used at the outlet of the brass pipe to measure the dynamic 

pressure. 
• Static pressure tappings, which were used at two points on the wall of the pipe to 

calculate the pressure drop along the pipe over a fixed distance. 
• A set of two pressure switches, which were used to interconnect a digital manometer 

apparatus with the Preston tube. 
• A hot-wire anemometer. 

2.2. Instrumentation and Measurements 
2.2.1. Anemometry Measuring System 

The anemometry measuring system consisted of: 
• Two single hot-wire probes (one straight and one 45  hot-wire). 
• A set of traverse gears, which were implemented to move the hot-wire to the required 

position in the pipe. 
• Two Constant Temperature Anemometer (CTA) bridges. 
• A linearizer, which was used to enhance the non-linear behavior of the amplifier and 

to filter down a portion of the noise interfering with the output data from hot-wire 
anemometry, mainly caused by the fluctuation of the probe in the pipe. 

• Two separate digital voltage meters, which measured the mean and the Root Mean 
Square (RMS) velocities. 

• AC amplifier, which was used to increase the signal of the time-varying voltage. 
  

Figure 1. Test rig for the study of fully developed turbulent flow in a pipe: (a) Equipment at the pipe
exit; (b) Digital devices used in this experiment.

This experimental set-up consisted of:

• A brass pipe with length to diameter ratio of 125:1, which was considered an adequate
ratio for a high Reynolds number.

• A variable speed centrifugal fan, which was used at the inlet and forced air at ambient
conditions to flow along the pipe.

• An analogue manometer, which was connected via a pressure switch to static pressure
tapings in the wall of the pipe and also to a Preston tube placed at the pipe exit.

• A Preston tube, which was used at the outlet of the brass pipe to measure the dynamic
pressure.

• Static pressure tappings, which were used at two points on the wall of the pipe to
calculate the pressure drop along the pipe over a fixed distance.

• A set of two pressure switches, which were used to interconnect a digital manometer
apparatus with the Preston tube.

• A hot-wire anemometer.

2.2. Instrumentation and Measurements
2.2.1. Anemometry Measuring System

The anemometry measuring system consisted of:

• Two single hot-wire probes (one straight and one 45◦ hot-wire).
• A set of traverse gears, which were implemented to move the hot-wire to the required

position in the pipe.
• Two Constant Temperature Anemometer (CTA) bridges.
• A linearizer, which was used to enhance the non-linear behavior of the amplifier and

to filter down a portion of the noise interfering with the output data from hot-wire
anemometry, mainly caused by the fluctuation of the probe in the pipe.

• Two separate digital voltage meters, which measured the mean and the Root Mean
Square (RMS) velocities.

• AC amplifier, which was used to increase the signal of the time-varying voltage.

2.2.2. Hot-Wire Anemometer

Hot-wire anemometers have been widely used to measure flow velocities, especially
those with high frequency velocity fluctuations, i.e., turbulence [30]. A hot-wire anemome-
ter consists of a sensor used to measure the change of velocities rapidly with good spatial
and time resolution and comprises a metallic (usually tungsten) filament of a micron in
diameter [31] that has a known and constant variation of resistance with temperature. This
filament is welded to metallic prongs of much larger diameter and the filament length
is typically of the order of 2–3 mm long, depending on the probe design. When used,
the hot-wire probe is placed in air streams and heated by passing a small electric current
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through it and some of the heat generated by Joule effect in the filament is absorbed by
the air flow via convection [32]. This cooling effect changes the resistance of the wire and
thus provides a means of measuring the flow; the change of resistance reflects the flow
velocity. There are two main types of hot-wire anemometer, the constant current (CCA)
and constant temperature (CTA), and the latter is more common. In operation, the CCA
is continuously cooled by the flow, and this ultimately leads to the sensitivity decreasing
as the wire temperature approaches ambient at high velocities. With the CTA, there is a
servo electrical system consisting of a Wheatstone bridge that responds to the change of
resistance of the hot-wire by either increasing or decreasing the power to it, according to
whether it is too cold (high velocity) or too hot (low velocity) [33]. This change of power is
measured as a change of voltage that can be directly related to the flow velocity by suitable
calibration [32]. It is essential that the hot-wire does not make contact with the pipe wall, as
this renders it ineffectual; it has been observed that the hot-wire measurements near to the
wall increase the zero volts and any subsequent measurement produces an error [34] and
that the hot-wire is shorted out if both prongs touch the wall. The hot-wire probes used
in this experiment were an Analogue to Digital Converter (ADC) and a computer control,
which allowed fluctuations in time to be recorded from the sensor.

2.3. Experimental Procedure

The variable speed fan forced a flow of air at ambient conditions through a horizontal
tube of circular cross section. The tube measured 12.75 m long. The mass flow rate
was controlled through the opening and closing of the inlet, which determined the air
intake to produce turbulent flow, corresponding to a Reynolds number >55,000. The
measuring section was located close to the pipe outlet, where the flow can be considered
fully developed, and the pressure drop in the air flow along the pipe was obtained from
two pressure sensors. A Preston tube was attached at the exit of the pipe to measure the
wall shear stress. A hot-wire anemometer for measuring the local air flow velocity was
mounted on a transverse gear that allowed the placement of the hot-wire along a diametral
line from a position of 0.1 mm from the pipe wall until the pipe centerline, measuring the
mean and root-mean-square (rms) velocity profile at each location.

2.3.1. Measurement of the Velocity Field

The hot-wire was positioned so that measurements of the mean and RMS velocities
could be appropriately acquired from a distance as close to the wall as possible using the
digital voltmeters. The only way to ensure positional accuracy was to connect a voltmeter
to measure the resistance between the hot-wire and the brass tube. The contact between
them meant that this was at the wall (i.e., 0 mm). Preliminary measurements were taken
from an initial distance of 0.1 mm from the wall and several subsequent measurements
were taken along the radius of the tube up to the centerline. This enabled the average
Reynolds number, which determines the regime of the flow in the pipe, to be calculated.
Usually, without using the linearizer, the calibration follows King’s law [35]:

E2 = A + Bun (1)

where E is the voltage along the hot-wire, u is the velocity of the normal flow of the wire, and
A, B and n are constants. In this experiment, the straight hot-wire was pre-calibrated with a
linear calibration coefficient khw equal to 0.5 V/ms−1 applied to the hot-wire output. The
calibration coefficient is non-linear; however, here, a linear slope was assumed, meaning
that, to calculate the velocity components, the readings from the voltmeter needed to be
multiplied by a factor of two. The required velocities were obtained as follows:

U = Eac
1

khw
(2)



Fluids 2022, 7, 78 5 of 20

Urms = Erms
1

khw
(3)

U = U + Urms (4)

where U is the mean velocity, Eac is the mean voltage alternating current, Erms is the root
mean square voltage, U is the total velocity, and Urms is the root mean square velocity.
Equation (4) adopted the Reynolds decomposition, which represents the instantaneous
velocity as a summation of the mean (time-averaged) velocity and the fluctuating velocity.
The convention of associating the x-axis with the mean velocity and y-axis with the direction
traverse to the supports was used to represent the velocity. Thus, to verify this condition,
it was necessary to initially calculate the Reynolds number using the non-dimensional
Reynolds equation:

Re =
ρUDpipe

µ
(5)

where Re is the Reynolds number and µ is dynamic viscosity.
The distribution of the velocity profile gave a reliable illustration of the main features

of the turbulent flow and could be compared with the data collected in experiments utilizing
dimensionless analysis. Dimensionless velocities indicated that there was a general solution
of the velocity profile applicable for all fluids and was calculated as follows:

U+ =
U
Uτ

(6)

where U+ is the dimensionless velocity and Uτ is the shear velocity. The shear velocity was
defined as:

Uτ =

√
τw

ρ
(7)

where τw is the wall shear stress and ρ is the density. The dimensionless near wall distance
Y+ was defined as:

Y+ =
yUτ

ν
(8)

where y is the distance to the nearest wall and ν is the kinematic viscosity.

2.3.2. Power-Law Velocity Profile

The power-law velocity profile is used to represent the turbulent flow in a pipe. The
empirical relation was obtained as:

U
Um

=
(

1− r
R

) 1
n (9)

where Um is the maximum velocity at the centerline, r is the distance from the pipe center,
R is the total radius of the pipe, in this case R = 51 mm, and n is a constant exponent that
depends on the Reynolds number. The empirical one-seventh power-law declares that the
value of the power law exponent n approximates most of the flows with the value of 7 [36].

2.3.3. Method 1: Static Pressure Drop

The static pressure drop method, available for fully developed internal flows and
axisymmetric conditions, was used to quantify the average wall shear stress from the axial
pressure gradient. The pressure drop was measured with the use of two static pressure
tappings along the pipe. The shear stress τwPD for a fully developed circular pipe acting
over a surface area A is related with the pressure drop ∆P over a distance between static
tapping points L of a constant cross-sectional area Ac by:∫

A
τwPD dA = ∆PAc (10)
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τwPD =
∆PπR2

2πRL
=

∆P
2L

R (11)

Harotinidis suggested that this method is the most reliable for analyzing fully de-
veloped internal flows with axisymmetric conditions [37]. However, its utility is limited
because only flows in a circular pipe meet these conditions and, even for these flows, this
method can affect the accuracy of the measurement, due to factors such as the size of the
pressure tap and the quality of the tap hole [38].

2.3.4. Method 2: Mean Square Signal (45◦ Hot-Wire)

The slanted hot-wire is sensitive to the components of the velocity fluctuation of turbulent
and/or unsteady flow. The wire orientation with respect to the mean flow vector and wire
cooling laws vary the sensitivity coefficients, A. The equation that describes the heat transfer
of the hot-wire can be linearized to establish a relation between the anemometer voltage
fluctuation, E, and the velocity fluctuations, u′, v′, w′, if these fluctuations are minor [38]:

E = Auu′ + Avv′ + Aww′ (12)

After squaring and averaging the equation, the mean value of the anemometer fluctu-
ations can be found:

E2 = Au
2u′2 + Av

2v′2 + Aw
2w′2 + 2Au Avu′v′ + 2Au Awu′w′ + 2Av Awv′w′ (13)

Deriving the sensitive coefficients of a slanted hot-wire and assuming steady flow and
simple cooling laws, the heat transfer of a hot-wire by an effective velocity can be described
by King’s law, where the slope represents the sensitivity [35]. With this method, the wall
shear stress was estimated using a single 45◦ hot-wire in reversed horizontal attitudes,
positioned half a diameter upstream of the pipe exit. The initial probe position was set to
10 mm from the wall and then traversed the diameter of the pipe towards the centerline,
using pre-defined increments. A second set of measurements was taken at the same
positions with the probe rotated 180◦. On this occasion, the probe traversed the diameter of
the pipe from the centerline towards the wall until it reached the distance of 10 mm from
the wall. The RMS voltages were measured with the 45◦ hot-wire, which translated the
RMS velocities. The two traverses in the horizontal plane, E1 and E2, corresponded to the
instantaneous output voltage applied across the hot-wire [33]:

u′v′ =
E2

2 − E2
1

2k2
hw

(14)

where u′v′ represents the time average of the product of the fluctuating velocity components
u′ and v′ and has the dimension of velocity squared, and where khw is the calibration
coefficient. Due to the eddy motion of the particles of the fluid, the Reynolds shear stress
τ′xy can be interpreted as the shear force per unit area and, to calculate the wall shear stress,
the following equation was used:

τ′xy = ρu′v′ (15)

The boundary conditions applied at the wall were:
(

u′v′
)

wall
= 0 and kwall = 0.

Based on McDonough’s work demonstrating that the shear stress τ is a linear function of
the variable radius r by the pipe radius R and the wall shear stress [36], the value of the
shear stress can also be obtained through:

τ = τw
r
R

(16)
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2.3.5. Method 3: Preston Tube

The wall shear stress was also measured using a Preston tube, positioned so that its
outer surface was tangential to the pipe inner wall while facing upstream. With appropriate
configuration of the analogue manometer, the dynamic pressure was taken. Theoretically,
with the Preston tube, the wall shear stress is related to the dynamic pressure as:[

ρτwd2

µ2

]
= f

[
ρ∆Pd2

µ2 ,
d
D

]
(17)

where d and D are the internal and external diameters of the Preston tube respectively. As
the Preston tube is a thick-walled tube, it tends to give the most reproducible behavior
because it matches the skin friction with the data of the stagnation pressure from the
tube placed at the wall. Historical tests have established relationships between the wall
shear stress τw and the dynamic pressure ∆P, defined as the mean difference between the
pressure sensed by the Preston tube and the static pressure obtained from a nearby wall
tap [38]. In this case, where d

D = 0.6, the following widely accepted analytical relationships
were obtained [39]:

0 < X∗ < 2.9 (18)

Y∗ = X∗ + 0.037

2.9 < X∗ < 5.6 (19)

Y∗ = 0.827− 0.1381X∗ + 0.1437X∗
2 − 0.006 X∗

3

5.6 < X∗ < 7.6 (20)

Y∗ = 2 log10(1.95X∗ + 4.10) + X∗

where

X∗ = log10

[
ρ∆Pd2

4µ2

]
(21)

Having prescribed X∗ and determined Y+, the wall shear stress can then be defined as:

τw =
4
(

10Y∗
)

µ2

ρd2 (22)

2.3.6. Method 4: Clauser Plot

In turbulent flows over smooth surfaces, there is always a sub-layer next to the wall in
which the flow is laminar, since a solid surface tends to damp out the turbulent fluctuations.
Nevertheless, within the viscous sub-layer and the inner region, which is a fully turbulent
flow region, the turbulent stress is zero. In the log-law region at the inner region, the
dimensionless velocity is represented in the logarithmic form as:

U+ =
1
κ

ln Y+ + B (23)

where κ is the Von Karman constant and is assumed, with κ = 0.41, and B = 5.3 [13,14].
This form of velocity distribution is widely used in turbulent pipe flow and is known as
the “Universal Law of the Wall” [36].

The Clauser plot is a graphical method used to estimate the turbulent wall shear stress
from its correlation with the law of the wall. Equation (23) can be rearranged and presented
in a normalized form to obtain the wall shear stress, using the properties of the velocity
profile in the logarithmic part of the boundary layer [40]:

U(r)
Uτ

=
1
κ

ln
(

yUτ

ν

)
+ B (24)
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Multiplying both sides by Uτ
Um

gives:

U(r)
Um

=

[
1
κ

Uτ

Um

]
ln
(

yUm

ν

)
+

[
1
κ

Uτ

Um
ln
(

Uτ

Um

)
+ B

Uτ

Um

]
(25)

where, as indicated previously, the friction velocity is equal to: Uτ =
√

τw
ρ and noting that

the friction coefficient is given by:

C f = 2
(

Uτ

Um

)2
(26)

where C f is the wall skin friction coefficient. The Clauser plot equation can thus be rewritten
as follows:

U(r)
Um

=

[
1
κ

√
C f

2

]
ln
(

yUm

ν

)
+

[
1
κ

√
C f

2
ln

(√
C f

2

)
+ B

√
C f

2

]
(27)

where κ and B are constants and the velocity terms can be obtained from the experiment,
leaving only the friction coefficient as an unknown. The value of the friction coefficient C f
is estimated graphically when different values are superposed in the semi-logarithmic plot
of U

Um
vs. Umy

ν [41], as discussed further in the Results section. Therefore, the wall shear
stress can be obtained by rearranging Equation (26) and replacing the friction velocity from
Equation (7):

τw =
ρU2

mC f

2
(28)

2.4. Computational Method

The computational approach used for simulating the turbulent pipe flow was the most
popular commercial CFD package, ANSYS Fluent. Although the length of the pipe in the
experiment was required to be as long as L = 125D to ensure a fully developed turbulent flow,
the computational domain could be simplified down to a cylindrical segment of length 4 mm
and diameter 102 mm, simulated using a periodic boundary condition. This significantly
reduced the computational time, and also took advantage of the axisymmetric pipe.

2.4.1. Grid Generation

A multi-block grid was generated from the 3D circular pipe computational domain and
was divided into two sub-regions: a central square region and an exterior circular region.
Accurate representation of the viscous sublayer is required for a satisfactory prediction of
wall-bounded turbulent fluids. The first cell height was calculated using Equation (8). The
mesh must be finest around the wall and become progressively coarser towards the central
square region, with an aspect ratio of 1.2. The stream-wise direction does not require an
excessive number of cells. To analyze grid independency, four different grid resolutions
were compared, as shown in Table 1.

2.4.2. Turbulence Modelling

Turbulence modelling is a crucial methodological aspect of any CFD simulation and
can significantly affect the final results. In theory, the Navier–Stokes equations are adequate
for simulating a turbulent flow, but, due to the small size and fine detail of the turbulent
structures and the consequent demand for a very fine domain discretization, the Direct Nu-
merical Simulation (DNS) tends to be deemed computationally unaffordable. To overcome
these profound limitations, turbulence models have been developed in which the eddies
are approximated, either by an averaged flow field (RANS approach) or by limiting the size
of the eddies which are modelled (Large Eddy Simulation [LES]). The turbulence model
used to approximate the eddies by an averaged flow field in this work was the RANS
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method, since it is the most computationally inexpensive and offers a good representation
of the flow field [29]. Several RANS models have been introduced over the last decades
and applied in demanding CFD applications [42–46].

Table 1. Comparative table of 3D Multiblock/Hexahedral grid method.

Coarse Mesh Medium Mesh Fine Mesh Very Fine Mesh

3060 cells 9520 cells 30,240 cells 90,045 cells
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where Eij is the rate of deformation, and the eddy viscosity is represented as:

µt = ρCµ
k2

ε
(31)

The values of the constants are: Cµ = 0.09, C1ε = 1.44, C2ε = 1.92, σk= 1 and σε = 1.3 [15].

Standard k−ω Model

In 1998, the eddy viscosity was introduced as νT = k
ω with the following evolution

equation of k and ω [47]:
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P = τij
∂ui
∂xj

(34)

Standard k−ω− SST Model

This model is a combination of the k−ω and the k− ε turbulence models as proposed
by Menter [48] but, in this case, the k−ω formulation was implemented in the inner region
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of the boundary layer and it was substituted by the k− ε model for the free shear region of
the flow using the turbulence dissipation rate ε. In the k−ω− SST model, the turbulent
kinetic energy k and the specific rate of dissipation ω are expressed through the following
differential equations:

∂k
∂t

+ Uj
∂k
∂xj

= Pk − β∗kω +
∂

∂xj

[
(ν + σkνT)

∂k
∂xj

]
(35)

∂ω
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∂ω

∂xj
= αS2 − βω2 +

∂

∂xj

[
(ν + σωνT)

∂ω

∂xj

]
+ 2(1− F1)σω2

1
ω

∂k
∂xi

∂ω

∂xi

where the eddy viscosity, νT is expressed as:

νT =
a1k

max(a1ω, SF2)
(36)

while

F2 = tanh

[ 2
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500v
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 (39)

CDkω = max
(

2ρσω2

1
ω

∂k
∂xi

∂ω

∂xi
, 10−10

)
(40)

The closure constants involved in the κ − ω − SST model are shown in Table 2.
The following boundary conditions for κ and ω are set on the wall: kwall = 0 and
ωwall = 10 6v

β(∆d1)
2 .

Table 2. Closure constants of the k−ω− SST model.

κ−ω κ−ε SST

σk1 = 0.85 σk2 = 1.00 β∗ = 0.09
σω1 = 0.65 σω2 = 0.856 α1 = 0.31
β1 = 0.075 β2 = 0.0828

2.4.3. Boundary Conditions

At the entrance of the pipe, an estimated mass flow rate of
.

m = 7.5× 10−2 kg/s was
translated into a constant velocity of 7.5 m/s, which was equally distributed along and
normal to the inlet surface.

In the experiment, the Reynolds number was notably high at Re = 57, 469, so the
assumption of a turbulent regime in the simulation was valid. A turbulence intensity of
10% was also assumed at the inlet.

Periodic boundary conditions are applied when the fluid across two opposite planes
of the computational domain are the same [49]. For a fully developed flow, it is not
necessary to simulate the full length of the pipe so, to reduce the number of cells and the
computational time, the domain simply comprised a small section of the pipe and cyclic
or periodic boundary conditions were applied, meaning that the results of the outlet were
the new input of the inlet. No slip-boundary conditions were applied on the pipe wall to
reproduce the effects of friction with null velocity at the wall and a static pressure boundary
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condition of zero pascals was set at the outlet. Table 3 summarizes the main parameters
used in the CFD simulation.

Table 3. Parameters for the simulation.

Parameter Value

Pipe inner diameter 0.102 m
Length 0.004 m
Reynolds number 57,469
Air density 1.19 kg/m3

Air viscosity 1.82 × 10−5 kg/ms
Von-Karman constant 0.41 (±0.1)
Mass flow rate 7.5 × 10−2 kg/s
Velocity 7.5 m/s
Nearest wall distance 3.43 × 10−5 m

2.4.4. Discretization

The discretization of the partial derivative equations at the grid points used the Finite
Volume Method (FVM). A second order discretization scheme for evaluating the convective
and diffusive terms was selected to ensure that the solution remained bounded because it
has been proven that higher order discretization schemes bring convergence problems and
instability of the solution [50].

2.4.5. Pressure-Velocity Coupling Scheme

The Semi-Implicit Method for Pressure Linked Equations (SIMPLE) scheme, which
is broadly used in CFD simulations [51–53], was applied in the simulation. As there is
no equation for controlling the evolution of the pressure in the set of the Navier–Stokes
equations, an iterative procedure was needed to relate the pressure and velocity. It is worth
noting that one disadvantage of the SIMPLE scheme is that it takes more time to converge
and this was evidenced in the time taken by the simulations.

2.4.6. Convergence Criteria

Due to the presence of non-linear convection terms in the momentum equations,
convergence criteria in CFD need to be performed by an iterative method. A residual
value was used to monitor convergence and to assess proximity to the solution. The
iterations should stop when the difference between the estimated solution and the previous
approximation has reached a maximum residual value. The maximum residual value
settled for the simulation was 1.0 × 10−6.

3. Results and Discussion

The results of the methods which were used to examine fully developed turbulent
pipe flow are presented and discussed in this section. The numerical simulation results
are compared against the experimental data to assess their performance and indicate the
potential utility of computational versus experimental methods.

3.1. Experimental Results: Velocity Profile Analysis

Figure 2a displays the normalized velocities over the normalized distance from the
wall in linear axes. To best illustrate the velocity distribution across the pipe, the normalized
velocity U

Um
was plotted against 1− r

R , with the maximum velocity naturally obtained at the
centerline, Um = 8.69 m/s. In this experiment, the Reynolds number was found to be very
high (Re = 57, 469 >> 4000), validating the assumption of a turbulent regime. Figure 2a,
which shows the turbulent region, excluding the viscous sub-layer and its approximation
by a parameter-fitted power-law curve, illustrates that the power-law exponent n was
found to be 7.48, thus deviating by approximately 7% from the one-seventh power-law rule
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(Equation (9)). It also demonstrates that the total velocity corresponded to ≈ 68% of the
centerline velocity.
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Figure 2b presents the three characteristic regions of the turbulent boundary layer,
which can be distinguished as viscous sub-layer, buffer layer, and log-law layer. It shows
that the data matched the wider theoretical representations of the turbulent flow field
regions [22,29,54,55]. The flow in the viscous sublayer was very close to the tube wall and
it was laminar, 0 ≤ y+ ≤ 5. In the buffer layer, the turbulence was progressively rising,
5 ≤ y+ ≤ 30, and the flow in the turbulent or log-law layer was turbulent, y+ ≥ 30.

3.2. Experimental Results: Wall Shear Stress Analysis
3.2.1. Static Pressure Drop

The wall shear stress related to the pressure drop over a known length of the pipe was
calculated by the pressure difference in millimeters of water. The value obtained from an
analogue manometer was 2.7 mmH2O for a length of 3.81 m. Using Equation (11), the wall
shear stress measured by this method was found to be:

τw = 0.182 Pa

3.2.2. Mean Square Signal (45◦ Hot-Wire)

The shear stress at the wall in the mean square signal method was quantified by extrap-
olating the best fitted line of the experimental results. The linear best-fit equation, shown
in Figure 3, was used to find the value of the wall shear stress when r = 0. Measurements
of the RMS voltage were taken at 10 mm increments along the diameter of the pipe. The
Reynolds shear stresses were obtained through Equations (14) and (15) and the linear fit
shear stress was computed by Equation (16). Thus, the wall shear stress using the mean
square signal of a hot-wire was estimated as:

τw = 0.162 Pa
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3.2.3. Preston Tube

The wall shear stress was measured using a Preston tube, positioned so that its outer
surface was tangential to the pipe wall while facing upstream. An appropriate configuration
of the analogue manometer enabled the dynamic pressure to be read. The pressure reading
was δP = 2.7 mmH2O. Using Equations (18) to (21), X∗ = 1.890 and Y∗ = 1.927 were
obtained. Finally, applying Equation (22) resulted in the following wall shear stress:

τw = 0.188 Pa

3.2.4. Clauser Plot

Figure 4 represents the Clauser plot, illustrating that, when comparing the exper-
imental data with the chart for experimental determination of turbulent skin friction
coefficient [13], the best fit line was nearly aligned with the constant C f line at 0.004. Thus,
the wall shear stress was calculated from Equation (28), giving a value of:

τw = 0.178 Pa
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Figure 5 depicts the variation of the dimensionless velocity U+ against the dimension-
less distance Y+, obtained from the data of the mean-square signal from a hot-wire. This
graph shows that the results were in agreement with the theory of the law of the wall (see
Figure 2b).
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3.2.5. Error of Measurement

The margin of error in this work was reported to be within 2% in the hot-wire measure-
ments of the mean velocity fluctuations using a CTA with linearizer [34]. The pressure error
was the same order as the experimental uncertainty due to the difficult nature of turbulent
flow over an orifice. The errors on hot-wire positioning and velocity measurements were
25 µm and 0.25 m/s respectively. Data points were accepted if they were 2–3 times the
reference profile of the error bars; if they were beyond this value, they were considered
inconsistent. The data managed a close agreement with the reference solution, the mean
pressure-gradient method, and all the experimental points obtained were consistent.

3.3. Computational Results

Analysis of different aspects of turbulence modelling, mesh independency, and peri-
odic boundary conditions helped to define the optimal parameters for the CFD simulation.
The CFD simulation was validated against the data points obtained from the experiment,
using the mean square signal from the hot-wire method. One of the most important aspects
for analysis is the sensitivity to the grid. The sensitivity test permits the CFD user to analyze
the effects of fluid behavior with the variation of a specific parameter in the simulation [56].

3.3.1. Mesh Independency

A mesh independency study was performed to examine the appropriate mesh to give
an approximation of numerical error in the CFD simulation. In this study, four significantly
different grid resolutions were simulated and compared, as shown in Table 4. For validation,
the results of the velocity profile were plotted in logarithmical scale (see Figure 6).

Remarkably, out of the four different types of mesh simulated (see Table 1), the medium
mesh (9520 cells) gave a good resolution that only differed 1% from the finest mesh and
exhibited the same level of accuracy but with far lower computational times and memory
usage. While it is generally assumed that significant improvements can always be attained
when refining the mesh [53], the results demonstrate that this is not always necessarily
the case; with 9520 cells, the result is mesh independent. It is worth noting that, despite
the benefits of hexahedral cells, even this non-orthogonal cell can reduce the numerical
stability of the solution and it can also produce a slower convergence [57].
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Table 4. Comparative table of mesh independency tests.

Turbulencemodel k−ω− SST

Discretization Scheme Second-order upwind

Convergence Criteria 1.0 × 10−6

P-V Coupling Scheme SIMPLE Scheme

Processors in Parallel 4

Boundary Conditions -No-slip in the walls -Periodic inlet/outlet

Grid method 3D Multiblock—Hexahedral mesh

Number of cells 3060 (coarse) 9520 (medium) 30,240 (fine) 90,045 (very fine)

Iterations to Converge 13,589 4510 12,914 26,625

Maximum Wall Y+ 0.053 0.028 0.028 0.025

CPU User time 1463.88 s 764.764 s 4890.82 s 55,457.7 s

Wall clock 126.53 s 99.75 s 1016.62 s 13,339.77 s

Mbytes used cells 3 9 29 77

Virtual Memory Usage 0.258 GB 0.279 GB 0.366 GB 0.414 GB
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3.3.2. Turbulence Models Comparison

Having established the medium mesh as the optimal mesh, two-equations turbulence
models were simulated: k − ε, k − ω and k − ω − SST. Detailed information on the
simulation of each model is presented in Table 5.

Despite its longer computational time and higher memory usage, the κ − ω − STT
model offers results which exhibit a closer resemblance to the experimental data, as shown
in Figure 7a. It is interesting to note that fewer iterations are necessary for the turbulence
model κ −ω− STT to converge with the approximated solution.

The post-processing tool was used to generate the contour of velocity of the medium
mesh with periodic boundary conditions and the κ−ω− STT turbulence model. Measured
at the outlet of the pipe, the contour showed that the lowest velocities could be found at
the pipe wall while the highest velocities could be observed at the pipe center and that the
velocity progressively increased, from nearly 0 m/s next to the pipe wall to 8.818 m/s for
the center (see Figure 7b).
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Table 5. Comparative table of turbulence models tests.

Turbulence Model Standard k−ε Standard k−ω k−ω−SST

Grid method 3D Multiblock—Hexahedral mesh

Number of cells 9520

Discretization Scheme Second-order upwind

P-V Coupling Scheme SIMPLE Scheme

Boundary Conditions -No-slip in the walls-Periodic inlet/outlet

Residual Value 1.0 × 10−6

Processors in Parallel 4

Iterations 5084 4668 4510

Maximum Wall Y+ 0.030 0.027 0.028

CPU User time 736.964 s 643.301 s 764.764 s

Wall clock 92.241 s 82.750 s 99.751 s

Mbytes used cells 6 6 9

Virtual Mem Usage 0.263 GB 0.263 GB 0.279 GB
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3.4. Experimental vs. Computational Results
3.4.1. Velocity Profiles Comparison

A comparison of the experimental and computational results for the velocity profiles
across the pipe, presented on logarithmic axes in Figure 8a for an easier assessment of the
flow near the boundaries, indicated a satisfactory agreement between the two method-
ologies, albeit with higher discrepancies appearing near the wall boundary. Moreover,
comparing the dimensionless velocity profile across the pipe, as shown in Figure 8b, like-
wise denoted a good agreement between the results obtained from the experimental and
computational methods, although there were some inconsistent values close to the wall
due to the presence of the turbulence velocity.
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3.4.2. Wall Shear Comparison

As with the velocity profile distribution, a comparison of the theoretical, experimental
and computational data for the shear stress distribution across the pipe surface, as shown
in Figure 9, indicated a close agreement between the results of the computational and
experimental methods. The CFD simulation produced almost identical results to the
theoretical results close to the wall and near to the centerline, while small differences
appeared with the theoretical distribution in the region 1− r

R ∈ (0.61, 0.10). This region
coincided with the region of the pipe where the velocity field deviated most from the
experimental results.
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3.5. Assessment of Errors

As the only direct method, the static pressure drop method was taken as the reference
point for assessing the validity of each method applied in this research for the estimation
of the wall shear stresses caused by fully developed turbulent flow. Table 6 summarizes
the findings of comparing the experimental and computational results. It illustrates that
the CFD wall shear stress returned the closest agreement with the reference solution, with
an error of approximately 1.6% compared to the experimental data. Interestingly, the CFD
results were positioned exactly between the theoretical and experimental results of the
mean square signal from a hot-wire method.

Table 6. Comparison of the experimental and computational methods for the calculation of wall
shear stresses.

Method Wall Shear Stress [Pa] Error

Mean Pressure—Gradient method 0.182 Reference
3D CFD 0.179 +1.6%
The law of the wall 0.178 +2.2%
Preston tube 0.188 +3.3%
Mean square signal from a hot-wire 0.162 +10.4%

4. Conclusions

The results of this research show that axisymmetric RANS simulations can potentially
produce a close agreement with experimental methods for studying fluid turbulence and
comparing the velocity profile and wall shear stress of turbulent flow in a pipe. This
finding demonstrates that, while the RANS method certainly does not capture all the flow
physics shown in the laboratory measurements and while commercial packages such as
ANSYS Fluent require significant computing power and time for calculation in order to
obtain results with a minimum error, CFD can still be used as an alternative or addition to
experimental methods for analyzing a fully developed turbulent pipe flow, at least after it
has been validated against experimental techniques. This indicates the advances made in
the evolution of methods used for studying fluid turbulence over the last 100 years and the
development of cost-effective computational methods that do not require the infrastructure
for the experimental methods.
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