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The interplay of intra- and intermolecular errors in modeling conformational
polymorphs

Gregory J. O. Beran,1, a) Sarah E. Wright,2 Chandler Greenwell,1 and Aurora J. Cruz-Cabeza2
1)Department of Chemistry, University of California, Riverside, California 92521,
United States
2)Department of Chemical Engineering and Analytical Science, University of Manchester, Manchester,
UK

(Dated: 11 February 2022)

Conformational polymorphs of organic molecular crystals represent a particularly challenging test for quantum
chemistry because they require careful balancing of the intra- and intermolecular interactions. This study
examines 54 molecular conformations from twenty sets of conformational polymorphs which exhibit large
conformational energy differences, 173 dimer interactions extracted from the polymorphs of the six small-
est molecules in the set, and the overall relative polymorph lattice energies from those six polymorph sets.
These systems are studied with a variety of van der Waals-inclusive density functionals theory (DFT) models,
dispersion-corrected spin-component-scaled second-order Møller-Plesset perturbation theory (SCS-MP2D),
and domain local pair natural orbital coupled cluster singles, doubles, and perturbative triples (DLPNO-
CCSD(T)). We investigate how delocalization error in conventional density functionals impacts monomer
conformational energies, systematic errors in the intermolecular interactions, and the nature of error cancel-
lation that occurs in the overall crystal. Density functionals such as B86bPBE-XDM, PBE-D4, PBE-MBD,
PBE0-D4, and PBE0-MBD are found to exhibit sizable 1-body and 2-body errors versus DLPNO-CCSD(T)
benchmarks, and the level of success in predicting the relative polymorph energies relies heavily on error can-
cellation, either between different types of intermolecular interactions or between intra- and intermolecular
interactions. Models like SCS-MP2D, and, to a lesser extent, ωB97M-V exhibit smaller errors and rely less on
error cancellation. Implications for crystal structure prediction of flexible compounds are discussed. Finally,
the 1-body and 2-body DLPNO-CCSD(T) energies taken from these conformational polymorphs establish the
CP1b and CP2b benchmark data sets which could be useful for testing quantum chemistry models in chal-
lenging real-world systems with complex interplay between intra- and intermolecular interactions, a number
of which are significantly impacted by delocalization error.

I. INTRODUCTION

Organic crystal polymorphism plays a key role in deter-
mining crystal properties such as pharmaceutical solubil-
ity and bioavailability. Experimental solid form screen-
ing is employed to search for polymorphs, but know-
ing when all important polymorphs have been found
can be difficult. The ability to predict organic crystal
structures from first principles has improved substan-
tially over the past two decades,1–7 and crystal structure
prediction is increasingly used as complement to exper-
imental polymorph screens to ensure that all important
forms have been realized experimentally. A key driver in
this progress has been the shift from modeling crystals
with classical force fields to more accurate dispersion-
corrected density functional theory (DFT) models.8–17

DFT-based crystal structure prediction has successfully
predicted crystal structures for many pharmaceutical sys-
tems for example, sometimes in concert with or even be-
fore their experimental discovery.18–23

Conformational polymorphs are systems where
changes in the intramolecular conformation accom-
modate different intermolecular packing motifs.24

a)Electronic mail: gregory.beran@ucr.edu

They are particularly challenging for computational
models because of the difficulties in balancing the
interplay between intra- and intermolecular interac-
tions. Polymorph energy differences are very small
in general—usually less than 10 kJ/mol and often
only a few kJ/mol.25,26 While the energy differences
for conformational polymorphs tend to be modestly
larger than those for non-conformational polymorphs,
achieving the necessary energy discrimination remains
challenging. The inadequacies of classical potentials for
describing conformational energies was recognized many
years ago. Indeed, quantum chemistry methods were
first incorporated into force-field-based crystal structure
prediction protocols to improve the modeling of confor-
mational energies.27,28 Since then, fully periodic DFT
treatments have become routine in crystal structure
prediction, especially for the late/final refinement and
ranking stage(s).8,15,17

However, commonly-used generalized gradient approx-
imation (GGA) functionals like PBE29 or B86bPBE29,30

exhibit delocalization error, which biases them against
localized densities.31,32 Delocalization error can artifi-
cially stabilize structures with more extended π con-
jugation, for example.33,34 In molecular crystal confor-
mational polymorphs, this behavior can spuriously sta-
bilize selected conformations, as occurs for the prolific
polymorph former ROY (so-named for its red, orange,
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and yellow crystals),35–38 ortho-acetamidobenzamide,37

molecule X14,37 from the third blind test of crystal
structure prediction,3 the pharmaceuticals axitinib and
galunisertib,37 and rubrene derivatives.39 Delocalization
error has also been blamed for the spurious proton trans-
fer in a set of acid-base co-crystals40 and poor lattice
energies for halogen-bonded crystals.41

By mixing in some fraction of exact/Hartree-Fock
(HF) exchange, hybrid density functionals like PBE042

should reduce (but not necessarily eliminate) delocaliza-
tion error. Hybrid functionals improve the description
of halogen-bonded crystals41 and reduce the erroneous
proton transfer in the aforementioned co-crystals.40

They also generally lead to improved polymorph energy
rankings.17,43–45 At the same time, hybrid functionals do
not cure all problems—they still describe conformational
energies poorly in systems when the delocalization error
is significant, for example.37,39

Recognizing the problematic conformational ener-
gies, two of the present authors recently examined a
“monomer correction” approach37 in which the problem-
atic intramolecular (1-body) DFT conformational ener-
gies obtained from conventional GGA or hybrid func-
tionals are replaced with more accurate ones obtained
from correlated wavefunction methods or more advanced
density functionals. For the conformational polymorph
cases mentioned above, the monomer correction consider-
ably improves the agreement of the predicted polymorph
stabilities with experiment.37 Because the correction is
calculated with gas-phase monomers (in their crystalline
conformations), the correction is straightforward to eval-
uate and computationally inexpensive compared to peri-
odic DFT geometry optimizations. It can be applied to
entire crystal energy landscapes readily.37,38

These recent studies raise a number of questions. How
widespread are large conformational energy errors in con-
formational polymorphs when using conventional density
functionals? Monomer conformational energy corrections
can potentially address these intramolecular errors, but
that approach is predicated on the density functionals de-
scribing the intermolecular interactions accurately. How
accurate is the DFT description of the intermolecular
interactions? How much do hybrid functionals improve
the treatment of intra- and intermolecular interactions
in conformational polymorphs compared to GGA func-
tionals? How readily can these improvements be incor-
porated into standard crystal structure prediction work-
flows? What insights can we gain into the successes and
failures of crystal structure prediction energy ranking
models based on benchmarking of the intra- and inter-
molecular interactions?

To address these questions, this study examines a num-
ber of conformational polymorphs using a mixture of den-
sity functional and correlated wavefunction models. It
first examines the conformational energies across 20 sets
of conformational polymorphs containing a total of 54
symmetrically-unique monomer conformations. To as-
sess the accuracy of the intermolecular interactions, the

conformational polymorphs of the six smallest molecules
are subsequently analyzed in much greater detail. This
in-depth analysis includes benchmarking several different
electronic structure methods for describing 173 short-
range pairwise (2-body) intermolecular interactions ex-
tracted from the six crystals, examining relative poly-
morph lattice energies computed with three different
GGA and hybrid density functionals, and performing 1-
body (monomer) and 2-body (dimer) corrections to those
lattice energies.

The models tested for the 1-body and 2-body ener-
gies include the “conventional” GGA and hybrid density
functionals B86bPBE with the exchange-hole dipole mo-
ment (XDM) dispersion correction,46 PBE with either
Grimme’s D4 dispersion correction47 or the many-body
dispersion (MBD) treatment,48–50 and PBE0 with either
D4 or MBD. These particular density functionals and dis-
persion treatments are frequently used in crystal struc-
ture prediction work with good success.10,12–14,17,44,45

Two more advanced models are also studied: the high-
quality51 range-separated hybrid meta GGA ωB97M-V
functional52 and the recently developed spin-component-
scaled dispersion-corrected second-order Møller-Plesset
perturbation theory (SCS-MP2D) model.53 SCS-MP2D
competes well with state-of-the-art density functionals
in terms of cost and accuracy.53 All of these models are
benchmarked against domain local pair natural orbital
coupled cluster singles and doubles with perturbative
triples (DLPNO-CCSD(T))54,55 energies. The simulta-
neous use of high-quality coupled cluster benchmarks and
the emphasis on challenging conformational polymorph
systems differentiates the present study from other re-
cent studies56–58 that investigated the quality of DFT
pairwise interactions in crystals.

In addition to the insights into the performance of DFT
for crystal structure modeling provided by the current
study, the conformational polymorph 1-body (CP1b)
and 2-body (CP2b) DLPNO-CCSD(T) data sets gen-
erated here establish real-world benchmarks for testing
the performance of electronic structure methods. These
sets complement existing benchmark sets for molec-
ular crystals12,59–61 and conformational energies/non-
covalent interactions in general.62–66 Data sets like
CP1b and CP2b which involve larger, more “realistic”
molecules in non-equilibrium geometries are particularly
important for validating quantum chemistry models,62

especially for models parameterized against more tradi-
tional synthetic data sets. The substantial impacts of
delocalization error in a number of the systems in CP1b
and CP2b (as will be demonstrated below) further distin-
guish these benchmark data sets from most other existing
sets.
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FIG. 1. The set of 20 conformationally flexible species studied here, with the base CSD reference code listed below each
molecule. Common names for selected molecules are also shown. For KIJBOX/QIJZOY, the sites involved in tautomeric
hydrogen exchange are highlighted in red.

II. COMPUTATIONAL METHODS

A. Test Systems

A set of 20 conformationally flexible, polymorphic
molecules was selected, as shown in Figure 1. These
20 molecules include chemically interesting pharmaceuti-
cals, sugars, color polymorphs,67 etc., that are known to
exhibit large conformational energy differences between
polymorphs,24 and have unit cells which are amenable
to geometry optimization with periodic DFT. Fifteen of
these systems have two polymorphs, while the remaining
five systems have three, for a total of 45 unique crys-
tals. We note that KIJBOX and QIJZOY are a pair of
tautomeric as well as conformational polymorphs. Ini-
tial crystal structures for each polymorph were obtained
from the Cambridge Structure Database (CSD) reference
codes listed in Table I.

The atomic positions and lattice vectors for each crys-
tal structure were fully relaxed with periodic density
functional theory (computational details provided be-

low). To study the intramolecular conformational en-
ergies, the geometry of every molecule in the asymmet-
ric unit was then extracted from the optimized crystals,
for a total of 54 symmetrically-unique monomers. These
monomer structures and their DLPNO-CCSD(T) confor-
mational energies constitute the CP1b benchmark data
set.

For six of the polymorph sets (ACBNZA, GLUCIT,
MCHTEP, MNIAAN, UFAGIS, and ZEYBIO), the pair-
wise intermolecular interactions and relative crystal lat-
tice energies were also studied in detail. These sys-
tems were chosen for the pragmatic computational rea-
son that they are the smallest molecules in the set (23–
28 atoms) and because they include four species whose
monomers are strongly affected by delocalization error
as well as two species which are not, which makes for
an interesting comparison in the dimer interaction ener-
gies. Molecular dimers were extracted for all pairs in-
volving one molecule in the asymmetric unit and any
other molecule lying within 4 Å of that molecule (as
defined by the shortest intermolecular atom-atom dis-
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TABLE I. List of CSD reference codes and source of the ex-
perimental structure for the polymorphs studied here, along
with the number of symmetrically independent molecules in
the unit cell (Z′). The 20 polymorph sets consist of 45 crystals
and 54 unique monomer geometries in total.

RefCode Z′ RefCode Z′ RefCode Z′

ACBNZA0168 1 JAYCES69 1 QUBPAF70 1

ACBNZA0271 1 JAYCES0272 1 QUBPAF0270 1

CELBEA73 1 KIJBOX74 1 QUBPAF0170 1

CELBEA0175 1 QIJZOY76 1 TOHBUN0177 1

CELBEA0275 1 MCHTEP0778 1 TOHBUN0279 1

CIMETD0180 1 MCHTEP1178 2 TTHCTD81 2

CIMETD0282 1 MCHTEP1378 1 TTHCTD0181 1

EYOCUQ83 2 MELVEE84 1 UFAGIS85 2

EYOCUQ0186 1 MELVEE0184 1 UFAGIS0187 1

GLUCIT0288 2 MIQKOM89 1 WUCGUW90 1

GLUCIT0391 3 MIQKOM0189 1 WUCGUW0292 2

GLUCIT0493 1 MNIAAN0294 1 YIGPIO0295 1

HAXHET96 1 MNIAAN1197 1 YIGPIO0395 1

HAXHET0196 1 MNIAAN1298 2 ZEYBIO0199 1

ICIMAI100 1 ZEYBIO04101 1

ICIMAI01102 1

tance). All 173 symmetrically-unique dimers and their
DLPNO-CCSD(T) interaction energies were retained to
establish the CP2b benchmark data set. The CP2b data
set is arguably less evenly balanced than many synthetic
data sets, in the sense that the number of dimers for each
species included depends on the number of polymorphs
for that species and how many molecules each polymorph
contains in its asymmetric unit. On the other hand, its
strength lies in how it samples the interplay of intra- and
intermolecular interactions across a variety of dimer ge-
ometries. Moreover, while the monomer and dimer struc-
tures were extracted from equilibrium crystal geometries,
the individual CP1b and CP2b structures are not neces-
sarily minima on the monomer/dimer potential energy
surfaces. In these senses, these CP data sets are similar
in spirit to ones such as the SSI (amino acid side chain
interactions taken from proteins)66 or 3B-69 (trimers ex-
tracted from molecular crystals).61 The complete set of
structures, symmetry scaling factors, and benchmark en-
ergies for CP1b and CP2b are provided as Supplemental
Information.

B. Computational Details

Periodic DFT simulations were performed with
Vienna Ab initio Simulation Package (VASP
5.4.4)103–106 using the PBE functional with normal
PAW pseudopotentials.107,108 Initial crystal structures
taken from the CSD reference codes listed above and
fully optimized (unit cells and atomic positions) using

PBE and the Grimme D2 dispersion correction.109 Next,
single-point energy calculations were performed on the
optimized crystal structures with periodic PBE-MBD
and PBE0-MBD.48–50 All VASP DFT calculations
were performed using a 520 eV cut-off energy for the
planewaves, while the Brillouin zone was sampled via
Monkhorst-Pack k-point grid with spacing of at least
0.03 Å−1. Additional single-point energies were com-
puted for these structures with B86bPBE-XDM using
Quantum Espresso version 6.4.1.110 These calculations
employed PAW potentials, a 50 Ry planewave energy
cutoff, and reciprocal space Monkhorst-Pack k-point
grid densities of 0.04 Å−1 or better.

Gas-phase monomer and dimer interaction energy
calculations were performed using a variety of meth-
ods. First, benchmark DLPNO-CCSD(T) calculations55

with non-iterative semi-canonical triples (sometimes re-
ferred to as DLPNO-CCSD(T0)111) were run for each
monomer and dimer using Orca 4.2.1.112 The monomer
and dimer calculations were performed in the aug-cc-
pVTZ and aug-cc-pVDZ basis sets,113 respectively, all
using the “TightPNO” parameter settings (TCutPNO
= 1e-7, TCutDO = 5e-3, and TCutPairs = 1e-5) to-
gether with a tighter TCutMKN parameter of 1e-4.
The DLPNO-CCSD(T) correlation energies were extrap-
olated to the complete basis set (CBS) limit using the fo-
cal point approach114 which combines DLPNO-CCSD(T)
in a moderate basis set with second-order Møller-Plesset
perturbation theory (MP2) results which have been ex-
trapolated to the CBS limit using the aug-cc-pVTZ and
aug-cc-pVQZ basis sets. Various convergence tests de-
scribed in the Supporting Information suggest that the
DLPNO-CCSD(T) benchmark conformational and dimer
interaction energies are probably converged to within a
few kJ/mol at worst, and usually considerably better.

For comparison with these benchmarks, gas-phase
monomer and dimer energies were computed using the
van der Waals-inclusive GGA functionals B86bPBE-
XDM, PBE-D4, and PBE-MBD, hybrid functionals
PBE0-D4 and PBE0-MBD, and range-separated hy-
brid meta-GGA ωB97M-V. The first five “conventional”
functionals were chosen because of their widespread
use in organic crystal structure prediction applications.
The range-separated hybrid meta-GGA ωB97M-V func-
tional was chosen as an example of more advanced
functionals that are used in molecular applications
and which frequently perform considerably better than
conventional functionals.51 However, many other high-
quality meta-GGA, hybrid, and double-hybrid function-
als exist64,115,116 that have not been tested here, some of
which may perform better than those examined here. Fi-
nally, energies were also computed with spin-component-
scaled dispersion-corrected MP2 (SCS-MP2D), a corre-
lated wavefunction method which competes well with
state-of-the-art density functionals in terms of cost and
accuracy,53

The B86bPBE-XDM monomer and dimer energies
were computed using QuantumEspresso and the same
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FIG. 2. Distributions of intramolecular conformational energy errors for various models against the DLPNO-CCSD(T) bench-
marks. The gray “violins” show a kernel density estimate for the error distribution across all 20 polymorph sets. The six
polymorph sets with GGA errors greater than 5 kJ/mol (“Worst 6”) are shown as points, while the errors for the other 14 sets
are represented with yellow box-and-whisker plots. Root-mean-error statistics for the full set and each subset are provided at
the bottom.

settings as for the crystals described above, albeit with
20 Å vacuum spacing between the nearest atoms applied
along each Cartesian direction. All other DFT calcula-
tions employ the def2-QZVP basis,117 and the dimer in-
teraction energies were counterpoise corrected. Test cal-
culations of dimer interaction energies in the larger aug-
cc-pVQZ basis differed by 0.1 kJ/mol or less. The MP2
correlation energies entering SCS-MP2D were extrapo-
lated to the complete basis set limit118 from calculations
in the aug-cc-pVTZ and aug-cc-pVQZ basis sets and were
paired with Hartree-Fock/aug-cc-pVQZ energies. The
SCS-MP2D dimer calculations were also counterpoise-
corrected. PBE-MBD and PBE0-MBD were computed
using Q-Chem 5.4.1;119 all other MP2 and DFT calcula-
tions were done with PSI4 version 1.3.2120 and utilized
density fitting. SCS-MP2D energies were obtained from
MP2 calculations via the MP2D library.121

The study here also involves applying 1-body confor-
mational energy and 2-body intermolecular corrections
to the periodic DFT energies. One-body-corrected crys-
tal energies37 were computed by subtracting out the gas-
phase DFT energy of each monomer in the unit cell and
replacing it with the corresponding DLPNO-CCSD(T)
one,

EDFT+1b = EDFT
crystal +

monomers∑
i

σi

(
E

CCSD(T)
mon,i − EDFT

mon,i

)
(1)

The monomer sum runs over only symmetrically unique
monomers in the unit cell, and the symmetry fac-
tor σi scales those energies based on the number of
symmetrically-equivalent monomers present in the cell.
Because the final energies are reported per molecule (i.e.

unit cell energies divided by the number of molecules in
the cell), the symmetry factors are less than or equal to
1 in practice.

One-body- and 2-body-corrected DFT crystal energies
replace both the monomer and short-ranged DFT dimer
interaction energies ∆Edim,j with DLPNO-CCSD(T)
ones,

EDFT+1b+2b = EDFT
crystal

+

monomers∑
i

σi

(
E

CCSD(T)
mon,i − EDFT

mon,i

)
+

dimers∑
j

σj

(
∆E

CCSD(T)
dim,j − ∆EDFT

dim,j

)
(2)

where again both sums run over the symmetrically-
unique monomers/dimers whose energies are scaled by
the appropriate symmetry factors σj . The monomer
conformational and dimer interaction energies are com-
puted in the gas phase using the geometries extracted
from the optimized crystals. The interaction energy for
the pair of molecules A and B is computed as ∆Edim =
EAB −EA −EB (with appropriate ghost basis functions
on the monomers for counterpoise-corrected energies).

Eq 2 is comparable to various fragment
approaches,122,123 including the hybrid many-body
interaction (HMBI) approach.58,124 The key differences
versus earlier HMBI studies lie in treating fewer 2-body
dimer terms with the higher-level method here (i.e.
applying a shorter 4 Å 2-body cutoff instead of the
more typical ∼6–10 Å HMBI one) and using periodic
DFT for the long-range and many-body terms instead
of periodic HF or a force field. A few other studies have
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performed similar fragment calculations in simple crys-
tals with DFT providing the long-range and many-body
terms.125–127

III. RESULTS AND DISCUSSION

A. Intramolecular conformational energies

We begin by examining the gas-phase conformational
energies for the 54 symmetrically unique monomers us-
ing geometries extracted from the 45 geometry optimized
crystals (CP1b data set). Conformational energies are
computed relative to the most stable conformation of
that species found in the set with DLPNO-CCSD(T).
Error statistics are computed from the 34 conformations
which remain after excluding these 20 reference confor-
mations. The gray kernel density estimate plots in Fig-
ure 2 show the error distributions for the various DFT
functionals and SCS-MP2D compared to the DLPNO-
CCSD(T) benchmarks across all systems. The conforma-
tional energy errors generally follow the expected trend:
GGA functionals B86bPBE and PBE exhibit the largest
root-mean square (rms) errors, ranging 4.8–5.6 kJ/mol.
The hybrid PBE0 functional reduces the rms errors from
the GGAs by ∼20% to 3.9–4.4 kJ/mol, depending on
the dispersion treatment. Finally, the range-separated
hybrid meta-GGA functional ωB97M-V and SCS-MP2D
perform much better, with rms errors of only 2.3 and 1.9
kJ/mol relative to DLPNO-CCSD(T), respectively.

Closer inspection of the conformational energies re-
veals that most models perform well for most of the con-
formational energies here. The yellow box-and-whisker
plots in Figure 2 represent the errors for the 14 poly-
morph sets for which the B86bPBE-XDM errors are less
than 5 kJ/mol. The central line represents the median er-
ror, the boxes contain 50% of the data, and the whiskers
capture the largest errors. For these 14 polymorph sets,
the DFT rms errors range 1.7–2.1 kJ/mol. The box
plots for the conventional density functionals are also
quite similar. ωB97M-V exhibits a generally tighter dis-
tribution than the other functionals, albeit with larger
errors for CELBEA, QUBPAF, and YIGPIO conforma-
tions that gives it an overall rms error of 2.5 kJ/mol.
SCS-MP2D exhibits a very tight error distribution with
an rms error of only 1.2 kJ/mol.

The large conformational energy errors that differen-
tiate how the various models perform arise primarily
from the other six polymorph sets: MCHTEP, MNIAAN,
KIJBOX/QIJZOY, UFAGIS, ACBNZA, and MIQKOM.
Representative conformations of these six species are
shown in Figure 3, and the individual conformational
errors are highlighted at individual points in Figure 2.
B86bPBE-XDM errors for three MCHTEP and MNI-
AAN conformations exceed 10 kJ/mol, and several others
for the six sets are only slightly smaller. The PBE errors
with either D4 or MBD dispersion are a little larger than
the B86bPBE-XDM ones.

FIG. 3. The intramolecular conformations found in the poly-
morphs of the six systems which exhibit the largest GGA
functional errors. For polymorph sets with more than two
unique conformations, a pair of representative conformations
is shown here.

These more substantial errors are consistent with de-
localization error in the approximate density functionals,
which artificially stabilizes conformations that exhibit a
greater extent of π conjugation. In ACBNZA, MNIAAN,
and MCHTEP, the upper conformation shown in Figure 3
is relatively planar, allowing the π delocalization to ex-
tend from the aromatic ring to the side chains. These
three conformations also exhibit intramolecular hydrogen
bonds whose strength is probably over-estimated, as will
be discussed in Section III B. Other polymorphs of these
species alter the intramolecular conformation to replace
intramolecular hydrogen bonds with intermolecular ones.
This conformational change reduces the planarity of the
π system and decreases the overall π-electron delocaliza-
tion. Accordingly, conventional GGA/hybrid DFT func-
tionals artificially stabilize the more planar conforma-
tions found in ACBNZA02, MCHTEP07, MCHTEP13,
MNIAAN02, and MNIAAN12 relative to the less pla-
nar ones present in ACBNZA01, MCHTEP11, and MNI-
AAN11. These results are consistent with earlier case
studies.37,39,58

Similar behaviors occur in UFAGIS. The planar
UFAGIS conformation which allows the highest-occupied
molecular orbital (HOMO) to extend across both rings
via the sulfur lone pair electrons is over-stabilized rela-
tive to the non-planar conformations in UFAGIS01 that
localize the frontier orbitals onto one ring or the other. In
the KIJBOX/QIJZOY tautomers, moving the hydrogen
from the bridging nitrogen in QIJZOY to the pyridine
nitrogen in KIJBOX alters the nature of the conjugation
involving that ring. The origin of the large GGA error
in MIQKOM is less obvious, though it may reflect how
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FIG. 4. Distributions of 2-body interaction energy errors for various models against the DLPNO-CCSD(T) benchmarks. The
gray “violins” show a kernel density estimate for the error distribution of 173 dimers in the six polymorph sets, while box-and-
whisker plots provide another representation of the same data. Errors larger than 1.5 times the inter-quartile distance (box
size) are indicated with colored points according to the species. Root-mean-errors are provided below each method.

the more symmetrical MIQKOM01 polymorph confor-
mation (lower one in Figure 3) exhibits slightly less dis-
tortion around the cyclopropene rings compared to the
MIQKOM polymorph. In contrast to these six species,
none of the conformations adopted by the other 14 better-
behaved species in Figure 1 appreciably alters the extent
of electron delocalization.

Given the apparent role of delocalization error in the
six problematic systems, one expects that the conforma-
tional energy errors should decrease as exact exchange
is incorporated into the density functional. Switching
from PBE to PBE0 reduces the errors by ∼20–25%
for either the D4 or MBD dispersion treatments (Fig-
ure 2). The one notable exception occurs for ACBNZA,
for which PBE already performs up to 2–3 kJ/mol worse
than B86bPBE-XDM, especially with the MBD cor-
rection, and PBE0 increases the error by another ∼1
kJ/mol. Further progression toward the range-separated
ωB97M-V functional or the wave function-based SCS-
MP2D largely eliminates the problems, with conforma-
tional energy rms errors for the six problematic species of
only 1.8 and 2.8 kJ/mol, respectively. The fact that the
SCS-MP2D rms error is ∼1 kJ/mol larger than ωB97M-
V for these for six species stems primarily from the 4–
5 kJ/mol errors found for the KIJBOX/QIJZOY tau-
tomers and the UFAGIS conformations, compared to the
∼1 kJ/mol or less errors in those systems from ωB97M-
V. On the other hand, the SCS-MP2D rms error is 1.3
kJ/mol smaller than ωB97M-V for the other 14 systems,
such that the SCS-MP2D has a slightly smaller rms er-
rors for the full data set compared to ωB97M-V (1.9 vs.
2.3 kJ/mol).

In summary, conventional GGA and hybrid density
functionals generally describe the relative conformational
energies in these polymorphs well. However, when con-

formational changes alter the degree of electron delocal-
ization/conjugation, the quality of the conformational
energies can deteriorate dramatically. In those cases,
switching to electronic structure methods that are less
sensitive to delocalization error, such as top-tier density
functionals like ωB97M-V or wavefunction methods like
SCS-MP2D and coupled cluster models can substantially
improve the accuracy of the conformational energies.

B. Two-Body intermolecular energies

Next, we examine the performance of the same models
for predicting dimer intermolecular interaction energies.
Due to the high computational expense of the coupled
cluster benchmarks for dimers and the large number of
dimer interactions in each crystal, we focus on the short-
ranged dimer interactions occurring in the polymorphs of
six of the smallest species: ACBNZA, MCHTEP, MNI-
AAN, UFAGIS, GLUCIT and ZEYBIO. The first four
systems had problematic conformational energies with
conventional density functionals in Section III A, while
the latter two were well-behaved and serve as “controls”
for the harder systems. The resulting CP2b interaction
energy test set of 173 dimers consists of all symmetrically-
unique dimer interactions involving molecules separated
by up to 4 Å (i.e. nearest-neighbors). The average
DLPNO-CCSD(T) interaction energy in the set is -22.3
kJ/mol. The vast majority of dimers (82%) have attrac-
tive interaction energies ranging 0–40 kJ/mol, 13% are
bound by an even larger 40–120 kJ/mol, and the remain-
ing 5% are repulsive by up to 7 kJ/mol.

Figure 4 plots the interaction energy error distribu-
tions for the five conventional GGA and hybrid function-
als along with ωB97M-V and SCS-MP2D. Positive er-
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FIG. 5. Accumulated 2-body errors in the crystal lattice energy arising from the short-range intermolecular dimer interactions
in six crystal systems relative to DLPNO-CCSD(T) benchmarks. The solid colored bars indicate the net 2-body errors for each
crystal polymorph, while the number and whiskers in gray indicate the range of errors for that model across the polymorphs.
Positive errors here correspond to under-binding; negative errors to over-binding.

rors here indicate the dimer is under-bound, while nega-
tive errors are over-bound. B86bPBE-XDM, PBE-MBD,
and PBE0-MBD exhibit the largest rms errors of 3.6–
3.9 kJ/mol, with no obvious improvement for the hy-
brid PBE0 functional over PBE. The two MBD-corrected
models also exhibit the largest individual dimer interac-
tion energy errors of the models tested here (both 17.1
kJ/mol, for a UFAGIS dimer). The PBE-D4 and PBE0-
D4 rms errors of 2.0 and 2.1 kJ/mol, respectively, are
considerably better than either the MBD or B86bPBE-
XDM results. Switching to the ωB97M-V functional or
SCS-MP2D reduces the rms errors to 1.6 and 1.5 kJ/mol,
respectively.

Looking more closely at the error distributions in Fig-
ure 4, all five of the conventional GGA/hybrid func-

tionals and dispersion treatments examined here exhibit
systematic errors: they consistently under-estimate the
strength of aromatic stacking van der Waals interactions
and systematically over-bind hydrogen bonds.65,128,129

The most over-bound dimer errors mostly occur for GLU-
CIT, which has extensive hydrogen bonding, including
some dimers with multiple hydrogen bonds. The error
for a single hydrogen bond is often around ∼2–5 kJ/mol,
and it can be as much as ∼10 kJ/mol for dimers with
2–3 hydrogen bonds.

The most positive dimer errors occur for UFAGIS,
MCHTEP, MNIAAN, and ACBNZA, all of which ex-
hibit substantial aromatic stacking interactions. Despite
having two phenyl groups per molecule, the ZEYBIO
molecules do not form aromatic stacks in these poly-
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morphs, so their dimers are not prominent among the
highly under-bound dimers. While these two types of
systematic errors occur for all of the conventional func-
tionals, they are most exaggerated for PBE-MBD and
PBE0-MBD (Figure 4). These systematic errors in the
dimer interaction energies play an important role in the
predicted crystalline stabilities, as will be discussed be-
low.

The dimer interaction energy errors are smaller and
less systematic for ωB97M-V and SCS-MP2D. For ex-
ample, some of the most negative SCS-MP2D errors do
still involve hydrogen bonded GLUCIT dimers. However,
others include aromatic stacked dimers from MNIAAN
and UFAGIS, along with NH· · · S and NH· · ·π interac-
tions in ZEYBIO.

While the accuracy with which individual dimer inter-
action energies are described is an important metric for
judging a model’s performance, it is even more impor-
tant in molecular crystals to examine how these errors
accumulate or cancel in their net contribution to the lat-
tice energy. To do so, the errors from all dimers com-
ing from a particular polymorph were weighted based on
their symmetry factors and summed to compute a total
2-body error in the lattice energy per molecule.

Figure 5 plots the errors in these 2-body lattice energy
contributions relative to the DLPNO-CCSD(T) bench-
mark results for each of the six polymorph sets. First, the
accumulated 2-body errors are substantial for the con-
ventional GGA and hybrid functionals, with root-mean-
square errors ranging 8–19 kJ/mol and a maximum er-
ror of 41 kJ/mol (for B86bPBE-XDM in UFAGIS). For
context, the average total 2-body lattice energy contribu-
tion from these dimers is 164 kJ/mol, and energy differ-
ences between organic crystal polymorphs in general are
usually less than 10 kJ/mol. These 2-body interaction
energy errors are also considerably larger than the ∼5
kJ/mol mean absolute errors in the total lattice energies
found for the same functionals in small-molecule crys-
tal benchmarks such as the C21/X23 test sets.59,60,123

That discrepancy in magnitude reflects both the greater
size and complexity of the species here, which leads to
larger-magnitude lattice energies and a greater potential
for problematic 2-body interactions. The large accumu-
lated errors seen for the conventional density functionals
in UFAGIS and two of the MCHTEP polymorphs arise
primarily from systematic under-stabilization of the ex-
tensive aromatic stacking interactions. Second, the hy-
brid PBE0 functional only sometimes out-performs the
two GGA functionals for the accumulated 2-body errors.
For example, PBE0-D4 exhibits smaller net 2-body er-
rors than PBE-D4 in GLUCIT and ZEYBIO, but it has
errors that are comparable or larger to PBE-D4 in the
other four systems.

ωB97M-V and SCS-MP2D substantially reduce the ac-
cumulated 2-body errors in Figure 5, which is consistent
with the much smaller dimer interaction energy errors
seen in Figure 4. The rms errors in the net 2-body con-
tributions for ωB97M-V and SCS-MP2D are 6.6 kJ/mol

and 5.3 kJ/mol, respectively, which is roughly on par
with the lattice energy errors typically found in C21/X23
benchmarks. The largest-magnitude net 2-body errors
are ∼10–12 kJ/mol for ωB97M-V (UGAFIS & GLUCIT)
and ∼-8–9 kJ/mol for SCS-MP2D (GLUCIT).

For crystal structure prediction, the computed rela-
tive energy between polymorphs is arguably even more
important than the total lattice energy. With this in
mind, the gray numbers in Figure 5 indicate the max-
imum relative error between polymorphs. This reveals
an interesting behavior: despite B86bPBE-XDM having
larger net 2-body errors than the PBE and PBE0-based
models in every polymorph set except GLUCIT, it actu-
ally exhibits rather small relative 2-body errors between
polymorphs in most cases. For ACBNZA, for example,
the difference in the net 2-body errors for the two poly-
morphs is only 2.4 kJ/mol, compared to 10.3 kJ/mol with
PBE0-MBD. With the exception of MCHTEP, which
proves exceptionally difficult for most of the DFT mod-
els here, the relative B86bPBE-XDM 2-body energy er-
rors differ by ∼5 kJ/mol or less. PBE-D4 also performs
almost as well in this regard. In contrast, the PBE0-
MBD net error variations across polymorphs exceed 5
kJ/mol for every species except GLUCIT and ZEYBIO.
Finally, even better performance is once again obtained
with ωB97M-V and SCS-MP2D. For SCS-MP2D, the rel-
ative 2-body errors are within ∼2 kJ/mol in every case
except UFAGIS. The ωB97M-V errors are more variable,
with a small range of errors for UFAGIS, GLUCIT, and
ZEYBIO, while exhibiting somewhat larger errors for the
other three systems.

In summary, the conventional functionals systemati-
cally over-stabilize hydrogen bonds and underestimate
aromatic stacking interactions in these systems. When
accumulating the net dimer interaction energies for the
crystals, B86bPBE-XDM and PBE-D4 appear to exhibit
better error cancellation among the 2-body errors be-
tween polymorphs than do the PBE0-D4 or MBD models.
Once again, ωB97M-V and SCS-MP2D perform signifi-
cantly better, with errors that are both generally smaller
and less systematic. The net 2-body errors for SCS-
MP2D are particularly small in most systems.

C. Impact on the overall relative polymorph energies

The previous sections have examined the 1-body in-
tramolecular conformational energies and the short-range
2-body intermolecular interactions separately. However,
the overall lattice energy reflects the sum of those con-
tributions plus longer-range 2-body and many-body in-
termolecular interactions. In this last section, therefore,
we assess how the interplay of the 1-body and 2-body
errors impacts the overall relative polymorph lattice en-
ergy differences. Figure 6 plots the intramolecular errors
(from Figure 2) and the relative 2-body errors (the rel-
ative error differences in Figure 5). Figure 7 plots the
overall relative periodic DFT polymorph energies from
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FIG. 6. Comparison of 1-body intramolecular conformational energy errors and 2-body intermolecular dimer interaction energy
errors for six sets of polymorphs, all computed relative to DLPNO-CCSD(T) benchmarks. Energies are reported per molecule
in the crystal. Note that panel (c) plots a wider energy range than the other panels.

B86bPBE-XDM, PBE-MBD, and PBE0-MBD. It shows
how those relative crystal energies change when one cor-
rects the intramolecular conformational energies (1-body
correction) and short-range pairwise intermolecular inter-
action energies (2-body correction) with their DLPNO-
CCSD(T) values according to Eq 1 and 2. It also includes
experimental data, where available. For ACBNZA, rela-
tive enthalpy measurements between the two polymorphs
have been reported by two groups,68,130 and both values
are shown. Qualitative (but not quantitative) stabilities
for the MNIAAN131 and MCHTEP132 polymorphs have
been reported as well.

For the four systems exhibiting substantial confor-
mational energy errors with GGA and hybrid func-
tionals (Figure 6a–d), the intra- and intermolecular er-

rors with those functionals largely exhibit opposite signs
and cancel to varying degrees in the overall lattice en-
ergy. To understand this cancellation better, consider
the ACBNZA system. B86bPBE-XDM over-stabilizes
the planar α polymorph conformation (ACBNZA02) con-
siderably, producing the large positive intramolecular
error in Figure 6a. It then generally under-estimates
the 2-body intermolecular interactions in both poly-
morphs to a relatively uniform extent (Fig 5), such that
the relative intermolecular energy difference is only 2.4
kJ/mol. Because the intramolecular error dominates
the B86bPBE-XDM polymorph energy difference, ap-
plying a 1-body monomer conformational energy correc-
tion with DLPNO-CCSD(T) via Eq 1 improves the over-
all polymorph energy difference relative to experiment
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FIG. 7. Relative polymorph stabilities as predicted from DFT, DFT with a 1-body monomer conformational energy correction
(DFT+1b), and with both 1-body and 2-body corrections (DFT+1b+2b). The corrections are based on DLPNO-CCSD(T)
and are applied to periodic B86bPBE-XDM, PBE-MBD, and PBE0-MBD crystal energies. Energies are reported per molecule
in the crystal. For ACBNZA, two experimentally reported enthalpy differences are shown.68,130 For MNIAAN and MCHTEP,
the qualitative experimental stability orderings are indicated.

(Figure 7a), as found previously.37 Further correcting
the 2-body intermolecular interactions according to Eq 2
destabilizes ACBNZA01 slightly, such that it now lies 1.4
kJ/mol above ACBNZA02. This final result lies within
∼1 kJ/mol of an earlier hybrid many-body interaction
(HMBI) model study58 which paired MP2D133 (a prede-
cessor of SCS-MP2D) monomer and dimer descriptions
with periodic HF for long-range and many-body interac-
tions. That earlier study also found that the remaining
apparent discrepancy with the experimental enthalpies
shown in Figure 7a can largely be accounted for via in-
clusion of finite-temperature effects which are neglected
here.

For comparison, PBE0-MBD over-stabilizes the
ACBNZA02 conformation relative to the ACBNZA01
one by 10.3 kJ/mol (4 kJ/mol more than B86bPBE-
XDM). This reflects both delocalization error prefer-

ring the π-delocalization found in the planar confor-
mation and the systematically over-estimated hydrogen
bond strength for the intramolecular hydrogen bond
(Figure 3). However, the relative 2-body intermolecu-
lar error between polymorphs is considerably larger with
PBE0-MBD than B86bPBE-XDM, spuriously favoring
ACBNZA01 by 10.6 kJ/mol. Whereas ACBNZA01
has two intermolecular hydrogen bonds per molecule
whose strength PBE0-MBD significantly over-estimates,
ACBNZA02 only has one. Moreover, the error for that
one hydrogen bond in ACBNZA02 is largely cancelled by
the under-binding of the intermolecular aromatic stack-
ing enabled by the planar ACBNZA02 conformation.
This results in the large PBE0-MBD 2-body error for
ACBNZA01 and the near-zero error for ACBNZA02 in
Figure 5a.

Combining everything, PBE0-MBD predicts a nearly
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correct ACBNZA polymorph energy difference (Fig-
ure 7a), thanks to cancellation between ∼10 kJ/mol
intra- and intermolecular errors. Correcting the
monomer conformational error with DLPNO-CCSD(T)
cures the intramolecular energies, but it produces a far
worse overall relative polymorph energy difference be-
cause it disrupts that error cancellation. Correcting both
the 1-body and 2-body errors leads to a more reason-
able relative polymorph energy difference that is in good
agreement both with the original PBE0-MBD result and
the 1-body- and 2-body-corrected B86bPBE-XDM ener-
gies. PBE-MBD behaves similarly to PBE0-MBD, albeit
with moderately smaller error cancellations involved.

The fact that the monomer- and dimer-corrected
ACBNZA relative polymorph energies computed from
B86bPBE-XDM, PBE-MBD, and PBE0-MBD (Fig-
ure 7a) vary by only ∼1 kJ/mol is reassuring. The most
important interactions are being modeled identically with
DLPNO-CCSD(T) in all three cases, and the functional
is only used to describe the residual long-range and many-
body contributions. All three functionals apparently de-
scribe these interactions similarly.

Now consider MNIAAN, which is an example of color
polymorphism (like ROY and MCHTEP).67 MNIAAN11
adopts a non-planar conformation for the molecule,
while MNIAAN02 and MNIAAN12 have more planar
ones. In this case, the intramolecular errors arising
from π-delocalization and the intramolecular hydrogen
bond dominate when using the conventional functionals,
though again the relative intermolecular errors are more
substantial for the PBE0 models (Figure 6b). These in-
termolecular errors are most notably driven by the 5-9
kJ/mol under-estimation of the aromatic-stacking inter-
actions for the planar conformations in MNIAAN02 and
MNIAAN12; no comparable interactions occur for the
non-planar conformation in MNIAAN11.

Experimentally, the white MNIAAN11 polymorph is
the most stable, followed by the yellow MNIAAN12 and
the amber MNIAAN02.131 With a DFT-only treatment,
all three functionals invert this stability ordering (Fig-
ure 7b). After applying DLPNO-CCSD(T) monomer
and dimer corrections, however, all three functionals
give quantitatively similar energetics which match the
experimental stability ordering. Assuming these final
DFT+1b+2b relative energies reasonably represent true
polymorph energetics, we find that while PBE0-MBD
provided the best initial uncorrected energetics, none of
the uncorrected DFT methods is particularly close to the
final relative energies.

We know from the intramolecular benchmarks in
Section III A that these density functionals artifi-
cially destabilize the non-planar MNIAAN11 confor-
mation energy relative to the other two polymorphs.
Correcting this conformational energy error with the
DLPNO-CCSD(T) monomer correction appropriately
makes MNIAAN11 the most stable form, with monomer-
corrected B86bPBE-XDM giving the result closest to the
final DFT+1b+2b results. Monomer-corrected PBE0-

MBD, on the other hand, clearly over-stabilizes MNI-
AAN11. Similar to ACBNZA, applying a 1-body cor-
rection to PBE0-MBD fixes the conformational energy,
but it also eliminates a large error cancellation between
1-body and 2-body errors (Figure 6b).

Applying a 1-body monomer correction to MNIAAN12
has a smaller effect on its energy relative to MNIAAN02,
since their conformations are more similar. Monomer-
corrected PBE-MBD and PBE0-MBD give better results
than B86bPBE-XDM+1b, thanks to their small inter-
molecular errors. The B86bPBE-XDM result is only
a couple kJ/mol worse, but this is enough to reverse
the qualitative ordering relative to MNIAAN02. Further
refining the energies with 2-body corrections addresses
these issues, at which point the variations arising from
the three different starting functionals once again become
small.

MCHTEP represents the most difficult case here, with
large intra- and intermolecular errors for the conven-
tional functionals, especially for MCHTEP11 relative to
the other forms. The 1-body error stems from over-
stabilization of the extended π conjugation and of the
intramolecular hydrogen bonds present in the more pla-
nar MCHTEP07 and MCHTEP13 conformations, both
of which are missing from the non-planar MCHTEP11.
At the same time, the functionals substantially under-
estimate the intermolecular aromatic stacking interac-
tions found in MCHTEP07 and MCHTEP13. The 2-
body error in MCHTEP11 is much smaller than in
the other two polymorphs, since the key dimer involves
both under-estimated aromatic stacking interactions and
a pair of over-estimated hydrogen bonds that largely
cancel, such that the overall MCHTEP11 intermolecu-
lar error is far smaller (Figure 5c). In other words,
the relative errors in Figure 6c reflect the large errors
for MCHTEP07 and MCHTEP13, rather than problems
with MCHTEP11.

Combining these errors leads to the relative polymorph
energies shown in Figure 7c. At room temperature,
the yellow MCHTEP07 form is the most stable exper-
imentally, followed by the pale yellow MCHTEP13 and
then the least-stable white MCHTEP11 polymorph.132

MCHTEP11 becomes the most stable form above 360 K.
All three DFT methods predict the room-temperature
ordering without any correction, though with very dif-
ferent relative energetics for the hybrid versus the GGA
functionals. Applying the monomer correction corrects
most of the error for MCHTEP13, but it effectively
over-corrects for MCHTEP11 by disrupting the cancella-
tion between inter- and intramolecular errors. This con-
trasts how monomer correction substantially improved
the B86bPBE-XDM results for ACBNZA and MNIAAN.
After applying both monomer and dimer corrections,
we once again arrive at relatively consistent polymorph
energies for all three functionals. These relative ener-
gies are also consistent with the experimental stabilities,
though of course the neglected vibrational and finite-
temperature effects could impact the predicted stabilities
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further.

UFAGIS similarly exhibits sizable 1-body and 2-body
errors. The intramolecular error stems from the over-
stabilization of the planar UFAGIS conformation relative
to the non-planar UFAGIS01 one, while the intermolecu-
lar one stems from the under-estimation of the aromatic
stacking interactions, which are more severe in UFAGIS.
Since experimental polymorph stabilities are unavailable,
we take the monomer- and dimer-corrected PBE0-MBD
results as the “true” energies; these corrected energies are
similar for all three functionals (Figure 7d). Once again,
substantial error cancellation between the 1-body and 2-
body errors leads to DFT relative polymorph energies
that are better than the individual intra/intermolecular
errors would suggest. Applying a monomer correction
disrupts the error cancellation and leads to energies in
worse agreement with the final result; correcting both
1-body and 2-body interactions is necessary to obtain a
more balanced result.

Lastly, consider GLUCIT and ZEYBIO to contrast
the four more challenging systems. Detailed experi-
mental stability information is unavailable for these sys-
tems. The experimental literature on GLUCIT is compli-
cated, with many forms reported, conflicting nomencla-
ture, and only three polymorphs available in the CSD.
See, for example, refs 91,93,134 and references therein.
It has also been argued135 that the hydroxyl orienta-
tions/space group of the commercial γ form (GLUCIT03)
inferred from the powder synchrotron x-ray diffraction
experiments91 are erroneous, which could impact the pre-
dicted stability for that form. No experimental stability
information is available for ZEYBIO.

As shown in Figures 6e and 6f, the intra- and in-
termolecular errors are small for GLUCIT and ZEY-
BIO, with the intermolecular errors usually being a little
larger. For most models and polymorphs, the intra- and
intermolecular errors here also have the same sign, in
contrast to the oppositely signed errors that are preva-
lent in the first four systems and which facilitates error
cancellation. Even without 1-body or 2-body corrections,
the relative polymorph energies are fairly similar across
all DFT models (Figures 7e and 7f). The 1-body and
2-body GLUCIT corrections are relatively modest, shift-
ing the relative energies by only 1–3 kJ/mol. The pre-
diction of GLUCIT04 being the most stable is achieved
either by applying 1-body and/or 2-body corrections to
the GGA functionals or by using PBE0-MBD. The par-
ticularly large instability of GLUCIT03 relative to the
other forms could reflect the incorrect hydrogen bond-
ing network mentioned above. The 1-body and 2-body
corrections are a little larger for ZEYBIO than for GLU-
CIT, but the predictions are again fairly similar across
the three functionals. The most notable difference oc-
curs for PBE-MBD, where the 2-body corrections stabi-
lize ZEYBIO01 more so than the for the other two func-
tionals.

Finally, we note that the 1-body and 2-body ωB97M-
V and SCS-MP2D errors are much smaller across all six

systems (Figure 6). The worst performances occur for
MCHTEP with ωB97M-V and for UFAGIS with SCS-
MP2D, but the conventional DFT functionals perform
even worse in those cases. The error cancellation be-
tween inter- and intramolecular interactions is perhaps
less systematic for ωB97M-V and SCS-MP2D, but the
smaller errors reduce the importance of having that er-
ror cancellation occur.

D. General discussion

On the whole, these results show that the perfor-
mance of standard density functionals in organic crystals
is complex and relies heavily on error cancellation. The
largest errors involve a mix of over-stabilizing extended
π conjugation, under-estimating aromatic stacking inter-
actions that tend to be more plentiful in those systems
with greater π conjugation, and over-estimating hydro-
gen bond strengths. The particular nature of the error
cancellation seems to vary for different functionals. For
the conformational polymorphs studied here, B86bPBE-
XDM obtains substantial error cancellation among the
intermolecular 2-body contributions to the lattice energy,
while PBE-MBD and PBE0-MBD have larger relative
2-body errors and rely more on cancellation between 1-
body and 2-body errors.

Earlier work found that correcting the B86bPBE-
XDM monomer conformational energies with higher-
accuracy ones worked well in several conformational
polymorph systems, ranging from smaller molecules
to pharmaceuticals.37 If we take the 1- and 2-body-
corrected PBE0-MBD energies as the true result, apply-
ing a DLPNO-CCSD(T) monomer correction improves
7 of 9 relative polymorph energies here (exceptions:
MCHTEP11, UFAGIS01). This reflects how the 1-body
B86bPBE-XDM errors dominate over the 2-body ones for
most of these systems. In contrast, PBE0-MBD exhibits
larger 2-body errors in most of these systems, which are
somewhat mitigated by cancellation with the 1-body er-
rors. Correcting the monomer conformational energies
therefore makes the PBE0-MBD energies distinctly worse
in 5 of 9 cases. The fact that uncorrected PBE0-MBD
predicts more accurate relative polymorph stabilities in
these systems than uncorrected B86bPBE-XDM or PBE-
MBD despite having larger conformational and dimer in-
teraction energies highlights the degree to which these
1-body and 2-body PBE0-MBD errors cancel.

Finally, the fact that the three density functionals
achieved similar relative lattice energies once monomer
and local dimer corrections were applied is encouraging,
since it suggests that the different functionals are describ-
ing the long-range and many-body intermolecular inter-
actions similarly. As noted earlier, the 1- and 2-body cor-
rections here amount to the same approach as has been
used in HMBI and other fragment-approaches previously.
While polarizable force fields or periodic Hartree-Fock
have probably been applied more often to model the long-
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range and many-body interactions, there is precedent for
using periodic DFT as well.125–127 That said, one previ-
ous energy decomposition found considerable differences
between the B86bPBE-XDM and HF long-range (>10 Å)
and many-body contributions for oxalyl dihydrazide.58

Those interactions should be dominated by electrostatics
and polarization which could ideally be described rea-
sonably by either model. Further work will be needed to
understand such discrepancies better, particularly with
regard to the role of delocalization error in the many-
body contributions.

The current work also computed far fewer dimer inter-
actions with the high-level method compared to earlier
HMBI studies. For the six sets of polymorphs considered
here, the 4 Å 2-body cutoff required computing an av-
erage of only 8.2 dimer interactions per molecule in the
asymmetric unit at the high level of theory, compared
to a few dozen dimers with the ∼9–10 Å cutoffs often
employed previously.

Nevertheless, performing the 2-body correction with
DLPNO-CCSD(T) remains computationally demanding.
As evidenced from Figure 6, SCS-MP2D also performs
quite well in most of these systems and better overall than
any of the density functionals tested. Employing 1-body
and 2-body SCS-MP2D corrections to B86bPBE-XDM
gives relative lattice energies that match the DLPNO-
CCSD(T)-corrected PBE0-MBD results to within an rms
error of 2.1 kJ/mol. In contrast, uncorrected B86bPBE-
XDM and PBE0-MBD differ by larger rms errors of 5.2
and 2.9 kJ/mol, respectively.

Given the high cost of hybrid density functionals in
planewave basis sets, it could be worth investigating the
computational cost and accuracy trade-offs between us-
ing hybrid functionals in periodic DFT versus perform-
ing local monomer and dimer corrections for a GGA
functional like B86bPBE-XDM. Beyond using methods
like SCS-MP2D or an advanced density functional di-
rectly, it could be appealing to employ ∆-machine learn-
ing techniques136–140 to correct the important 1-body
and 2-body interactions at lower cost, particularly if one
wanted to correct the energies for a large number of struc-
tures on a crystal structure prediction energy landscape.

IV. CONCLUSIONS

Conformational polymorphs represent a particularly
challenging case for organic crystal lattice energy rank-
ings. This study benchmarked intramolecular conforma-
tional energies across twenty sets of conformational poly-
morphs ranging from small molecules to much larger drug
molecules. Detailed analysis of the dimer interactions
were then carried out for six of these polymorph sets.
Finally, the nature of the error accumulation and cancel-
lation among different types of interactions for the final
polymorph stability predictions was investigated. These
benchmarks revealed:

1. Conventional van der Waals-inclusive density func-

tionals generally describe intramolecular conforma-
tional energies well, except in cases where delo-
calization error manifests. More advanced den-
sity functionals or high-quality correlated wave-
function methods avoid those issues and perform
better across the board.

2. The conventional GGA and hybrid functionals
studied here show systematic errors in mod-
eling non-covalent interactions: hydrogen bond
strengths are over-estimated, while aromatic stack-
ing interactions are under-estimated. Again,
more advanced models perform considerably bet-
ter. PBE-D4 and PBE0-D4 perform well for the
dimer interactions as well, contrasting to their more
mediocre performance for the intramolecular con-
formational energies.

3. Error cancellation among these 1-body and 2-body
errors plays a major role in the overall accuracy of
these functionals for predicting the relative poly-
morph energies. For the six species studied in detail
here, B86bPBE-XDM benefited more from error
cancellation among the intermolecular interactions,
while PBE-MBD and PBE0-MBD relied more on
cancellation between intra- and intermolecular in-
teraction errors.

4. Given the nature of the error cancellation, apply-
ing a monomer conformational energy correction
to address intramolecular errors improved the rela-
tive B86bPBE-XDM crystal energies in most cases
here. In contrast, it often made the PBE0-MBD
energies considerably worse, since eliminating the
1-body errors disrupts error cancellation and ex-
poses the 2-body errors. Applying both 1-body
and 2-body corrections resolves this issue, albeit
with considerably higher computational cost.

5. B86bPBE-XDM, PBE-MBD, and PBE0-MBD pre-
dict fairly similar long-range 2-body and many-
body contributions. The differences in short-range
interactions are much larger. This potentially
means that efforts to improve DFT descriptions of
molecular crystals might focus primarily on the lo-
cal interactions.

6. The CP1b (54 monomer conformations) and
CP2b (173 dimer interactions) data sets generated
here provide real-world example systems in non-
equilibrium geometries, including a number of cases
which are substantially impacted by delocalization
error. The associated DLPNO-CCSD(T) energies
can offer challenging benchmarks for testing other
electronic structure methods.

Moving forward, it would be valuable to extend the
investigations here to a broader array of crystals, partic-
ularly focusing on the intermolecular interactions. The
first goal would be to develop better chemical intuition
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for when intermolecular interaction errors will be large
and how those will interact with any intramolecular er-
rors. At present, the conformational energy errors in
systems like ACBNZA, MNIAAN, and MCHTEP are
easy to anticipate, but the fact that monomer-corrected
B86bPBE-XDM performs well for all polymorphs of
those systems except MCHTEP11 is harder to anticipate.
a priori.

The second goal would be to assess the impact of de-
localization error in the long range/many-body interac-
tions. Despite the consistency of these interactions across
the three functionals here, earlier work has found sizable
discrepancies between DFT and periodic HF descriptions
of those interactions in at least one system.58 Neverthe-
less, clear progress in the quantum chemical description
of the energies of conformational polymorphs is being
made, and this will have important implications for crys-
tal structure prediction in pharmaceuticals and other or-
ganic materials.
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