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Abstract

During the COVID-19 pandemic, people were advised to keep a social distance from others. People’s behaviors will also be
noticed, such as lying down because of illness, regarded as abnormal conditions. This paper proposes a visual anomaly
analysis system based on deep learning to identify individuals with various anomaly types. In the study, two types of
anomaly detections are concerned. The first is monitoring the anomaly in the case of falling in an open public area. The
second is measuring the social distance of people in the area to warn the individuals under a short distance. By
implementing a deep model named You Only Look Once, the related anomaly can be identified accurately in a wide range
of open spaces. Experimental results show that the detection accuracy of the proposed method is 91%. In the social
distance, the actual social distance is calculated by calculating the plane distance to ensure that everyone can meet the
specification. Integrating the two functions and implementing the environmental monitoring system will make it easier to
monitor and manage the disease-related abnormalities on the site.

Keywords: robotics for pandemics; anomaly detection; social distance; deep learning; computer vision; epidemic prevention
and control

1. Introduction build and simulate the human brain’s neural network for anal-
ysis and learning and input the perceptual data into the deep
neural network. The input data are classified, grouped, trans-
lated, marked, and designed for model recognition. Learning a
deep nonlinear network structure can achieve the approxima-
tion of complex functions, represent the distributed representa-
tion of input data, and have the strong ability to learn the ba-
sic features of datasets from a small number of sample sets. In
the past, some robots have been used by auxiliary medical per-
sonnel, such as Fig. 1, to carry the automated external defibrilla-
tor and coronavirus detection kits (Samani & Zhu, 2016). Doctors
can communicate in two-way through robots equipped with au-

The outbreak of COVID-19 has become a pandemic, affecting
almost all continents. At the same time, the number of con-
firmed cases in Asia and other European countries has increased
sharply. As of 3 June 2021, more than 170 million people have
beeninfected, and nearly 3.7 million have died (Donget al., 2020).
Although vaccines are available in all countries, the mortality
rate has not slowed down. Therefore, global efforts are needed
to break the transmission chain of the virus. In this context,
the demand for epidemic prevention and control is more impor-
tant. In recent years, deep learning has developed rapidly. It can

Received: 28 July 2021; Revised: 27 October 2021; Accepted: 9 November 2021

© The Author(s) 2021. Published by Oxford University Press on behalf of the Society for Computational Design and Engineering. This is an Open Access
article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits
unrestricted reuse, distribution, and reproduction in any medium, provided the original work is properly cited.



2 | Anomaly detection with vision-based deep learning

Figure 1: Ambulance robot (Samani & Zhu, 2016).

diovisual channels, provide assistance in inpatient medical care,
and avoid doctor-patient contact, and they can even operate
robots remotely. In addition, deep learning in computer vision
and speech recognition and more social applications also have
massive improvement. Artificial intelligence (Al) can effectively
reduce economic damage and use Al to create intelligent epi-
demic prevention measures in the face of the influx of viruses.
Among them, Al and robots will play an important role during
the pandemic.

As the epidemic is more difficult to control, the health risk of
medical personnel who contact the infected people is also in-
creasing. Various Al-based technologies are hence introduced
to manage and reduce the risk, e.g. unmanned aerial vehicles
with a camera that support facial recognition from the air (Hsu
& Chen, 2017), fusing face recognition and temperature measur-
ingin a thermal infrared camera (Xie et al., 2017), and numerous
regionally official apps in tracing out the possible contact with
an infected individual (Ferretti et al., 2020). However, Al tech-
nologies provide a variety of advanced functions in helping to
identify the suspicious hot points (Bragazzi et al., 2020) with the
disease and to find a new treatment method to track the spread
of the disease (Chung et al., 2020).

However, Al provides more advanced technologies to help
identify coronavirus symptoms and find new treatment meth-
ods to track the spread of the disease. At the same time, robots
make it easier to interact with patients and treat patients. There-
fore, the deep learning combined with anomaly detection has
been employed, which can be carried on a monitoring system or
robot to assist human screening (Li et al., 2017). It can effectively
avoid the problem and reduce the infection rate of direct contact
between medical staff and patients, as the first line of defense
of epidemic-prevention mechanism. Based on the above, YOLO
(You Only Look Once) has been chosen as the first anomaly de-
tection system. The feature of YOLO is that convolutional neural
networks (CNNs) can judge the category and position of objects
in it only by looking at the picture once, which greatly improves
the identification speed. The advantage of YOLO is that the sin-
gle network design can determine the position of the bounding
box and each bounding box. The whole network design is end-
to-end, easy to train, and fast.

Although there are people on the scene to monitor and con-
trol the spread of the epidemic, it is still difficult to check every
abnormal activity of everyone on the scene because people are
easily fatigued after long-term work. Moreover, the blind spot of
the sight makes it easy to ignore some activities. Therefore, the
study aims to substitute the role of human beings with a robotic
agent not only in reducing the need for human resources but

also in lessening the false detections caused by the negligence
of human beings (Chen et al., 2016). Avoiding direct contact with
the suspect infected case using the robotic surveillance vision is
also a good feature of the developed system to prevent epidemic
spread. Indeed, the evolution of deep learning technology could
be a good tool for implementation to fulfil the purpose. Addi-
tionally, a social distance measurement function to conform to
the safety distances, which all the individuals on the site stand
for, can be carried out along with the developed system. Sum-
ming all the characteristics, the system design can be featured
out as follows:

1. Real-time monitoring of abnormal behaviors: A deep learn-
ing method is used to detect abnormal features, and an
online version of the method is implemented to show the
anomaly immediately.

2. Measuring social distances among individuals: By position-
ing people in the venue, distances among people could be
calculated to check the safety along with the social distance
suggestion.

3. Saving manpower by introducing robotic agents: An auto-
mated monitoring system could take over the role of person-
nel patrol.

4. Controlling and preventing the epidemic: By avoiding the
spread of the virus caused by human contact, the automatic
monitoring system can effectively reduce the risk of infec-
tion and the need for medical resources.

5. Potential for anytime and anywhere deployment: The robotic
application could be maintained as a long-lasting monitor
system to substitute mankind, especially suitable to estab-
lish as a fundamental infrastructure to block the loopholes
in epidemic prevention.

2. Related Works

2.1 Anomaly detection based on machine learning

Deep anomaly detection (DAD) technology has exceptionally
been proposed for the performance challenge in response to
the rampant performance that a traditional algorithm has satis-
fied. DAD can learn and distinguish features automatically from
data with a great reduction in calculations. This automatic fea-
ture extraction in DAD gets a big improvement from that manu-
ally handled. Today, DAD has been introduced in many practical
life applications, such as video surveillance (Kiran et al., 2018),
health care (Schlegl et al., 2017), social networks (Kwon et al.,
2019), and sensor networks (Mohammadi et al., 2018). Accord-
ing to the classifications in its fundamental methodology, DAD
frameworks can be divided into three categories: supervised, un-
supervised, and hybrid learning models. DAD techniques based
on learning targets were categorized mainly into two categories,
deep hybrid model (DHM) and one-class neural network (OC-NN;
Fig. 2). The method of DHM uses a deep neural network as a
feature extractor to input the autoencoder hidden represented
features into the traditional anomaly detection algorithm (An-
drews et al., 2016). By contrast, the OC-NN method combines the
deep neural network for extracting features from abundant data
to represent single class targets. The innovation of the OC-NN
method is that the data representation behind the hidden lay-
ers is driven by the OC-NN target so that the anomaly detection
can be customized (Krizhevsky & Hinton, 2009).

Cui et al. (2011) presented a new method to detect abnormal
behaviors in human groups. The approach effectively modelled
group activities based on social behavior analysis. An interac-
tion energy potential function was proposed to represent the
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Figure 2: Various DAD methods and models.

ethods

behavior state of a subject, and velocity is applied as its ac-
tions. A fuzzy c-means algorithm was adopted by Cui et al. (2014)
to cluster the source and sink points of trajectories that were
deemed critical points into several groups. Then, the trajec-
tory clusters can be acquired. The statistical feature histogram,
which contained the motion information for each trajectory
cluster, was built after being refined with Hausdorff distances.
Eventually, the local motion coherence between test trajectories
and refined trajectory clusters was used to judge whether they
were abnormal. For the falling detection of the human body, uti-
lizing an image pre-processing in which three triangular-mass-
central points were included to extract the features, Juang et al.
(Juang & Wu, 2015) presented a preliminary design to identify
fall-down movements from body posture. The experimental re-
sult showed that the proposed method could properly extract
the feature values, and the accuracy could reach up to 90% for
a single body posture. Zhang et al. (2016) have used a wearable
tri-axial accelerometer to capture the movement data of the hu-
man body and proposed a novel fall detection method based on
a one-class support vector machine (SVM). The positive sam-
ples trained the one-class SVM model from the falls of young
volunteers, and the outliers from the non-fall daily activities of
the young volunteers and samples from the elderly volunteers
formed a dummy set to contrast the positive samples.

In our proposed abnormal event detection, a detect-tag-
judge framework to learn from a collection of falling-down sam-
ples has been developed. The steps of the sequential framework
are scratching out the human from the scene by the object de-
tection, assigning tags to scratched frames, and then checking
the movement and measuring the distance among the tagged
frames. The proposal of abnormal events is generated by giving
the abnormal action tags and setting the raft values as the basis
for distinguishing normal and abnormal. With the proposal, the
abnormal events contained in the proposal are finally classified.
Several deep learning models were considered to develop the ap-
plication of the epidemic control topic. By schedule, the methods
for abnormal analysis and social distance measurement will be
explained in the following.

2.2 Particular deep models used for anomaly detection

Any deep learning framework and adopted system for anomaly
detection need to be able to detect anomalies in a short time and
maintain a satisfactory level of accuracy. One-stage method is

to detect and identify the position of objects in one step. That s,
a neural network can detect the position of objects at the same
time and identify objects. One stage can save a lot of computing
time. Single Shot multibox Detector (SSD; Liu et al., 2016) and
YOLO are the most commonly used one-stage methods. SSD,
namely a target detection algorithm proposed by Liu (Liu et
al., 2016), is one of the main frameworks among the detection
technologies. Compared with YOLO, SSD is advantageous in
mean Average Precision. SSD based on the ImageNet dataset
is architected and deployed by a backbone network VGG-16
model. The SSD structure uses convolution layers to replace
the full connection layer, removes the dropout layer, and uses
an expanded convolution layer to replace the last maximum
pooling layer (Gu et al., 2017). SSD adopts a pyramid structure,
which uses feature maps of different sizes to perform soft-max
classification and location regression on multiple feature maps
simultaneously. Instead of using K-means to discover aspect
ratios, SSD defines a set of aspect ratios to be used in the
bounding box of each grid cell. SSD is very sensitive to the size
of the bounding box, so it has poor performance in small object
detection tasks (Gu et al., 2017).

By contrast, the YOLO model employs only one CNN for judg-
ing the object category and identifying the object’s position in
the scene. Relative to SSD, it greatly improves the identification
speed of YOLO. The former module used a modified GoogleNet
as the backbone network (Bochkovskiy et al., 2020). Thanks to
the backbone, a model named darknet-19 was created, which
followed the general design of a 3 x 3 filter to double the num-
ber of channels in each pooling step. A 1 x 1 filter was applied
afterward in the whole network to compress features periodi-
cally. The model is first trained as an image classifier and then
adjusted for the detection task.

Along with its development, there are four versions of YOLO.
Since using higher resolution images at the end of pre-training
can improve the detection performance, this principle was
adopted in the second version of YOLO. The first version of YOLO
was to predict all four values that describe a bounding box di-
rectly. The X and Y coordinates of each bounding box are defined
relative to the upper left corner of each cell and are normalized
according to the cell size so that these coordinates range from
0 to 1. The width and height of the box are defined so that the
model predicts the square root width and height. By defining
the width and height of the box in the form of the square root
value, the difference between the large values is not as signif-
icant as the difference between the small values. In the third
version, this is changed to a standard feature pyramid network.
Alternating between the output of a prediction result and the
upsampling feature map helps detect small targets in the im-
age. The fourth version of YOLO introduces a bigger new model,
CSPDarknet-53, with better performance (Sultana et al., 2020).

The main difference between the two architectures of SSD
and YOLO is that YOLO architecture uses two fully connected
layers, while SSD network uses convolution layers of different
sizes. YOLO model predicts the probability of a target when there
is a target and then predicts the probability of each category. SSD
model tries to directly predict the probability of a category in a
given target box. In the early stage, SSD was better than YOLO
in speed and accuracy, but after improving the third version
of YOLO, the speed was significantly ahead. In particular, the
fourth version of YOLO has surpassed SSD inaccuracy (Sultana
et al., 2020). To make the network operate fast and reduce the
amount of computation, the backbone of the structure uses CSP-
Darknet53, which is famous for its excellent speed and accuracy.
The portion around the network neck has relatively expanded
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Figure 3: The overall structure of YOLOv4, including a CSPDarknet backbone, a neck including SPPNet and PANet, and a YOLOv3 head (Bochkovskiy et al., 2020).
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Figure 4: The overall structure of the proposed system.

the emersion field of the detected regions and get a better fuse
to different scale features by using PANet (Liu et al., 2018) and
SPPNet (He et al., 2015). The last head portion uses the conven-
tional YOLOv3 without changes. The evolutionally constructed
architecture guaranteed YOLOV4 the fastest and most accurate
detection currently. Hence, in this paper, YOLOvV4 is employed,
whose overall structure is shown in Fig. 3.

3. Methodology

In this section, various kinds of detection of anomalies that may
occur during the epidemic are described in detail. As the ulti-
mate goal is to break the transmission chain and relax the need
for personnel patrol, two anomalies are included, as shown in
the architecture in Fig. 4. The first anomaly is related to hu-
man actions, and the other one is the distances among people.
The process of each part is individually divided into three steps.
In the first part, the fall detection is considered as an anomaly

detection problem. YOLO is introduced to tackle the problem of
having a panoramic monitor of the human’s motion and contin-
uously identify the anomaly in an area. Therefore, the method-
ological steps, including data collection, data labeling, and pa-
rameter tuning, will be followed up in this section. After the
anomaly detection, the theme turns to measure the distances
among people. In this second part of abnormal detection, a sim-
ple 2D measurement instead of a three-dimensional one is used
to respond more quickly when people get crowded in the area.
The steps to accomplish the task are also explained, including
human identification, actual distance calculation, and threshold
to activate the warning.

3.1. Accidental fall as an anomaly

Coronavirus mainly attacks the lungs, so that it may cause
sudden shock in infected people. In addition, patients with a
certain degree of discomfort may also collapse and feel



Table 1: Abnormal behavior dataset.

Class name Description No. of images

Notice Human fall dataset from Shutterstock (Shutterstock 2021) 500
Self-collected data of human falls 153
Self-collected data of human fall movements (50% body cover) 25
Self-collected data of human fall movements (30% body cover) 22

Table 2: Label feature of the dataset with category “notice.”

Class name Description

Notice People lying down in a space

People fall onto the ground

headaches and even dizziness (Pal & Sankarasubbu, 2021). To
make the model accurately detect abnormal motion, many ab-
normal motion data must be prepared first. Such as falling on
the ground on a hot day or lying on the ground in public. Al-
though COCO data (Lin et al., 2014) and ImageNet (Deng et al.,
2009) are the first choices for most people when training mod-
els, there are few images of human motion. Finally, over 500 pic-
tures of abnormal behaviors on Shutterstock (Shutterstock 2021)
have been searched to formulate a training set, a total of about
700 photos. Two hundred fall data were further subdivided into
50%, 30%, and 0% of body obstructed. To improve the accuracy,
the image size was adjusted to 1024 x 1024.

After normalizing the image size of the dataset, the image
data are converted into text files. In this procedure, the Label im-
age tool (GitHub, 2021b) is used to mark these anomalies in the
image manually. In this research, the anomaly is defined as peo-
ple lying down or falling onto the ground in the scene. With this
labeling tool, the set of training images is individually labelled
by scratching out the frames of anomaly. The manual procedure
is regarded as “notice” displayed on the screen when the frame
scratch has been done. The images are then stored in a folder
that the training model can trace during the training procedure.

A set of feature data is converted and saved into a separated
text file with the labeling task. The feature data include five val-
ues. The first value is the category, while our category 0 repre-
sents the abnormal action. The second and third values are x and
y, respectively, representing the ratio of the central coordinates
of the bounding box to the width and height of the picture. In
contrast, the fourth and fifth values w and h, respectively, rep-
resent the ratio of the bounding box’s width and height to the
input image’s width and height. The latter four values are the
normalized coordinates of the bounding box, as a sample illus-
trated in Table 3.

To set up the YOLO model for training purposes, it is neces-
sary to set the parameters. This research aims to detect abnor-
mal human movements, which is a binary classification prob-
lem. The final applicable model is often optimized by adjust-
ing the parameters. Many adjustable parameters exist in the
adopted YOLO model.

Table 3: Each data after labeling image.
Category number

Object center in x

0 0.527644

Object center in y

0.804087

The parameter “Batch” represents how many samples the
network has accumulated before performing a forward propaga-
tion, which can be set to 64, 32, 16, 8, 4, 2, and 1. In general, the
larger the Batch value is, the better the training effect will reach.
As the training of the deep modelis performed on GPU, the Batch
size should be too large to balance the computation cost. The pa-
rameter “Subdivisions” is used to divide a batch of samples into
subtimes to complete the forward transmission of the network.
The larger the Subdivisions, the smaller the memory allocated
for training. To achieve a balance between the training efficiency
and the burden of memory usage, both the parameters Batch
and Subdivisions are properly settled to the identical value of
64 after plenty of attempts. In other words, in each iteration,
64 samples will be randomly selected from the training set to
participate in the training. These batch samples will be divided
into 64 individual subdivisions, i.e. one sample in one subdivi-
sion, 64 times and sent to the network for training to reduce the
pressure of memory occupation. “Max_ batches” is a stop crite-
rion parameter. That is, when the batch iterations reach 4000,
the learning process will be stopped. One formula to calculate
Max_batches is the number of classes % 2000, but the base can-
not be less than 4000 (Bochkovskiy et al., 2020). In the research,
Max_batches is set to 4000. The function of Steps is to adjust the
learning rate according to the Batch parameter. Its formula and
parameter values are set to be 80% and 90% of the Batch parame-
ter, i.e. 3200 and 3600 for formula and parameter values, respec-
tively. The input image size is 416 * 416. Finally, CSPDarknet-53
is used to specify the training set path and testing set path.

One of the best ways to avoid the virus is to wear a mask,
which can protect the person wearing a mask and others. How-
ever, some occasions only need to maintain social distance to
avoid wearing masks, such as outdoor environments like parks,
playgrounds, or areas with fewer people. Some special circum-
stances require fewer restrictions, such as while exercising or
eating in a restaurant. Therefore, it is necessary to keep so-
cial distance as much as possible to protect the transmission of
viruses. As for the definition of social distance, each country has
different norms. According to Taiwan, the social distance is 1.5
meters, which is approximately equivalent to the distance be-
tween two hands of one person. To sum up, if someone does not
wear a mask, someone should keep social distance to monitor
their health.

First, the tag data in YOLO have been used to check and detect
anyone in the picture. Through the identification data that YOLO
has trained, the image and track the position of these people

Weight (w) Height (h)

0.545673 0.233173
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Table 4: Data after labeling image.

Class Batch Subdivisions

Max_batches

Steps Height Weight

64 64

4000

3200, 3600 416 416

1:0 [

0.0}
0

1600
approx. time left = 0.23 hours
Iteration number

400 800 1200
current avg loss = 0.4928 iteration = 4000
Press 's' to save : chart.png — Saved

Figure 5: Training result.
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in ¢fg max_batches=4000

Figure 6: Detection with/without anomaly in the venue.

can be directly detected. If a person exists in the image, the sys-
tem draws a box around them and gets the coordinates of these
boundingboxes. Then, the centroid position of the bounding box
is collected. Of course, at least two people must be detected be-
fore calculating the distance. After obtaining the centroid posi-
tion, the Euclidean formula is used to calculate the linear dis-
tance between people (Natanael et al., 2018). The pixel value is
converted into the distance from the point to the nearest back-

ground point, and whether the distance between two people is
less than a threshold value (N pixels) is detected (Natanael et al.,
2018). The safe distance is detected in that case. Otherwise, it
is not. This distance measurement method will be further pro-
moted onto a depth camera model to implement into a 3D sce-
nario by collecting the depth information of a given pixel.

In the formula, d is the distance, x4 is the centroid x_value of
the first box, y; is the centroid y_value of the first box, x; is the
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Figure 7: Anomaly detection with different degrees of body bending. (a) 15, (b) 45, and (c) 90 degrees.

Figure 8: Anomaly detection with squatting posture.

centroid x_value of the second box, and x; is the centroid y_value
of the second box. To calculate the distance between the boxes,
how many pixels are on how many bounding boxes are to be
“noticed” and then the counting numbers will be calibrated us-
ing a scaler with known dimensions. Here, it is worth noticing
that no matter how to zoom in/out an image, the pixel values
of the original image won’t change. Meanwhile, the scale factor
won’t change either. Hence, the invariant scaling capability can
be satisfied.

n
dEY) = | Y (i — %)+ Gier — ) (1)

i=1
Generally speaking, the social distance to be kept during
the pandemic is that the distance between people must be 1
meter indoors and 1.5 meters outdoors. Since the research is
focused on developing an online monitoring system, a plane
fixed-angle video shooting was adopted, rather than a three-

dimensional depth camera, for saving calculation time and pro-
viding the measurements. In reality, the distance among people
is calculated with the center of two feet side by side as the ref-
erence point and the straight-line distance. The actual distance
of three-dimensional space is converted by plane adjustment.
The social distance threshold is set to 1.5 and check whether
it meets the conditions. Finally, the bounding box is set to two
output colors. While red means people who are in danger, green
means those protected. The detailed experimental results will
be presented in the following section.

4, Results and Discussions

In this section, series of experimental studies have been con-
ducted to validate the proposed method in real time and also to
discuss in depth the behavior of the proposed algorithm com-
pared with various case studies.
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Figure 9: Anomaly detection with lying down and squatting posture.

4.1. Model training convergency

Figure 5 shows the training result of abnormal behavior. The blue
line is the loss function, and the loss function is the “residual be-
tween the actual value and the predicted value.” The minimiza-
tion of the loss function is an important key to learn a model.
Generally, the smaller the loss function is, the more the fitness
of the model increases. The red line is the validation accuracy of
judging abnormalities based on the arrival loss. As expected, the
validation accuracy would increase in the underfitted region and
then come to a relatively saturated and stable region to be ma-
ture. The overfitting problem would have occurred if the model
had been overtrained. The principle to choose the model is, in
general, based on the expectation on the two curves. At the be-
ginning of training, while the blue loss curve continuously de-
creases, the observation of the red accuracy curve continuously
increases. A typical underfitting happened to the stage. The red
curve fluctuated and was unstable during the 1200 to 2400, suc-
cussing to the underfitted region. The fluctuation represented
a kind of transition before saturation. In this region, the blue
curve kept its trend in the decreasing down fashion. Because of
the instability, the accuracy is still unacceptable. With the itera-
tions passed, the loss function slowed down its decreasing rate
and dropped to the position close to 0.5, and the corresponding
accuracy got stable and saturated. The iterations of 2800 were
chosen for the final model with an accuracy of 91%.

4.2. Static model validation

In reality, there are many types of behaviors of people be re-
garded as abnormal. In this research, the abnormal behavior
of “falling” is focused particularly. The discussion in this sec-
tion is thus focused on the general outcomes of the abnormality
detection with different conditions, e.g. the conditions of mul-
tiple subjects in the same scene, the body subject to different
scales of bending, and the body subject to various occlusions. To
verify whether the system correctly identifies the difference be-
tween normal people and abnormal conditions, a scene was spe-

cially arranged where a person sat together and lay down on the
ground, as shown in Fig. 6. As detected by the proposed model, it
can be seen that the obvious abnormal behavior has been high-
lighted with a pink frame on the left-hand side of the photo,
and the person without any abnormality on the right-hand side
is free from the highlighted frame, i.e. has not been detected.
With the evidence, the system function can be roughly assured
for the abnormality detection.

Differentiation from varieties of body bending: because the sys-
tem can accurately distinguish between normal and abnormal
people. Then, an experiment has been designed, as shown in
Fig. 7, to know how bent a person’s body can be detected as ab-
normal. The scene is in the corridor of a public place, with a per-
son lying on the floor on the right. For people on the left-hand
side, abnormalities according to the degree of body bending are
detected.

The results show that if a person’s movement is only slightly
bent, it will not be detected, but it will be detected as abnormal
when it is bent to nearly 90 degrees. Because normal people do
not walk like this, if a person bends too much while standing, it
may be a sign of heatstroke or dizziness, which is abnormal.

For a normal person sitting in a chair, the system was ex-
pected to decline the anomaly detection correctly. To show the
system’s capability, a case that a person squatted on the ground,
who will be judged as having a problem, is also correctly de-
tected with the highlighted frame (Fig. 8). Finally, Fig. 9 shows the
correct detection of chair sitting and bending, and lying down.
According to the above results, when a person bends nearly 90
degrees or even more than 90 degrees, squatting or lying down,
the system will detect the person as abnormal. Therefore, the
cases of sitting on a chair can be differentiated accordingly.

Detecting with various occlusions: In this anomaly category, the
person might be covered by obstacles such as chairs, so people
nearby cannot detect it in time. Therefore, the abnormal move-
ment is detected according to different degrees the object (body)
has been occluded to ensure the effectiveness of the developed
system. Four types of occluded anomaly, including 0% (expos-
ing the whole body), 30% (exposing the most part below chest),
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Figure 10: Anomaly detection with various occlusions. (a) 70%, (b) 50%, (c) 30%, and (d) 0%.
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Figure 11: Actual accuracies of different occlusion rates.
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Figure 12: Difference between static and dynamic recognitions.

50% (exposing the half body), and 70% (exposing only the legs),
were thus categorized for detection. With the cases of occluded
detection, specification limitation of the developed system can
be known to avoid improper applications. Intuitively, the de-
veloped system should know that the fallen object is a human
and detect the condition of the falling degree at least accurately.
One demonstrative example of the occlusion experiment is il-
lustrated in Fig. 10. The fortunate example shows all the falling
downs under the various occlusions are successfully detected.

To investigate the accuracy of the occlusions and the case
experiment above, a large-scale experiment with many repeti-
tions for accuracy validation has been arranged. The content of
the experiment is: a female tester simulates 20 times according
to different degrees of body occlusion (0%, 30%, 50%, and 70%,
respectively), as shown in Fig. 11. In the case of 0%, 30%, and
50% occlusions, the system can clearly and correctly detect the
situation, while in the case of 70% or more body occlusion, there
will be three times when the situation is not detected.

4.3. The recognition in dynamic

In the static part of anomaly recognition, only the result of peo-
ple lying down can be detected. Static recognition cannot iden-
tify the transition from normal to abnormal. Hence, investigat-
ing the transition is important if people seek anomaly detec-
tion and form a dynamic recognition system. Here, dynamic

Figure 13: Fall detection of different subjects in the same scene for cases a, b, and c.
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Table 5: Accuracy of the fall test process for different people.

Fall down 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Case 1 48.66 59.16 71 78.16 80.41 81.16 83.83 83.58 86.83 91.91
Case 2 56.33 73.33 69.08 71.25 74.66 79.83 84.25 86.08 89.66 92.66
Case 3 48.83 74.08 74.58 74.91 79.08 81.33 81.91 84.91 85.91 89.91

Trend distribution of abnormal accuracy
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Figure 14: Trend distribution of abnormal accuracy.

recognition can be used to prevent early exceptions and be a
good way to understand the cause and development of the ex-
ceptions in later the forensic check and explanation.

As a result, an example was used to grasp dynamic recogni-
tion better. Ten movies have been added with more than 70%
of the repetitions of falling down with the body occluded to
the 10 static pictures used in the previous static model evalu-
ation. As a result, the experiment was constructed with 10 dy-

namic streaming pictures to explain the falling down and 10
static photos to display the falling down directly to compare dy-
namic recognition and static recognition. The results are there-
fore shown in Fig. 12. It can be seen that the dynamic repetitive
videos were correctly recognized without loss, while those static
images were recognized with three (15%) misclassifications. The
main reason for the unusual results is that if detecting through
a static image when the body is impeded 70% or more, the de-
veloped system would not directly ensure whether the target is
a particular man or just an ordinary object. So, in this case, three
images are not correctly identified. However, if the recognition
is dynamic, the transitional images would give particularly ref-
erence information in the successive recognition, so, even 70%
or more occlusion, the system can still detect successfully.

Recognition dynamics with anomaly development — an experiment:
Three different volunteers are tested 15 times in the scenes—
taking “fall from chair” as abnormal behavior and recording the
confidence scores at the corresponding subdivision tags for sta-
tistical analysis (shown in Fig. 13). Table 5 calculates the aver-
age confidence scores at each subdivision tag of the 15 repe-
titions of the 3 volunteers. The values in Table 5 are averaged
from the 15 repetitions conducted by 3 different volunteers in
the same scene. It can be observed that the values are rather
reliable.

Figure 14 shows the trend distribution based on the values
in Table 5. It can be seen that the change of confidence score is
fluctuating, or even fluctuating, in about 0.1 to 0.3 to 0.4 seconds

Figure 15: Fall process chart of body occlusions. (a) 50% and (b) 70% occlusions.

Table 6: Accuracy of test 50% and 70% body occlusions.

Body occlusions 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
50% 37.16 43.25 56.16 63.66 70.5 77.58 83.33 91.25 92.83 96.33
70% 44.66 44.91 53.75 53.66 66.66 77.08 78.58 79.41 79.75 87.91
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Figure 16: Trend distribution of body occlusions.

No social distance: 2

Figure 17: Social distancing experiment (two people are not following social dis-
tancing protocol).

of the fall. It did not grow steadily until about 0.5 seconds later
and finally stopped at about 90%.

Recognition dynamics with occlusion: then, looking backward to
check the trend with the cases of body occlusion. The test re-
cruited more data of 70% body occlusion and 50% body occlusion
in 10 repetitions. The same experimental procedure in the pre-

vious section recorded the confidence scores at each subdivision
tag of fall framing. People want to understand further whether
the degree of body occlusion will affect the system’s confidence
score in detection when the system can identify the anomaly
conditions. Sample resultant successive identifications are tiled
as the panels of Fig. 15.

The confidence scores were then averaged and listed in Ta-
ble 6. The average values were averaged from the 10 repetitions
of every volunteer in each subdivision tag. It can be seen that
the values of 70% body occlusion before subdivision tag 0.3 are
higher than those of 50% body occlusion, and then reversed af-
terward the subdivision tag 0.3. The data in Table 6 are then con-
verted into a graph of Fig. 16. In Fig. 16, it is obvious that the
curve is still unstable in the first 0.3 seconds of detection. After
0.3, 70% body occlusion detection effect is lower than that of 50%
body occlusion. However, the final results of both are very high.
However, the detection effect of 50% body masking is better than
that of 70% body occlusion.

In the section of the experimental results of social distance, the
authors verify it in two different places: one is the experimental
verification in the laboratory and the other is the actual experi-
ment in public places. The former participants are all students in
the laboratory, while the latter are all college students or teach-
ing staff in the building. Finally, the detection data of the two
will be discussed and the results will be analysed. In the labo-
ratory validation, a total of three people participated in the ex-
periment. An image of such an experiment is shown in Fig. 17,
a 445 x 330 cm image. The distance between the center of the
green box on the left and the red box in the middle is 250 pix-
els. It is equivalent to the actual measurement distance of 150
cm. So, the value of 250 has been set as the distance threshold
parameter. When the distance between the center points of the
two boxes is greater than 250, it means that the social distance
specification is met.

On the contrary, if the distance is less than 250, the social
distance is not observed. It can directly see when the two people
on the right are too close. Hence, a red box is displayed. On the
left, a green box is displayed while keeping it safe. Finally, a text
indicating some people without social distance is presented on
the upper left side of the image.

Figure 18: Detection at the entrance of the building.



Figure 19: Social distance monitoring system.
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Figure 20: Test results of 52 students.

The experiment in a public place took place at the entrance
of the school building. Because in the case of a severe epidemic
situation, the main entrance of the building is the only place for
students to go in and out. Through the detection at the door, the
flow of people effectively can be controlled to check whether ev-
ery student keeps a safe social distance. Figure 18 is the top view
taken from the third floor downward. It can be seen that stu-
dents are passing by on the second floor and keeping social dis-
tance. Three students are coming in at the gate of the first floor
simultaneously; the system detects that they do not keep social
distance, while the students above the first floor keep social dis-
tance. This experiment verifies that the developed system has
been successfully functional. Due to the long distance between
the camera and the objects, an error might happen. If people are
too close to stationary objects (chairs and tables), these objects
will be detected as people.

To verify the measured results, 52 students were counted in
the 3-minute video (Fig. 19). Among them, 17 students who en-
tered the door alone kept a social distance, and 34 students who

walked together did not keep social distance. One of the stu-
dents did not maintain social distance, but because there were
chairs in the space, he was mistakenly judged not to maintain
social distance.

The verification results are recorded in Fig. 20. On the left,
both with and without maintaining social distance are correctly
detected. The incorrect cases are presented on the right side. In
this part, because the camera is not a depth camera, it will not
distinguish the distance in space when the angle of view and
direction is not fixed. If a person is too close to the camera, the
judgment of distance will be wrong. In this paper, because the
camera is not a depth camera, it will not distinguish the distance
in space when the angle of view and direction is not fixed. If a
person is too close to the camera, the judgment of distance will
be wrong.

Finally, the two functions were combined as shown in Fig. 21.
People can see that the two people on the right do not keep a
social distance to be detected and marked with red boxes. Al-
though the person on the left of the picture keeps social dis-
tance, it is detected as abnormal because it falls to the ground.
In the upper left corner of the figure, the number of people who
have not kept social distance will be calculated and displayed.

In this paper, human abnormalities and phenomena during a
viral pandemic have been explored by regarding human falls as
abnormal behaviors and monitoring the social distance between
people. Deep learning visual system has been used to solve so-
cial and security problems. In the part of abnormal behavior,



Figure 21: Result of the integrated final system in progress.

different situations have been investigated, such as the influ-
ence of the shelter in space on the recognition degree of detec-
tion and the influence of the bending degree of the human body
on the accuracy of recognition. A series of experiments were
conducted for the verification, and the results were recorded and
analysed. The experimental result indicated that the accuracy
of the trained model is 91%, and the multiple-image identifica-
tion better identified the falling process. The 2D spatial distance
calculation method was used to determine whether the actual
three-dimensional distance maintains social norms in the social
distance section. Then, the 2D linear distance in the screen is set
as a threshold value to determine whether there is social dis-
tance. The system can detect the abnormal behavior of people
in public places and monitor the social distance between people
and reduce the risk of infection. The GitHub repository to all the
files for this paper can be found in GitHub (2021a).

In the future, it is expected that the developed vision sys-
tem be utilized in various systems such as robots or other mon-
itoring systems. SLAM and machine vision-based sensing tech-
niques will be used for path planning and obstacle avoidance.
For different target areas, exploration paths will be formulated to
guide the robot to perform global scanning. The robot will know
its current position and determine the next destination based
on position and exploration plan; for a discovered anomaly, the
vision system is built into the microcontroller and powered by
Al libraries, such as OpenCV, Keras, and TensorFlow, that will
determine its coordinates corresponding to the robot’s position.
The robot will also identify obstacles during moving by collect-
ing information from the sensors to execute avoidance routines.
A depth or stereo camera model will be required to replace the
2D space distance calculation method to accurately capture each
person’s position in space and detect the distance between each
other. The robot could also be used for various applications such
as telehealth, screening, diagnosis, and disinfection.
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