
 

 

 

Leveraging Arabic sentiment 
classification using an enhanced CNN-
LSTM approach and effective Arabic text 
preparation 

 
Alayba, A. M. & Palade, V 
Published PDF deposited in Coventry University’s Repository  
 
Original citation:  
Alayba, AM & Palade, V 2021, 'Leveraging Arabic sentiment classification using an 
enhanced CNN-LSTM approach and effective Arabic text preparation', Journal of King 
Saud University - Computer and Information Sciences. 
https://doi.org/10.1016/j.jksuci.2021.12.004 
 
 
DOI    10.1016/j.jksuci.2021.12.004 
ISSN   1319-1578 
 
 
Publisher: Elsevier 
 
 
Publisher Copyright: 
© 2021 The Authors 

https://doi.org/10.1016/j.jksuci.2021.12.004


Journal of King Saud University – Computer and Information Sciences xxx (xxxx) xxx
Contents lists available at ScienceDirect

Journal of King Saud University –
Computer and Information Sciences

journal homepage: www.sciencedirect .com
Leveraging Arabic sentiment classification using an enhanced CNN-LSTM
approach and effective Arabic text preparation
https://doi.org/10.1016/j.jksuci.2021.12.004
1319-1578/� 2021 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

⇑ Corresponding author.
E-mail address: a.alayba@uoh.edu.sa (A.M. Alayba).

Peer review under responsibility of King Saud University.

Production and hosting by Elsevier

Please cite this article as: A.M. Alayba and V. Palade, Leveraging Arabic sentiment classification using an enhanced CNN-LSTM approach and effecti
bic text preparation, Journal of King Saud University – Computer and Information Sciences, https://doi.org/10.1016/j.jksuci.2021.12.004
Abdulaziz M. Alayba a,⇑, Vasile Palade b

aDepartment of Information and Computer Science, College of Computer Science and Engineering, University of Ha’il, Ha’il 81481, Saudi Arabia
bCentre for Computational Science and Mathematical Modelling, Coventry University, Coventry CV1 5FB, UK

a r t i c l e i n f o
Article history:
Received 24 August 2021
Revised 14 November 2021
Accepted 6 December 2021
Available online xxxx

Keywords:
Arabic NLP
Arabic sentiment analysis
CNN
LSTM
Word embedding for Arabic
Arabic word normalisation
Deep learning
a b s t r a c t

The high variety in the forms of the Arabic words creates significant complexity related challenges in
Natural Language Processing (NLP) tasks for Arabic text. These challenges can be dealt with by using dif-
ferent techniques for semantic representation, such as word embedding methods. In addition, approaches
for reducing the diversity in Arabic morphologies can also be employed, for example using appropriate
word normalisation for Arabic texts. Deep learning has proven to be very popular in solving different
NLP tasks in recent years as well. This paper proposes an approach that combines Convolutional
Neural Networks (CNNs) with Long Short-Term Memory (LSTM) networks to improve sentiment
classification, by excluding the max-pooling layer from the CNN. This layer reduces the length of gener-
ated feature vectors after convolving the filters on the input data. As such, the LSTM networks will receive
well-captured vectors from the feature maps. In addition, the paper investigated different effective
approaches for preparing and representing the text features in order to increase the accuracy of Arabic
sentiment classification.
� 2021 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Sentiment analysis is one popular NLP task that aims to deter-
mine the feeling from a certain text (Dey et al., Jul. 2016). It has
been well explored bymany researchers in many languages includ-
ing Arabic. A lot of research has been conducted on sentiment anal-
ysis in different domains, such as politics (Elghazaly et al., 2016),
health services (Alayba et al., 2017), cybersecurity (Al-Rowaily
et al., 2015), costumer reviews about service companies
(Almuqren and Cristea, 2016), and economy (Yang et al., 2020).

The customer opinions represent a valuable source of data, but
extracting these opinions from unstructured text is a very chal-
lenging task (Adnan and Akbar, 2019). This is usually done using
machine learning techniques and different text representation
methods. In order to perform the sentiment classification,
researchers have employed basic machine learning algorithms
and considered different feature selection techniques. Many fea-
ture extraction and selection methods have been used, such as
bag-of-words, part-of-speech (POS) tagging, Term Frequency (TF)
and Term Frequency Inverse Document Frequency (TF-IDF) (El-
Din, 2016). Several machine learning algorithms have been
employed for sentiment classification in Arabic. For instance, Naïve
Bayes (NB), Support Vector Machine (SVM), Decision-Tree, K-
Nearest Neighbours, and Logistic Regression have been used in
(Itani et al., 2012). In the past five years, most of the researchers
in the area showed a tendency towards investigating the perfor-
mance of deep learning algorithms with word embedding for sen-
timent classification tasks. Four deep learning models were
proposed for sentiment analysis in (Al Sallab et al., 2015), including
Deep Neural Networks (DNN), Deep Belief Networks (DBN), Deep
Auto Encoders (DAE), and Recursive Auto Encoders (RAE). How-
ever, the input data were represented using traditional techniques
such as bag-of-words and using a sentiment score lexicon. Several
Arabic Word2Vec models were built and then used to feed a CNN
model for sentiment classification in (Dahou et al., 2016). The sen-
timent model was evaluated using some Arabic datasets already
available. The research of (Altowayan and Elnagar, 2017) employed
continuous bag-of-words (CBOW), fastText and Skip-gram fastText
models for Arabic with 100 dimensions, and used them with five
different classifiers. The BiLSTM method was used for sentiment
ve Ara-
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analysis with integrated word vector representation and TF-IDF in
(Xu et al., 2019). Other models using deep learning will be detailed
in the next section.

This paper introduces a state-of-the-art model for Arabic senti-
ment classification, where a CNN and an LSTM network are con-
catenated by eliminating the pooling layer of the CNN. We
eliminated the Max-pooling layer from the CNNwith a view to pre-
senting the features effectively. The size of the convolving filters is
fixed and the resulting vectors in the feature maps feed into the
LSTM cells as inputs. We compare this approach with our previous
Word-Level based model in (Alayba et al., 2018) and we revealed
that the new model have better results, as shown in Section 6
Table 6. In addition, we investigated two approaches for feature
representation, which are: word normalisation and word
embedding. For word normalisation, we used various techniques
to pre-process the Arabic words, i.e.: MADAMIRA (Pasha et al.,
2014), Farasa (Abdelali et al., 2016) and Stanford (Manning et al.,
2014). In the word embedding case, we compared three different
approaches on the same corpora: Word2Vec (Mikolov et al.,
2013), Glove (Pennington et al., 2014) and fastText (Bojanowski
et al., Dec. 2017), with three different dimensions, i.e. 100, 200
and 300.

The rest of the paper is organised as follows. Some related
works on the use of deep learning, especially for NLP, are described
in Section 2. Section 3 illustrates the four Arabic sentiment analysis
datasets used to evaluate the proposed model and feature process-
ing techniques. Section 4 elaborates on all of the details of
pre-processing the Arabic text in order to represent the features
effectively. The CNN-LSTM networks for the sentiment classifica-
tion approach is detailed in Section 5. In Section 6, the results
obtained by the proposed sentiment classification model are dis-
cussed and compared with results obtained by other models. Sec-
tion 7 highlights the main conclusions of the experiments in this
paper and outlines future work.
2. Related work

Deep learning has proven to be an excellent tool for solving a lot
of challenging problems in the past years. It has been used in vari-
ety of applications, e.g. self-driving cars (Rao and Frtunikj, 2018),
digital marketing (Ribeiro et al., 2017), image colourisation
(Hwang and Zhou, 2016), visual recognition (Liu et al., Sep.
2019), speech recognition (Afouras et al., 2018), fraud detection
(Roy et al., 2018), disasters prediction (Aqib et al., 2018), etc. In
addition, deep neural networks have been employed in the natural
language processing field by many researchers, for example, for
machine translation (Mahata et al., 2019), chatbot customer ser-
vice (Xu et al., 2017), question answering (Ribeiro et al., 2018),
automatic summarisation (Merchant and Pande, 2018), spelling
correction (Etoori et al., 2018). The related work in this paper will
discuss recent and effective works in the field of sentiment analy-
ses for Arabic language as well as other languages. It is divided into
two sub-sections; the first sub-section will explore sentiment anal-
ysis for other languages, and the second one is on sentiment anal-
ysis for Arabic.
2.1. Sentiment analysis for other languages

There is a huge number of studies on different aspects of senti-
ment analysis for many languages, and especially for English,
which makes the majority of papers in this area. Sentiment analy-
sis became an active research area in the first years of this century,
and the interest undoubtedly expanded after the appearance of
social media around 2006 (Liu, 2015). Different feature selection
and extraction methods have been used in these studies, such as
2

words’ appearance and frequency, N-gram (Ahuja et al., 2019),
POS (Fang and Zhan, 2015), lexicon-based (Khoo and Johnkhan,
2018), contextual entropy model and Principal Component Analy-
sis (Yu et al., 2013), Latent Semantic Indexing (Rizun et al., 2018),
and others. Supervised learning approaches were employed for
sentiment analysis (Vilares et al., 2017), as well as unsupervised
learning techniques in (Cheng et al., 2017), semi-supervised learn-
ing in (Khan et al., Jun. 2017), and in general multiple other basic
machine learning methods, as used in (Neethu and Rajasree,
2013; Agarwal and Mittal, 2016; Rahman and Hossen, 2019), and
(Jagdale et al., 2019).

From 2011, this field of research tended to employ deep learn-
ing models, and (Socher et al., 2011) proposed Recursive Autoen-
coders Network (RAE), which seek for a reduced dimensional
vector representation for sentiment classification. Furthermore,
the work of (Socher et al., 2013) developed a Recursive Neural Ten-
sor Network (RNTN) model, where the tensor is used for capturing
better sentiment features. A dynamic CNN (DCNN) was introduced
for question and sentiment analysis in (Kalchbrenner et al., 2014),
and this model used dynamic k-max pooling as a non-linear sub-
sampling function. Four different variants of CNN models were
built for sentence classification (Kim, Sep. 2014), namely, CNN-
rand, CNN-static, CNN-non-static, and CNN-multichannel. A Char-
acter to Sentence CNN (CharSCNN) model, which contained two
convolutional layers to capture the features from words and sen-
tences, was employed to measure the sentiment analysis for short
text (dos Santos and Gatti, 2014). A lexicon embedding integrated
with a CNN model improved the sentiment classification, com-
pared with the CNN model only (Shin et al., 2017). The researchers
of (Wang et al., 2015) captured the sentiment using an LSTMmodel
by simulating the occurrences of words through a compositional
function, and a bidirectional LSTM model was used with attention
mechanisms to empower the network for sentiment analysis. A
joint convolution and recursive neural network model was pro-
posed for English sentiment classification using Word2Vec
(Mikolov et al., 2013), which used a recursive neural network
instead of the max-pooling layer (Sadr et al., 2019). Also, the work
of (Van et al., 2017) integrated a convolutional layer with recurrent
and recursive neural networks for sentiment analysis using Glove
(Pennington et al., 2014). Another combining model, which con-
tains two parts for sentiment analysis, was presented in (Wang
et al., 2016), and it used a regional CNN and an LSTM to measure
the rate of valence arousal in the text. The research of (Wang
et al., 2016) presented a joint CNN and Recurrent Neural Network
(RNN) for short text sentiment analysis in order to benefit of the
advantage of using both the local and global features.

2.2. Sentiment analysis for Arabic language

The interest in building deep learning models for Arabic NLP has
also grown in recent years. The work of (Abdullah and Shaikh,
2018) introduced a deep learning system to reveal emotions in
English and Arabic tweets. Sentence representation was applied
to a deep neural machine translation model to translate the text
from English to four other languages, of which Arabic was one
(Poliak et al., 2018). The research of (Al-Smadi et al., 2018) com-
pared deep recurrent neural network approaches for Arabic senti-
ment analysis with a support vector machine. The pre-trained
word embedding techniques for Arabic sentiment analysis were
employed on tweets about airlines (Ashi et al., 2019, 2018). The
work of (Soliman et al., 2017) built AraVec, which is a set of six
word embedding models for Arabic NLP tasks. A hybrid CNN and
LSTM model was proposed for Arabic sentiment analysis in (Al-
Azani and El-Alfy, 2017), where the model was trained using the
word2vec technique. The role of using word level, character level
and five-character level for Arabic text were examined (Alayba



Table 1
Related Sentiment Analysis Approaches Comparison.

Sentiment analysis approaches Important characteristics Cons

(Alayba et al., 2018) A combined CNN and LSTM model Used five-character level, which did not represent the
features well

(Ahuja et al., 2019) The impact of features extraction on the sentiment analysis Used some basic features extraction only and some basic
machine learning algorithms only

(Rahman and Hossen, 2019) A novel movie review dataset was proposed Used some basic machine learning algorithms only
(Jagdale et al., 2019) A novel product reviews dataset was proposed Used some basic machine learning algorithms only
(dos Santos and Gatti, 2014) CNN from character- to sentence level The filter can capture different words from the sequence

of characters
(Sadr et al., Dec. 2019) A combined CNN and Recursive Neural Networks Used Word2Vec (Mikolov et al., 2013) Skip-Gram only

based on the results of other paper
(Abdullah and Shaikh, 2018) Emotion detection using deep learning Part of the inputs are translated from Arabic to English

using a tool
(Ashi et al., 2019, 2018) Covered different aspects of the reviews in Arabic Both word embedding models pre-trained on different

corpora – unfair comparison
(Al-Azani and El-Alfy, 2017) A hybrid CNN and LSTM model Used Word2Vec (Mikolov et al., 2013) only with differ-

ent techniques (namely CBOW and SG)
(Heikal et al., 2018) A combined CNN and LSTM model The paper did not consider any feature engineering task
(Al Omari et al., 2019) A hybrid CNN and LSTM model The number of epochs is small, and it is not satisfying for

some experiments
(Kaibi et al., 2020) Concatenating two different word embedding models Using simple classifiers: Linear SVC, Random Forest,

Gaussian Naive Bayes, NuSVC, Logistic Regression, and
Stochastic Gradient Descent Classifier
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et al., 2018). These features were used for sentiment analysis pur-
poses and employing deep neural network architectures (CNNs
and LSTMs). The sentiment analysis on the Arabic dataset called
ASTD (Nabil et al., 2015), by using a joint CNN and LSTM model,
was developed in (Heikal et al., 2018). An intensive CNN-LSTM
model by doubling the Convolutional and Max-pooling layers
was implemented to measure the accuracy of classifying five dif-
ferent Arabic sentiment datasets in (Al Omari et al., 2019). A deep
learning model by merging Bidirectional LSTM with CNN, where
the features were represented using AraVec (Soliman et al.,
2017), was presented in (Abu Kwaik et al., 2019) for Arabic binary
classification. The research of (Baly et al., 2017) considered the
diversity of Arabic morphology using the Arabic sentiment tree-
bank (ARSENTB), and they used it with Recursive Neural Tensor
Networks (RNTN). The sentiment classification using three differ-
ent datasets was examined in (Al-Sallab et al., 2017) using a deep
learning model named Recursive Deep Learning Model for Opinion
Mining in Arabic (AROMA). The work of (El-Kilany et al., 2018)
detected the sentiment targets in Arabic tweets using word
embedding techniques as input for Bidirectional LSTMs, together
with a Conditional Random Field (CRF) layer. (Table 1) shows sev-
eral related sentiment analysis approaches comparison.

3. Datasets

There is very limited availability of good Arabic sentiment data-
sets. In this paper, we only consider the Arabic datasets with binary
classes because we employ a binary classification model. We used
four Arabic sentiment datasets (where one of them was a subset of
another one) in this paper, in order to test the performance of the
proposed classification model and Arabic word preprocessing. We
prepared each dataset in two txt files, where each one contains the
reviews for one class. The datasets are as follows:

3.1. Arabic Health Services Dataset (Main-AHS and Sub-AHS)

We firstly presented the Main-AHS dataset in (Alayba et al.,
2017), to be used for Arabic sentiment analysis purposes and other
Arabic NLP tasks. It contains reviews about health services in the
Arabic language, and it was collected from Twitter. Each review
3

was annotated and classified by three Arabic speakers, as either
positive or negative, and the majority voting was taken afterwards.
That resulted in 1398 negative and 628 positive tweets, which
makes a total of 2026 tweets. Furthermore, a sub dataset of the
Main-AHS was introduced in (Alayba et al., 2018) and was named
Sub-AHS. It has 502 positive and 1230 negative tweets, making a
total of 1732 tweets. It contains all the tweets where all three
annotators were in agreement, on either the positive or negative
category. The tweets in these datasets were written in Saudi Ara-
bian dialects.
3.2. Twitter Data Set (Ar-Twitter)

Ar-Twitter is an available Arabic sentiment dataset crawled
from Twitter (Abdulla et al., 2013). The collected tweets focused
on a variety of fields, i.e. arts, communities and politics. It was
manually annotated into two classes as either positive or negative.
The dataset contains 2000 tweets, where each class has 1000
tweets. However, due to some tweets being missing in the avail-
able online dataset, the negative class in our experiment has 975
tweets and the positive class 1000. The tweets in this dataset are
written in either the Jordanian dialect or Modern Standard Arabic
(MSA).
3.3. Arabic Sentiment Tweets Dataset (ASTD)

ASTD is another freely available dataset for sentiment analysis
purposes in the Arabic language, which was first proposed in
(Nabil et al., 2015). The dataset was collected from Twitter and
the number of tweets before filtering was over 54,000. Then, the
Amazon Mechanical Turk (AMT) service was used to label the
tweets manually into four classes: objective, subjective positive,
subjective negative, and subjective mixed. Due to the conflict in
the rating results for most of the tweets, such tweets have been
ignored and the final number of labelled tweets was 10,006. The
model in this paper only considers two classes and, because of that,
we will only utilise the positive and negative classes. The number
of tweets that are used in this paper is 2479 tweets (1684 negative
and 795 positive).
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4. Features preparation

The richness of the morphology in the Arabic language compli-
cates the NLP tasks compared with English. There are many forms
of detached and attached pronouns in the Arabic language. The
detached pronouns are separated from the word itself and each
one is treated as a single token. However, the attached pronouns
are linked to the end of the Arabic word, so it increases the forms
of a single word. Moreover, there are many forms of prefixes and
suffixes in Arabic for a single word. For example, the word ‘‘nomi-
nated” in Arabic حشر can have a multiple number of forms, such as

،مهنوحشريسف،مهنوحشرتسف،امهنوحشرتف،امهنوحشريس،امهنوحشرتس،امهنوحشريأ،امهنوحشرت
امهنوحشريو،مهنوحشريسو،مهنوحشرتسو،امهنوحشرتو،امهنوحشريف ، etc. Table 2

shows an example for the Arabic word امهنوحشريأ , and it indicates
the core of the word with its prefixes and suffixes.

The machine treats a word with different prefixes and suffixes
differently, and for this matter there is a need to reduce the num-
ber of forms. There are several NLP techniques to deal with this
issue, such as stemming, lemmatisation, and Arabic word segmen-
tation. Stemming is an approach to remove the affixes in the words
or delete the end of the word (Althobaiti et al., 2014). Lemmatisa-
tion is a procedure to consider the morphological analysis of the
words and convert the words into their core or root form
(Manning et al., 2008). Arabic word segmentation is a technique
which splits prefixes and suffixes from the stem or the root of
the word (Monroe et al., 2014). The subsection 4.1 provides more
details and techniques that are used in this paper. Word embed-
ding is an NLP technique that is capable of capturing the semantic
and syntactic word based on the context of a word in a very large
document (Bian et al., 2014). This technique has the ability to learn
from a large text corpus and to represent a set of words in n-
dimensional vectors of real numbers. Further details about word
embedding are given in subsection 4.2.

4.1. Word normalisation

In this paper, we used three readily available tools to pre-
process the Arabic text: MADAMIRA (Pasha et al., 2014), Farasa
(Abdelali et al., 2016) and Stanford (Manning et al., 2014).

4.1.1. MADAMIRA
MADAMIRA is a morphological Arabic tool to apply some ana-

lytical techniques on Arabic text (Pasha et al., 2014). This system
was derived from two other Arabic pre-processing systems, MADA
(Nizar Habash et al., 2013) and AMIRA (Mona Diab and Hacioglu,
2007). It deals with two types of Arabic dialects as input text,
which are either Modern Standard Arabic (MSA) or the Egyptian
dialect. It has several NLP functionalities, which are Part-of-
Speech, text Tokenisation, text Diacritisation, text Stemming, text
Lemmatisation, Base Phrases, Glossary, and Named Entities. It is
freely available online at https://camel.abudhabi.nyu.edu/mada-
mira/.

The online version can only receive up to 200 characters with
spaces as input at one time. Therefore, we downloaded the MADA-
MIRA java archive file, and we ran the following code for negative
and positive text files for each dataset:
Table 2
An Example of An Arabic Word with Prefix and Suffix.

Prefix C

Antefix Prefix
أ ي ح

A letter indicates a
Yes or No
question

A letter indicates the present
tense for a masculine person

Most of the Arabic words
three letters and this word

4

java -Xmx2500m -Xms2500m -XX:NewRatio = 3 \\
-jar<location of the MADAMIRA.jar file> \\

-rawinput inputData.txt \\

-rawoutdir<output directory> \\

-rawconfig rawConfig.xml

Each output file is in XML format and it contains a lot of infor-
mation. The information is the output of all the previously men-
tioned functionalities and other XML tags. Consequently, there is
a need to parse the output XML file to extract the required and use-
ful information. We only considered the segmented text, lemma-
tised text, and stemmed text. We used the Element Tree package
(Foundation, 2020) in Python (Foundation, 2020) to parse the out-
put XML files to extract the segmented, lemmatised and stemmed
lines. The MADAMIRA technique used the ‘‘+” sign to mark the split
word, where the affixes divide from the stem word form.

This was used in the segmentation and lemmatisation stages.
Moreover, the outputs of the lemmatisation and stemming contain
diacritics (short vowels). Table 3 shows examples for the Segmen-
tation, Lemmatisation, and Stemming outputs. We removed the ‘‘+”
signs from the segmented and lemmatised text. Also, we elimi-
nated the diacritics from the lemmatised and stemmed text.

4.1.2. Farasa
Another Arabic morphological and text processing toolkit that

we used was Farasa (Abdelali et al., 2016). It has eight different
Arabic NLP tasks, which are: text segmentation, spell checking,
part-of-speech tagging, text lemmatisation, text discretisation,
dependency parsing, constituency parsing, and name entity recog-
nising. It has a demo available online at: http://qats-
demo.cloudapp.net/farasa/, and the length of the input text
should not exceed 400 characters. Alternatively, a Java archive file
can be downloaded, and there is a separate file for each Farasa
function. We only applied the Farasa segmentation and lemmatia-
tion functions for this study. Hence, we ran Algorithm 1 on Java
using the downloaded Farasa archive file for segmentation and
lemmatisation.

Algorithm 1: Applying Farasa segmentation and
lemmatisation on the datasets

Input: input text file;
Output: output text file;
While line != null do
Segment line;
For segmented line do
Write segmented token into Output;

End For
End While

Algorithm 1 was used to segment the Arabic text and, in order to do
the lemmatisation, we used the lemmatise function instead of the
segment function. The outputs of the lemmatisation function do
not need any further preprocessing. The output of the segmentation
function uses the ‘‘+” sign to split the affixes from the stem form of
ore Suffix

Suffix Postfix
شر نو امه

have a core consisting of
means ‘‘Nominated”

Termination for
masculine plural

A pronoun for masculine
dual, which means ‘‘them”

https://camel.abudhabi.nyu.edu/madamira/
https://camel.abudhabi.nyu.edu/madamira/
http://qatsdemo.cloudapp.net/farasa/
http://qatsdemo.cloudapp.net/farasa/


Table 3
An example of an Arabic text input and the outputs for Madamira approaches.

The MADAMIRA approaches The output

Original (input line) زيجوتقويفتلااحفاعسلاهليمجهمدخرئاطلافاعسلااهمدخ
Segmentation زيجوتقويفتلااحفاعسا+له+ليمجه+مدخرئاط+لافاعسا+لاه+مدخ
Lemmatisation زيجِوَتقْوَيفِةَلاحفاعسِْإ+لِهُ+ليمِجَهُ+مدَخَرِئاطفاعسِْإهُ+مدَخَ

Table 4
An example of an Arabic text input and the outputs for Farasa approaches.

The Farasa approaches The output

Original (input line) زيجوتقويفتلااحفاعسلاهليمجهمدخرئاطلافاعسلااهمدخ
Segmentation زيجوتقويفتا+لاحفاعسا+له+ليمجه+مدخرئاط+لافاعسا+لاه+مدخ
Lemmatisation زيجوتقويفةلاحفاعساليمجمدخرئاطفاعسإمدخ

Table 5
An example of an Arabic text input and the output for Stanford approach.

The Farasa approaches The output

Original (input line) زيجوتقويفتلااحفاعسلاهليمجهمدخرئاطلافاعسلااهمدخ
Segmentation زيجوتقويفتلااحفاعسالهليمجهمدخرئاطلافاعسلااهمدخ
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the word. Thus, we replaced the ‘‘+” sign by a space ‘‘ ”, with a view
to separate the affix tokens and the stem form tokens. Table 4
shows examples of the Farasa segmentation and lemmatisation
outputs.

4.1.3. Stanford
Stanford University developed the Stanford CoreNLP (Manning

et al., 2014), an integrated software for NLP tasks. This toolkit sup-
ports the text pre-processing for different human languages, e.g.,
English, Chinese, Spanish, Arabic, etc. The functionalities for each
language are grouped in separate packages and each package pro-
vides several text annotation tasks. The Arabic package can do
word segmentation, sentence splitting, part-of-speech tagging,
and constituency parsing. This toolkit is built in Java and it can
be run as a server. The following code is to run the JAR file server
of StnfordCoreNLP for Arabic:

java -Xmx4g -cp ‘‘*”
edu.stanford.nlp.pipeline.StanfordCoreNLPServer -

serverProperties

StanfordCoreNLP-arabic.properties -port 9000 -

timeout 1500

After running the server, we can make the API calls to use any
functionality in the package. There are four output formats of the
API for the annotated property: JSON, XML, Text, and Serialised.
The tokenize annotation function was used to segment the Arabic
text and the output was formatted in JSON. Algorithm 2 was writ-
ten in Python in order to segment the Arabic sentiment datasets.
Table 5 presents an example of the Stanford segmentation outputs
with the original text input.

Algorithm 2: Applying Stanford segmentation on the datasets

Create a connection to CoreNLPServer;
Input: input text;
Output: output text;
While line != null do
segment line into JSON format;
For segmented word in JSON do
Append segmented word into an array;

End For
For elements in array do
Write elements into Output;
write ‘‘ ” into Output;

End For
End While
5

4.2. Word Embedding

Word embeddings are distributed word vector representations,
where words with similar meanings have similar vector represen-
tations (Chen et al., 2015). The size of the vector is fixed, and the
words are distributed in very high dimensional space. A very large
corpus of text is fed to the model as input and based on that the
words are distributed in vectors. There are many approaches to
word embeddings, such as Word2Vec (Mikolov et al., 2013), Glove
(Pennington et al., 2014), fastText (Bojanowski et al., Dec. 2017),
Elmo (Peters et al., 2018) and Poincaré Embeddings (Nickel and
Kiela, 2017). Each technique considers different factors to repre-
sent the words. The input row of text has the main role in the word
representation, where the context of words can change the word
distribution. In this work, we used a readily available large Arabic
corpus, which contains over 1.5 billion words called the Abu El-
Khair Corpus (Abu El-khair, 2016). We already filtered this corpus
in (Alayba et al., 2018) to be used for word embedding. W consid-
ered only three word embedding techniques in this paper: Word2-
Vec (Mikolov et al., 2013), Glove (Pennington et al., 2014) and
fastText (Bojanowski et al., Dec. 2017).
4.2.1. Word2Vec Model
The Word2Vec method was introduced in (Mikolov et al., 2013)

and it used neural network techniques to obtain word representa-
tions. The method takes a large corpus as input and considers all
the vocabulary in this corpus. This method’s idea is that words
have similar meanings occur in similar contexts (Harris, 1954).
The algorithm updates the vectors of the words based on the
appearance of this word within the surrounding context using a
fixed size window. The similarity between these words is increased
and the vectors will be convergent. Word2Vec has two techniques
to generate the word vectors, which are Continuous Bag-of-Words
(CBOW) and Skip-gram (SG). Fig. 1 highlights the difference
between the two approaches. In the CBOW, the vector of the centre
word is updated based on the surrounding context within the



Fig. 1. Continuous Bag of Words (CBOW) and Skip- Gram (SG) Models for Word2Vec (Alayba et al., 2018).
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window size. Whereas in the SG model, the vectors of the sur-
rounding context within the window size are changed based on
the centre word. We used a window size of five for all the models,
and the minimum count of words was equal to five. Also, we used
three different dimensions for both techniques, which were: 100,
200 and 300.
4.2.2. Glove Model
GloVe is another word embedding technique, which was pro-

posed in (Pennington et al., 2014). This approach uses an unsuper-
vised learning method to build word embedding vectors in a space.
The aims of this model are similar to Word2Vec in terms of cluster-
ing similar words and repelling different words. However, the
mechanism of this technique is different from Word2Vec. GloVe
not only considers the context of the word, which is the surround-
ing words, but it also examines the occurrences of all the words in
the corpus. Therefore, both local and global statistics in the corpus
are needed in this model to distribute the word vectors. This model
focuses on the non-zero values in a global word to word co-
occurrences matrix. It measures the ratio of co-occurrence proba-
bilities of these two words together from the input corpus. The
affinity of these words can be disclosed if the ratio is large, and
vice-versa. In this paper, we constructed three different dimen-
sions for both techniques: 100, 200 and 300. Also, we used a win-
dow size of five and the minimum appearance of the word in the
corpus was equal to five as well.
4.2.3. fastText Model
Another word embedding technique was presented in

(Bojanowski et al., 2017), which is called fastText. It is based on
an unsupervised algorithm to represent words as vectors. It is an
extension of the Word2Vec model, where it takes into considera-
tion the sub-words. Also, it has two architectural models that are
Continuous Bag-of-Words (CBOW) and Skip-gram (SG). However,
fastText subdivides each word into an n-gram character. It uses
angular brackets as a special boundary as an indication of the
beginning and end of the word. It is for differentiating from a word
itself and a sub-word from another word. For instance, the fastText
representation for the word ‘‘sentiment” when n = 4 is <sen, sent,
enti, ntim, time, ment, ent>. The sequences <sent> and <time> refer
to the words sent and time, which are different from the 4-gram
sent and time from the word sentiment. Considering sub-words
helps this model to distinguish between the prefixes and suffixes
as well as shorter character sequences of the word. This model
includes the word itself to be represented in a vector with the
set of its character n-grams. The sub-words are linked to their orig-
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inal word in a hashable list and the sum of the n-gram vectors is
equal to the vector of the original word. We also used the same
dimensions as in previous models, which were: 100, 200 and
300. Also, we employed the same window size and minimumword
count to make a fair comparison.

All the Arabic Word Embedding models are freely available for
researchers only in the following link https://zenodo.org/record/
4739760.
5. Methodology

We proposed a combined CNN-LSTMmodel to do the sentiment
classification for Arabic text in our previous work (Alayba et al.,
2018). However, in this paper we developed the model to improve
the sentiment classification using a range of different techniques.
We used different Arabic normalisation methods and different
word embedding techniques in the input layer. Also, we increased
the number of convolving filters in the convolutional layer to gain
different features. Additionally, we boosted the number of LSTM
cells to fit with the output of the convolutional layer. In this model,
we omitted the Max-pooling layer to avoid any absence of features
before feeding them into the LSTM layer. Fig. 2 shows the architec-
ture of the sentiment classification model, which was built using
the Keras tool (dos Santos and Gatti, 2014; Chollet, et al., 2020).

5.1. Input layer

This layer contains the row of vectors, and each vector repre-
sents a token of text. For the word normalisation part, the token
can be a whole word, a suffix, a prefix, the root of a word, or the
core of a word. The vectors of each token in this part are repre-
sented without pre-training, because the words in the available
Abu El-Khair Corpus are not normalised. The number of vectors
was equal to the longest review for the input dataset. Therefore,
all the reviews were padded using the token<Pad> to the length
of the longest review, in order to have the same size matrices for
each review. The length of the vectors was fixed to 200.

For the word embedding approach, we used the original data-
sets, i.e., word level without any word processing. Also, we used
three different vector lengths, which were: 100, 200 and 300.
Moreover, we used three different techniques of pre-trained vec-
tors: Word2Vec (Mikolov et al., 2013), Glove (Pennington et al.,
2014) and fastText (Bojanowski et al., 2017), as mentioned in Sub-
section 4.2. The input layer is represented as a matrix with the
form (t�d), where t is the number of tokens in the tweets
(vectors) and d is the length of the token vector.

https://zenodo.org/record/4739760
https://zenodo.org/record/4739760


Fig. 2. An enhanced CNN and LSTM approach for Arabic sentiment classification.
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5.2. Convolutional layer

The length of convolving filters (kernel size) was assigned to 3
for all the experiments in this paper. The number of filters (kernels)
were determined to be (t� 3), where t is the number of tokens and
3 is the size of the sliding filter. The features map M 2 Rt�d, where
t is the number of tokens, andd is the dimensionality of token vec-
tors. Each filter slides over the input layer to extract features from
the represented vectors for each review. The filter starts sliding
from the beginning of the layer to the end. In each sliding step,
the filter generates the best features from three tokens using the
activation function Rectified Linear Unit (ReLU) (Nair and Vinod
and Hinton, 2010). Then, these features were concatenated in fea-
ture maps as vectors. For example, in Fig. 2, each feature map is a
vector, and it is a result of convolving filters. Therefore, the number
of feature maps is equal to the number of convolving filters (t � 3).
A single feature in the feature map mi is generated from a convolv-
ing filter of t tokens xi:iþt�1 by mi ¼ f ðw:xi:iþt�1 þ bÞ. Where, b 2 R

is a bias term and f is a non-linear function. As a result, the main
role of this layer is to nominate the valuable features from the
input layer based on the used activation function and create them
in the feature map.
5.3. Dropout layer

After the convolutional layer, each feature map vector passes
through the dropout layer to prevent overfitting of the neural net-
work. This layer provides a technique to regularise this deep learn-
ing model. Also, it improves the generalisation techniques for the
network to equally consider all the inputs in the LSTM layers with-
out focusing on a specific one. Thus, this layer avoids any biases in
the training of these deep neural networks.
5.4. LSTM layer

After regularising the vectors in the dropout layer, each vector is
fed to an LSTM cell. The number of LSTM units are set to the num-
ber of filters in the convolutional layer multiplied by 3. These cells
are the main components of the LSTM layer, which is a feedback
neural network. It can process both single data and sequential data
and it shows good performance on sequence data, such as speech,
video and a row of text (Baytas et al., 2017). In this model, we pre-
dicted the class for a row of text, and it was important to consider
the context of the text or the sequential features. This layer uses
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the back-propagation techniques with a view to improve the text
classification.
5.5. Dense and activation layers

The role of the dense layer is to integrate the outputs of LSTMs
together as a single vector. Then, it is also responsible for comput-
ing the concatenated vector to a single value, which ranges from 0
to 1. The single yield value from the dense layer is passed through
the activation layer to determine the text into its class, either pos-
itive or negative. The sigmoid function (Han and Moraga, 1995)
was used in the activation layer in this model. It outputs between
0 and 1 to predict the class probability for the input text.
6. Results and analysis

The proposed model merges two different neural networks,
which are CNN and LSTM, by using Keras as a development tool
(dos Santos and Gatti, 2014; Chollet, et al., 2020). In this model,
we dropped the Max-pooling layer in the CNN and we also inten-
sified the number of convolving filters and the number of LSTM
cells compared with our previous model in (Alayba et al., 2018).
We divided all the datasets into 80% for training and the remaining
20% for testing the model in all the experiments. Moreover, we ran
each experiment more than once, and then the average accuracy
was measured for each one. We tested the classification perfor-
mance using the accuracy over 50 epochs for each experiment,
measured using the following well-known relation (Manning
et al., 2008).

ACC ¼ ðTP þ TNÞ = ðTP þ TN þ FP þ FNÞ
Here, TP is the number of positive reviews that are correctly

predicted as positive, TN is the number of negative reviews that
are correctly predicted as negative, FP is the number of negative
reviews that are incorrectly predicted as positive, and FN is the
number of positive reviews that are incorrectly predicted as
negative.

At the beginning, we examined this model using the same word
level features, which we had previously used in (Alayba et al.,
2018). There are slight improvements in the accuracy of the results
for Sub-AHS and Ar-Twitter datasets. Moreover, there are clear
increments in the accuracy result for the ASTD dataset in the
new models. Table 6 compares the accuracy results of both models
based on the four datasets.



Table 6
Accuracy comparison of the proposed model (CNN + LSTM without Max-pooling) with the previous model in (Roy et al., 2018) (CNN + LSTM with Max-pooling) based on word-
level for The Same Datasets.

Main-AHS Sub-AHS Ar-Twitter ASTD

Previous Model (Alayba et al., 2018) 0.9424 0.9510 0.8810 0.7641

Proposed Model 0.9335 0.9539 0.8861 0.7823

1) The emboldened and underlined value means the best classification results for the dataset. 2) The only underlined value means the best classification results for the dataset
compared with a specific technique.
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6.1. Word Normalisation

Based on the results in Table 6, we tended to focus more on the
effectiveness of using different features for the text in Arabic. The
attached pronoun in Arabic text is one of the biggest challenges
in the Arabic NLP because of changing the form of a single word
into multiple forms. In this paper, we investigate this more to bet-
ter prepare Arabic text features to normalise the text, which was
detailed in Subsection 4.1. The approach was either by splitting
the attached pronouns from the core of the word or trimming
the pronouns from the word itself. We used three different tools
for preprocessing the Arabic words; MADAMIRA (Pasha et al.,
2014), Farasa (Abdelali et al., 2016) and Stanford (Manning et al.,
2014). In these techniques, the tokens were represented by vectors
that were generated automatically from the input dataset. The
results of using the proposed deep learning classification model
for all the datasets with all the Word Normalisation techniques
are shown in Table 7. The highest results for each dataset are
emboldened. Table 7 indicates that for each dataset we can obtain
better results using different techniques. For the Main-AHS dataset,
the Farasa Lemmatisation tool has the best sentiment classification
results. While the best accuracy result for the Sub-AHS dataset is
obtained using the Stanford Segmentation technique. For the Ar-
Twitter dataset, the highest result is using the Madamira Stem
approach. Finally, all the segmentation techniques using the three
tools namely, Madamira, Farasa, and Stanford, show the top results
for the ASTD dataset. The incompatibility in the techniques is due
to the nature of the text in each dataset.
Fig. 3. Accuracy for the proposed model on the test set for
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The variations in the results using the six different techniques
are very small for both the Sub-AHS and Ar-Twitter datasets,
which are 0.0173 and 0.0152, respectively. Also, for the ASTD
dataset, we see a small variation. In contrast, there is a clear vari-
ation in the accuracy results for the Main-AHS, which reaches
0.0320. Fig. 3 shows the accuracy results over 50 epochs for all
four datasets using all six approaches for Word Normalisation.
Also, it clarifies more the variations of the accuracy results based
on different Word Normalisation techniques. For the Main-AHS
dataset, the line chart of Farasa Lemmatisation always clearly
has a higher level after the fifth epoch compared with other
techniques. For the Sub-AHS, the accuracy line charts have small
gaps between 0.9350 and 0.9650. Stanford Segmentation tech-
niques generally show the top results in accuracy after the eighth
epoch compared with other Word Normalisation approaches. For
the Ar-Twitter dataset, the accuracy variance in the line charts is
very limited, from 0.7730 to 0.8890. Thus, the techniques have
very similar classification results, and the Madamira Stem tech-
nique has the best result overall compared with other tech-
niques. For the ASTD dataset, most of the accuracy lines charts
zigzag until the thirtieth epoch when they become steadier.
Madamira Segmentation, Farasa Segmentation and Stanford Seg-
mentation techniques generally have the best classification per-
formance. Table 7 shows that the Farasa Segmentation
technique generally proves to be the best approach for the used
four datasets. Also, the example in Table 4 clarifies the ability of
this approach in splitting the core of the word from the prefixes
and suffixes.
all the datasets using Word Normalisation techniques.



Table 7
Accuracy comparison of the proposed method with different word normalisation techniques on different datasets.

Main-AHS Sub-AHS Ar-Twitter ASTD

Madamira Lemmatisation 0.9163 0.9452 0.8734 0.7863
Madamira Stem 0.9286 0.9452 0.8886 0.7883

Madamira Segmentation 0.9212 0.9510 0.8785 0.7923
Farasa Lemmatisation 0.9483 0.9510 0.8810 0.7702

Farasa Segmentation 0.9310 0.9568 0.8810 0.7923
Stanford Segmentation 0.9310 0.9625 0.8759 0.7923

1) The emboldened and underlined value means the best classification results for the dataset. 2) The only underlined value means the best classification results for the dataset
compared with a specific technique.
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6.2. Word Embedding

We used different pre-trained word embedding techniques for
the sentiment classification to represent the text features. The
word embedding techniques were Word2Vec (CBOW and SG),
Glove and fastText, both (CBOW and SG). Each model has three dif-
ferent dimensions, which are 100, 200 and 300, to determine the
role of using different lengths of vectors, and this was mentioned
Table 8
Accuracy comparison of the proposed method with different word embedding techniques

Dim Main-AHS

Word2Vec SG 100 0.9111
200 0.9358
300 0.9358

Word2Vec CBOW 100 0.9160
200 0.9297
300 0.9358

GloVe 100 0.9284
200 0.9235

300 0.9309
fastText SG 100 0.9235

200 0.9235
300 0.9210

fastText CBOW 100 0.8926
200 0.8963
300 0.8840

Table 9
Accuracy comparisons of the best results of the proposed model with other models on th

Models Techniques

The proposed model Madamira Segmentation
Farasa Lemmatisation

Farasa Segmentation
Stanford Segmentation
Madamira Stem

Word level
Word2VecSG 200

300

Word2VecCBOW 300
The model in (Alayba et al., 2018) Ch5gram- Level

Word-Level
Other models The model in (Al Omari et al.,

2019)
The model in (Nabil et al., 2015)
The model in (Abdulla et al.,
2013)

1) The emboldened and underlined value means the best classification results for the data
compared with a specific technique.
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in Subsection 4.2 This approach was applied to all the datasets
using the word levels, which is on the original datasets without
any text pre-processing. Table 8 shows the accuracy of the senti-
ment classification results for the four datasets using different
word embedding techniques with different dimensions.

It is obvious from Table 8 and Figs. 4–6 that the fastText CBOW
approach has the smallest accuracy results for all the four datasets
with all the different dimensions compared with other approaches.
with three dimensions.

Sub-AHS Ar-Twitter ASTD

0.9408 0.8709 0.7657
0.9509 0.8760 0.8162

0.9668 0.8848 0.7859

0.9495 0.8545 0.7879
0.9610 0.8646 0.7940

0.9653 0.8760 0.8051
0.9451 0.8519 0.7899
0.9408 0.8722 0.7859

0.9480 0.8646 0.7950
0.9466 0.8760 0.8000

0.9610 0.8633 0.8051

0.9610 0.8760 0.8101
0.9321 0.8291 0.7434
0.9249 0.8355 0.7384

0.9379 0.8355 0.7647

e same datasets.

Datasets

Main-AHS Sub-AHS Ar-Twitter ASTD

0.7923

0.9483
0.7923

0.9625 0.7923

0.8886
0.9335 0.9539 0.8861 0.7823
0.9358 0.8162
0.9358 0.9668 0.8848 0.7859

0.9358
0.9568 0.7762

0.9424 0.8810
0.881 0.968 0.842 0.7918

0.8501 0.7907
0.872

set. 2) The only underlined value means the best classification results for the dataset



Fig. 4. Accuracy for the proposed model on the test set for all the datasets using Word Embedding techniques with 100 dimensions.

Fig. 5. Accuracy for the proposed model on the test set for all the datasets using Word Embedding techniques with 200 dimensions.
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Also, most of the results in Table 8 show that increasing the length
of the vectors for pre-trained word embedding techniques leads to
better classification results. Moreover, Table 8 illustrates the
strength of using Word2Vec (SG) techniques as a pre-trained word
embedding on the four datasets for sentiment classification
purposes. It has superior accuracy in its results using 300
dimensions for all the datasets except the ASTD dataset; while it
shows the best performance using 200 dimensions for the ASTD
dataset. For the Main-AHS dataset, the Word2Vec (CBOW)
technique shares the same performance of text classification using
300 dimensions.
10
6.3. Comparing the proposed classifier results with other approaches

In order to examine the efficiency of our proposed Arabic
text classification approach, we compared the best classification
results of our developed CNN-LSTM model with other models.
Table 9 summarises the best Arabic text classification results
using the proposed models for word normalization and word
embedding feature preparation techniques. Additionally, it com-
pares them with the previous CNN-LSTM model and other text
classification models for the same datasets. The enhanced CNN-
LSTM model achieves the highest results for three datasets,



Fig. 6. Accuracy for the proposed model on the test set for all the datasets using Word Embedding techniques with 300 dimensions.
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which are the Main-AHS, Ar-Twitter, and ASTD. For the Main-
AHS dataset, the highest result is 0.9483 and it was obtained
using the Word Normalisation approach (Farasa Lemmatisation).
For the Ar-Twitter dataset, the best acquired result is 0.8886
and it was obtained using the Word Normalisation approach
(Madamira Stem). For the ASTD dataset, the top result is
0.8162 and it was reached using the Word Embedding approach
(Word2VecSG, 200 dimensions). However, the model in (Al
Omari et al., 2019) has better result for the Sub-AHS dataset,
which was 0.9680 compared to our best result, which was
0.9668.
7. Conclusions and future work

This paper considered the effectiveness of different methods of
preparing Arabic text in order to better represent the text features.
The richness in the Arabic morphology was investigated by reduc-
ing the forms of Arabic words using word normalization tech-
niques. Moreover, the semantics of Arabic words were examined
using different word embedding techniques with different dimen-
sions. Also, this research studied the effectiveness of combining
CNN and LSTM networks and deleting the Max-pooling layer in
the CNN. We proposed a novel method by integrating Arabic word
normalisation tools with an effective sentiment analysis classifica-
tion model that better represents the features. Also, we build mul-
tiple Arabic word embedding models using the same corpora to
measure the leverage of a variety of Arabic word representations
on the sentiment classification. We proposed an Arabic sentiment
classification model that has shown state-of-the-art results using
different techniques for representing the features of Arabic text.

Future work needs to consider more complex architectures for
CNN and LSTM networks, or other alternative deep learning algo-
rithms. Also, larger sentiment analysis datasets need to be used
with more complex neural network models. Furthermore, different
word embedding techniques will be used and investigated, such as
Elmo (Peters et al., 2018). Using the BERT model and transformers
techniques for language representation (Devlin et al., 2019) have
shown very promising results in NLP tasks so far, and it will also
be one future line of investigations for us.
11
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