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Abstract

This thesis comprises four empirical essays that examine different issues in the economics
of migration. The common theme to all four essays is the idea that migration is a phe-
nomenon with economic implications for the country of origin, migrants themselves and
the destination country. To reap the benefits of migration, it is necessary to understand
the challenges and barriers at the various stages of the migratory journey that could re-
duce welfare and that may require policy interventions - or changes in policy - to overcome
them. The research carried out within this PhD project aims to make a contribution to
our understanding of the economic aspects of these challenges.

The first essay examines a stage of the humanitarian migration process from de-
veloping to developed countries that has thus far been underexplored in economics: The
journey itself. Asylum seekers migrating from developing countries to Europe frequently
experience victimisation events during their journey. The essay links these potentially
traumatic events to economic integration outcomes in Germany, one of the main recipient
countries of asylum seekers during the 2015 migration crisis. The study shows that phys-
ical victimisation during the journey to Germany is strongly associated with significantly
lower mental well-being upon arrival in the destination. The effect on the victimised
also leads to a "loss of future directedness", which distorts one of the major decisions
newly-arrived migrants have to make: Compared to non-victimised migrants, physically
victimised refugees are more likely to engage in part-time and marginal employment in-
stead of pursuing host-country education in the first years after arrival.

The second essay follows up on these findings. The essay analyses the long-term
value of formal host-country education for refugees vis-à-vis those the same level of educa-
tion attained in the country of origin. The study deploys 22 years of Austrian microcensus
data and analyses the labour market position of forcibly displaced young Bosnians who
arrived in Austria during the 1992-1995 Bosnian war. Exploiting the age at the time of
forced migration as an instrument for the probability of receiving host-country instead
of origin country education, the results show that attaining a formal degree in the host-
country significantly reduces the probability of working in low-quality jobs even after more
than two decades of stay in the hosting country.

The third essay shifts the focus to the early stage of the migration process: It studies
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the role of household income in developing countries in the decision to send a household
member as a labor migrant. The essay analyses the effect of exogenous global crop price
changes on migration from agricultural households and finds that migration rates from
very poor households indeed increase when the world market price of locally-grown crop
rises. The finding suggests that for these households, additional income can relax their
liquidity constraint and facilitate migration.

The fourth and final essay then turns the attention back to the destination country.
The study analyses the impact of the large, unexpected and spatially heterogenous mi-
gration wave from Central and Eastern European countries following their EU accession
in 2004 on local level redistributive spending in England. While the arrival of migrants
indeed affected public spending and locally generated revenue, the study finds no evidence
that these changes in local service provision are driven by a decrease in the local will-
ingness to redistribute following the arrival of outsiders. Rather, the results suggest that
the demographic characteristics of Central and Eastern European migrants, in particular
their young age, reduced demand for locally supplied social care services.

6



Contents

1 Introduction 16
1.1 Economics along the migratory journey . . . . . . . . . . . . . . . . . . . . 17
1.2 Summary of the PhD thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.2.1 First Essay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.2.2 Second Essay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.2.3 Third Essay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.2.4 Fourth Essay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.3 Reflections and policy implications . . . . . . . . . . . . . . . . . . . . . . 25

2 Barriers to humanitarian migration, victimisation and integration out-
comes: Evidence from Germany 28
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.2 Related literature and research hypotheses . . . . . . . . . . . . . . . . . . 32
2.3 Data and definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.3.1 IAB-BAMF-SOEP refugee survey . . . . . . . . . . . . . . . . . . . 36
2.3.2 IAB integrated employment biographies . . . . . . . . . . . . . . . 39
2.3.3 Further data sources . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.3.4 Victimisation along the migration route to Germany . . . . . . . . 40

2.4 Empirical strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.4.1 Baseline specification . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.4.2 Self-selection into migration to Germany at the origin . . . . . . . . 46
2.4.3 Survivor bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.4.4 Further methods to address omitted variable bias . . . . . . . . . . 48
2.4.5 Reliability of self-reported victimisation . . . . . . . . . . . . . . . . 49

2.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.5.1 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.5.2 Employment outcomes . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.5.3 Testing for the significance of unobserved confounding variables . . 62

2.6 Robustness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.6.1 Effects by sum of physical victimisation and sum of financial vic-

timisation events . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
2.6.2 Effects by victimisation event . . . . . . . . . . . . . . . . . . . . . 65
2.6.3 Heterogeneous effects by major countries of origin . . . . . . . . . . 67

7



2.6.4 Heterogeneous effects by gender . . . . . . . . . . . . . . . . . . . . 69
2.6.5 Heterogeneous effects by arrival cohort . . . . . . . . . . . . . . . . 70

2.7 Testing alternative mechanisms . . . . . . . . . . . . . . . . . . . . . . . . 71
2.7.1 Institutional design: Asylum procedures . . . . . . . . . . . . . . . 72
2.7.2 Behavioural changes due to financial difficulties . . . . . . . . . . . 74
2.7.3 Intention to remain in Germany . . . . . . . . . . . . . . . . . . . . 75

2.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

Appendices 79
2.A Summary statistics of main outcomes and conflict intensity measures . . . 79
2.B Group-level comparisons of victimised and non-victimised migrants . . . . 80
2.C Mental and physical health scores . . . . . . . . . . . . . . . . . . . . . . . 82
2.D Least absolute shrinkage and selection operators . . . . . . . . . . . . . . . 84
2.E Testing for misreporting in the survey data . . . . . . . . . . . . . . . . . . 86
2.F Main results using alternative specifications . . . . . . . . . . . . . . . . . 87
2.G Employment outcomes - in labour force . . . . . . . . . . . . . . . . . . . . 90
2.H Full Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

3 The value of host-country education for the labour market position of
refugees: Evidence from Austria 94
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

3.1.1 Contribution to the literature . . . . . . . . . . . . . . . . . . . . . 95
3.2 Institutional setting in Austria at the time of the Bosnian war . . . . . . . 99

3.2.1 Bosnian refugees and their access to education in Austria . . . . . . 100
3.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

3.3.1 Working sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
3.3.2 Measuring employment quality . . . . . . . . . . . . . . . . . . . . 105

3.4 Empirical strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.4.1 Baseline specification . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.4.2 Instrumental variable approach . . . . . . . . . . . . . . . . . . . . 108

3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.5.1 Descriptive results . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
3.5.2 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
3.5.3 Quality of employment over time . . . . . . . . . . . . . . . . . . . 121
3.5.4 Net hourly wages . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
3.5.5 The discount on tertiary education . . . . . . . . . . . . . . . . . . 127

3.6 Cultural legacy: Differentiating male and female refugees and the role of
female employment in former Yugoslavia . . . . . . . . . . . . . . . . . . . 128

3.7 Concluding discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

Appendices 136
3.A Facilitators of early employment of Bosnian refugees . . . . . . . . . . . . . 136

8



3.B Labour market access of Bosnian refugees in Austria during and after the
Bosnian war . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

3.C Further robustness tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
3.C.1 Heckman correction for employment participation . . . . . . . . . . 139
3.C.2 Adjusting the age bandwidth . . . . . . . . . . . . . . . . . . . . . 141
3.C.3 Accounting for potential differences in educational attainment by age143
3.C.4 External versus internal margin of schooling . . . . . . . . . . . . . 145

4 Global food prices and migration in Sub-Sahara Africa 147
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
4.2 Theoretical framework and research hypotheses . . . . . . . . . . . . . . . 151

4.2.1 General framework . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
4.2.2 Agricultural and non-agricultural households . . . . . . . . . . . . . 153

4.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
4.3.1 Household data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
4.3.2 Global prices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
4.3.3 Local weather . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
4.3.4 Conflict data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

4.4 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
4.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

4.5.1 Aggregate effect of global food prices . . . . . . . . . . . . . . . . . 166
4.5.2 The role of household wealth . . . . . . . . . . . . . . . . . . . . . . 170
4.5.3 Destination choices . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

4.6 The role of conflict . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
4.7 Concluding remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

Appendices 182
4.A Local weather . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
4.B International food price index . . . . . . . . . . . . . . . . . . . . . . . . . 184
4.C Sensitivity tests: Aggregate effects . . . . . . . . . . . . . . . . . . . . . . . 189
4.D Sensitivity tests: Household wealth . . . . . . . . . . . . . . . . . . . . . . 194
4.E Sensitivity tests: Destination choices . . . . . . . . . . . . . . . . . . . . . 196
4.F Further tests on the link between producer prices and conflict . . . . . . . 197

5 Immigration and redistributive spending: Evidence from English local
authorities 200
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

5.1.1 Contribution to the literature . . . . . . . . . . . . . . . . . . . . . 203
5.2 Institutional setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

5.2.1 Local authorities in England . . . . . . . . . . . . . . . . . . . . . . 206
5.2.2 The AC-12 migration shock . . . . . . . . . . . . . . . . . . . . . . 209

5.3 Sampling frame and data sources . . . . . . . . . . . . . . . . . . . . . . . 213

9



5.3.1 Local authority expenditure and revenue . . . . . . . . . . . . . . . 213
5.3.2 Migration data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
5.3.3 Additional data sources . . . . . . . . . . . . . . . . . . . . . . . . . 215

5.4 Empirical strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
5.4.1 Main specification . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
5.4.2 Endogenous location choices . . . . . . . . . . . . . . . . . . . . . . 219

5.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
5.5.1 Pre- and post trends . . . . . . . . . . . . . . . . . . . . . . . . . . 221
5.5.2 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

5.6 Robustness tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
5.6.1 Excluding austerity years and the end of WRS . . . . . . . . . . . . 228
5.6.2 Matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
5.6.3 Instrumental variable approach . . . . . . . . . . . . . . . . . . . . 234
5.6.4 Census data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

5.7 Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
5.7.1 Migration and the altruism towards co-nationals: the preferences

channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
5.7.2 Migration and changes to local authorities’ socio-economic struc-

ture: the demographic channel . . . . . . . . . . . . . . . . . . . . . 244
5.7.3 The relative importance of the demographic channels: the easing

off of pressure on social care stemming from AC-12 migration . . . 245
5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250

Appendices 252
5.A Main results with controls - full table . . . . . . . . . . . . . . . . . . . . . 252
5.B Local authority spending and funding . . . . . . . . . . . . . . . . . . . . . 254
5.C Spatial distribution of other migrant groups . . . . . . . . . . . . . . . . . 257
5.D 2001 Census variables for matching . . . . . . . . . . . . . . . . . . . . . . 258
5.E UKIP results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

10



List of Figures

2.1 Kaplan-Meier estimates of time to first employment . . . . . . . . . . . . 60
2.2 Pre- and post-protection trends in employment . . . . . . . . . . . . . . . 74

3.1 Bosnian war refugees by their year of arrival in Austria . . . . . . . . . . 103
3.2 Bosnian war refugees by age at the time of migration and education level 104
3.3 Education in Austria and the age at the time of forced displacement . . . 109
3.4 McCrary test for manipulation at age thresholds . . . . . . . . . . . . . . 113
3.5 Relative attrition rates in the Austrian microcensus by country of educa-

tional attainment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
3.6 Host-country education, employment and employment quality over years

of stay in Austria, comparison of age groups . . . . . . . . . . . . . . . . 117
3.7 The effect of host-country education on employment and employment

quality over time of stay . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
3.8 Employment quality - females and males over time of stay . . . . . . . . 131
3.9 The effect of host-country education on employment and employment

quality for different bandwidths . . . . . . . . . . . . . . . . . . . . . . . 142
3.10 Educational attainment by age . . . . . . . . . . . . . . . . . . . . . . . . 143

4.1 Within-district variation in PPI . . . . . . . . . . . . . . . . . . . . . . . 164
4.2 Partial effects of PPI by wealth according to model 3, Table 4.7 with 90%

CIs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
4.3 Partial effects of PPI on agricultural households by wealth according to

model 5, Table 4.14 (Appendix 4.D) with 90% CIs . . . . . . . . . . . . . 173

4.4 District-specific growing degree days (10-30◦C): average for 2000-2008
((a) Burkina Faso (b) Kenya (c) Nigeria (d) Senegal (e) Uganda) . . . 182

4.5 District-specific growing degree days (30◦C): Average for 2000-2008 ((a)
Burkina Faso (b) Kenya (c) Nigeria (d) Senegal (e) Uganda) . . . . . . 183

4.6 Country-specific PPI by year ((a) Burkina Faso (b) Kenya (c) Nigeria
(d) Senegal (e) Uganda) . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

4.7 Average PPI (district-specific percentage change from the long-run aver-
age) during the 2007/08 food price crisis ((a) Burkina Faso (b) Kenya
(c) Nigeria (d) Senegal (e) Uganda) . . . . . . . . . . . . . . . . . . . . 186

4.8 Fraction of harvested area of maize at the grid-cell level, darker color
indicates higher fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

4.9 Fraction of harvested area of rice at the grid-cell level, darker color indi-
cates higher fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

11



4.10 Fraction of harvested area of cocoa at the grid-cell level, darker color
indicates higher fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

4.11 Fraction of harvested area of tea at the grid-cell level, darker color indi-
cates higher fraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

5.1 Redistribution preferences among voters of major British parties . . . . . 216
5.2 Contemporaneous AC-12 shock and historical distribution . . . . . . . . . 221
5.3 Migration to the UK by region of origin . . . . . . . . . . . . . . . . . . . 222
5.4 Distribution of AC-12 shock in 2015 . . . . . . . . . . . . . . . . . . . . . 223
5.5 Pre- and post trend I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
5.6 Pre- and post trend II . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224
5.7 Changes in non-EU and EU-15 migrants by English local authority . . . 257

12



List of Tables

2.1 Physical and financial victimisation indicator . . . . . . . . . . . . . . . . 37
2.2 Conditional balance test . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.3 Health and Life Satisfaction After Migration . . . . . . . . . . . . . . . . 54
2.4 Economic Activity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.5 Employment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.6 Cox proportional hazard model . . . . . . . . . . . . . . . . . . . . . . . 61
2.7 Level of job requirement . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.8 Oster Test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.9 Summary statistics - number of physical and financial victimisation events 64

2.10 Number of victimisation experiences (continuous) . . . . . . . . . . . . . 64

2.11 Number of victimisation experiences (discrete) . . . . . . . . . . . . . . . 65

2.12 Breakdown by type of victimisation event . . . . . . . . . . . . . . . . . . 66
2.13 Outcomes by main country of origin . . . . . . . . . . . . . . . . . . . . 68
2.14 Outcomes by Gender . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
2.15 Outcomes by Cohort . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.16 Summary statistics asylum pocedure . . . . . . . . . . . . . . . . . . . . 73
2.17 Very worried about finances . . . . . . . . . . . . . . . . . . . . . . . . . 75
2.18 Intention to stay in GER . . . . . . . . . . . . . . . . . . . . . . . . . . 76
2.19 Mental well-being and health indicators . . . . . . . . . . . . . . . . . . . 79
2.20 Economic activity indicators . . . . . . . . . . . . . . . . . . . . . . . . . 79
2.21 Conflict intensity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
2.22 Summary statistics by victimisation experience - pre-migration and journey 81
2.23 Mental Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
2.24 Physical Scale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
2.25 Willing to answer journey questions . . . . . . . . . . . . . . . . . . . . 86
2.26 Health and Life Satisfaction After Migration - alternative specifications . 88
2.27 Economic Activity - alternative specifications . . . . . . . . . . . . . . . . 89
2.28 Employment - labour force only . . . . . . . . . . . . . . . . . . . . . . . 90
2.29 Fixed Effects Results, main outcomes . . . . . . . . . . . . . . . . . . . . 92

3.1 Education categories in Austria . . . . . . . . . . . . . . . . . . . . . . . 100
3.2 Education in pre-war Bosnia . . . . . . . . . . . . . . . . . . . . . . . . . 102

13



3.3 Working sample: Aged 13 to 22 at displacement . . . . . . . . . . . . . . 105
3.4 Main outcome variables . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
3.5 Main results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
3.6 The effect of host-country education on employment and employment

quality over time of stay - split sample regressions . . . . . . . . . . . . . 124
3.7 Hourly wage income . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
3.8 Tertiary educated . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
3.9 Main results split by males and females . . . . . . . . . . . . . . . . . . . 130
3.10 Bosnians in Austria before the start of the Bosnian war . . . . . . . . . . 136
3.11 Unemployment-to-population ratios in Austrian federal states between

1992 and 1995 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
3.12 Labour market access of Bosnian refugees in Austria over time . . . . . . 138
3.13 Baseline results with Heckman correction for employment participation . 140
3.14 Main results excluding 16 to 18 year olds . . . . . . . . . . . . . . . . . . 144
3.15 Years of schooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

4.1 Summary statistics: Households’ migration (by destination) . . . . . . . . 156

4.2 Summary statistics: Households’ wealth indexes . . . . . . . . . . . . . . 158
4.3 Summary statistics: Climate-related variables at the district-year level . 161
4.4 Summary statistics: Conflict occurrence at the district-year level . . . . 163
4.5 Aggregate effect of PPI on the probability of migration: Agricultural

households . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
4.6 Aggregate effect of PPI on the probability of migration: Non-agricultural

households . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
4.7 Heterogeneous effects of PPI by household wealth: Agricultural (models

1-4) and non-agricultural (models 5-8) households . . . . . . . . . . . . . 172

4.8 The effect of PPI by destination choice: Agricultural households . . . . . 176
4.9 Effect of conflict on migration . . . . . . . . . . . . . . . . . . . . . . . . 179
4.10 Commodity price data to generate PPI . . . . . . . . . . . . . . . . . . . 184
4.11 Effect of PPI of cash and food crops on the probability of migration . . . 190
4.12 Effects of PPI and local weather on the probability of migration of agri-

cultural households: Alternative growing season definition . . . . . . . . . 192
4.13 Effects of PPI and local weather on the probability of migration of non-

agricultural households: Alternative growing season definition . . . . . . 193
4.14 Heterogeneous effects of PPI on migration by household wealth: Agricul-

tural households . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
4.15 Heterogeneous effects of PPI on migration by household wealth: Non-

agricultural households . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
4.16 The effect of PPI by destination choice: Non-agricultural households . . . 196
4.17 PPI and destination choices: Agricultural households . . . . . . . . . . . 196
4.18 PPI and destination choices: Non-agricultural households . . . . . . . . . 197
4.19 Effect of PPI on conflict . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

14



5.1 Socio-economic characteristics of immigrants vis-à-vis UK citizens and
other migrants in 2011 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

5.2 Summary statistics outcomes . . . . . . . . . . . . . . . . . . . . . . . . 214
5.3 Summary statistics AC-12 shock and controls . . . . . . . . . . . . . . . 219
5.4 Effect of AC-12 migration on local spending and revenue . . . . . . . . . 226
5.5 Local authority spending by area . . . . . . . . . . . . . . . . . . . . . . 227
5.6 Effect of AC-12 migration on local spending and revenue - pre-austerity . 230
5.7 Effect of AC-12 migration on local spending and revenue - matching . . . 233
5.8 Effect of AC-12 migration on local spending and revenue - IV approach . 236
5.9 Summary statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
5.10 Effect of AC-12 migration on local spending and revenue - Census data . 239
5.11 Summary statistics - mechanisms . . . . . . . . . . . . . . . . . . . . . . 243
5.12 Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
5.13 Effect of AC-12 migration on local revenue sources . . . . . . . . . . . . . 249
5.14 Main results: All controls . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
5.15 Overview of local authority services in England by government tier . . . . 255
5.16 Overview of social care services in England . . . . . . . . . . . . . . . . . 256
5.17 Summary statistics matching variables . . . . . . . . . . . . . . . . . . . 259
5.18 Effect of AC-12 migration on UKIP vote shares . . . . . . . . . . . . . . 260

15



Chapter 1

Introduction

The movement of people between places has been increasing at a steady pace over the

past decades. The number of migrants in the world grew from 174 million in 2000 to 272

million in 2019, while the share of migrants in the total global population increased from

2.8% to 3.5% [IOM, 2020].

If the whole globe was ruled by a benevolent dictator whose main goal it was to

maximise global GDP, it is likely that the creation of a world where all restrictions to

migration are eliminated would be one of the ruler’s first acts. Clemens [2011] suggests

that the removal of all barriers to migration would increase global economic output by "one

or two orders of magnitude larger than the gains from dropping all remaining restrictions

on international flows of goods and capital" [p. 84]. As such, the increase in migration

we observed over the past decades is likely to be welfare increasing on the global level. In

reality, of course, the question is who captures these gains, which in turn determines the

incentives to remove or impose restrictions to migration.

The next section 1.1 provides a high-level overview of the economics along the migra-

tory journey and places the research conducted within this PhD project into this wider

framework. It stresses two fundamental ways to distinguish studies on economic aspects

of migration: By defining the relevant agent and by characterising the type of migration

flow. Against this background, section 1.2 provides a summary of each essay. Finally,

section 1.3 discusses some general lessons learnt over the course of this project.
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1.1 Economics along the migratory journey

When studying the economics of migration, it is necessary to first define the perspective

the study takes. Fundamentally, three groups of economic agents can be distinguished in

this regard. The population in countries of origin, migrating individuals themselves or

their households and the population in destination countries.

For the country of origin, emigration necessarily means losing parts of their labour

force. Unless individuals are forcibly displaced from their home and migrate as humani-

tarian migrants, a plausible assumption governments in migrant-sending countries should

make is that individuals or households migrate because it is a utility-maximising choice.

In most cases, this corresponds to higher earning opportunities away from the origin.

Constraining the choice set by imposing emigration restrictions is therefore likely to be

unpopular with the electorate and only very few governments around the world currently

explicitly impose such restrictions. There are, however, instances in which segments of

the population left behind may be made worse off through emigration decisions of others.

One example is a potential brain drain, i.e. the emigration of highly-skilled individuals.

Whether or not the brain drain phenomenon harms economic development depends on a

wide range of parameters and losses tend to be borne by low-educated segments of the

population [Docquier and Iftikhar, 2019]. Crucially, these parameters include whether the

option to migrate can sufficiently incentivise human capital investment, the magnitude

of positive diaspora externalities and public policies that stimulate demand for high-skill

labour in the country of origin [Docquier and Rapoport, 2012]. Remittances, i.e. the in-

come earned abroad that emigrants transfer back into their country of origin, may cushion

these effects by increasing both consumption and investment in recipient households. Yet,

the macro-level effect of remittances on economic development in the country of origin

remains inconclusive [Rapoport and Docquier, 2006, Yang, 2011].

If migrants flow from poor countries to rich countries in search for better income oppor-

tunities, one could assume that once income levels converge, migration rates will decline.

However, while the majority of global migrants indeed originate from developing countries

and the majority of migrants indeed reside in developed countries [IOM, 2020], research

suggests that the relationship between economic development and emigration rates is not

linear but rather follows an inverse u-shape [Clemens, 2014]. In the very early stages of

development, a rise in income levels increases migration rates. Both macroeconomic and

microeconomic reasons explain the phenomenon. On the macro level, the demographic

transition associated with rising income at low level of developments that leads to a larger
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pool of potential migrants, diaspora-led pull factors once the first migrants settled abroad,

employment loss in agriculture, rising inequality that leads the relatively worse-off to con-

sider migration and a higher willingness to receive highly-skilled migrants in destinations

all constitute reasons for the observation. Dao et al. [2018] indeed show that rising ed-

ucation levels and macroeconomic factors such as the diaspora abroad explain most of

the increasing international migration to OECD countries when income starts rising in

initially poor countries. On the micro level, the key reason is the high up-front costs asso-

ciated with migration. Many liquidity-constrained households in the poorest developing

countries cannot afford to send one of their members as a migrant when income levels

are low. Once income starts rising, this budget constraint loosens [Bazzi, 2017]. One of

the contributions within this PhD projects falls precisely into this literature: In chapter

4, I show that the increasingly volatile global crop prices are positively associated with

household out-migration from the poorest (but not the relatively wealthier) agricultural

households in five Sub-Saharan African countries. Members of these households rarely

migrate to OECD countries but search for employment opportunities internally or in

neighbouring African countries. Migration represents an important means of adaptation

to changing climatic conditions for these households.

While individuals migrating for labour reasons constitute the main migrant category,

employment opportunities are not the only reason why migrants leave their country of

origin. According to the United Nations High Commissioner for Refugees (UNHCR),

82.4 million people were forcibly displaced from their homes in 2020, of which 20.7 mil-

lion resided outside their countries of origin as recognised refugees. The majority of the

forcibly displaced reside in developing countries, for the simple reason that most forced

displacement occurs in the developing world and the affected seek refuge close to their

homes. Naturally, selection dynamics play a less important role among refugees compared

to labour migrants when the two populations are compared as a whole. However, this

no longer holds true once we further distinguish humanitarian migration flows by their

destination. In fact, recent evidence suggests that those who flee to the developed world

- where Europe, and Germany in particular, have recently been the main destination -

are positively selected on their human capital [Aksoy and Poutvaara, 2019]. One of the

key reasons for the positive selection is that severe conflicts decrease the returns to hu-

man capital relatively more for the highly-educated who are then more likely to look for

opportunities elsewhere. Another likely reason relates to a simple cost-benefit analysis:

Both the costs and the risks asylum seekers have to take on when travelling to Europe

are enormous, and are only worth-while for those who expect a sufficiently large return
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in their intended destination. In chapter 2, I explicitly address the risk asylum seekers

face on their journey to Europe and show that victimisation rates are indeed large: In

our sample of surveyed refugees in Germany, we find that 36% report having experienced

physical victimisation events such as physical abuse, shipwreck or incarceration on their

way to their destination.

Victimisation of asylum seekers during the journey to developed countries is a direct

consequence of barriers to migration put in place by destination countries. These can be

direct, if physical harm is inflicted on asylum seekers by entry-denying border police, or

indirect, if the lack of legal migration channels leads humanitarian migrants to rely on

potentially violent escape agents. From the perspective of destination countries, these

events reflect the consequences of underlying preferences for refugee protection: Evidence

suggests that there is a willingness to protect refugees in developed countries but this

willingness has clear limits [Jeannet et al., 2021]. While the widespread preference for

limiting humanitarian inflows in the developed world may also have non-economic rea-

sons, economic reasons play an important role for public preferences towards the scale of

immigration in general. On the simplest level, the economic concerns follow the logic of

seminal work by Borjas [1999], who shows that when migration leads to efficiency gains

on the host-country labour market, the arrival of newcomers creates winners and losers,

with the latter primarily located at the bottom end of the income distribution.

These canonical models of labour supply can help to guide our thinking on the short-

term impact of migration on native employment and wages in the destination, but they

neglect important general equilibrium considerations such as skill complementarities, na-

tive mobility and an increase in aggregate consumption as margins of adjustment [Peri,

2016]. Ignoring the dynamic nature of adjustment processes and time dimensions in

general is likely to make predictions on the economic impact of migration inflows both

model-dependent and geography-specific [Longhi et al., 2005]. The acknowledgement that

the theoretical channels on how migrants impact on the economy in the destination are

complex has motivated a copious body of empirical migration impact assessment studies.

These impact assessment studies are not limited to the labour market but encompass

many dimensions that have first and second-order effects on native economic welfare.

Short and long-run migration impact assessments include studies on all dimensions of the

labour market, native consumption patterns, health outcomes, crime and security, social

mobility, innovation, trade, tourism and many other areas potentially affected by the in-

flow of outsiders [Nijkamp et al., 2012]. Impact assessment studies can thus take many

forms but all have one common denominator: To determine how economies and societies
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in destination countries are impacted by migration, which in turn guides crucial questions

on migration policy and immigration restrictions.

In particular in countries with generous welfare systems, one of the questions most

heatedly debated in public has been the effect of migrants on government spending. Next

to fiscal accounting studies on the direct impact of migration on destination countries’

public purse (i.e. their net fiscal contribution), a crucial political economy question has

been the sustainability of welfare systems if income is not just redistributed between

natives, but also towards newly-arrived outsiders. The initial answer to that question

appeared to be that heterogenous societies are likely to prefer lower levels of income

redistribution, which could explain differences in the generosity of welfare systems between

Europe and the United States [Alesina et al., 2001]. The result of a small negative

association between migration and redistribution has since been confirmed mostly in cross-

country studies [Alesina et al., 2019]. In chapter 5 of this PhD thesis, I speak directly

to this literature and show that when testing the hypothesis on the sub-national level

in the setting of English local authorities, changes in local public spending patterns in

response to migrant inflows are primarily driven by mechanical changes caused by the

distinct demographic characteristics of migrants. I find no evidence that regions more

exposed to migration inflows changed their voting patterns towards parties running on

less redistributive platforms. These results are reconcilable with those found in cross-

country studies but imply that the nexus of migration and preferences for lower levels

of redistribution observed across countries may not be driven by direct local exposure to

migrants.

Once migrants arrive in their destination and acquire the right to work, the preferences

of the native population in the destination country and those of migrants are more aligned

with regards to migrants’ economic integration. Both migrants and their destination

countries have an interest in a successful integration: For migrants, a better integration

increases income, while for the destination country it directly improves public finances

through both a rise in tax income and a decline in welfare spending. Yet, migrants

in general and refugees in particular are significantly less likely to be employed than

the native-born in developed countries and once they do find work, earn significantly

less [Brell et al., 2020]. The general reasons range from the non-transferability of human

capital from developing into developed countries to language barriers and restricted access

to public sector employment due to the lack of citizenship [Zwysen, 2019]. The refugee-

specific reasons include the uncertainty regarding the duration of stay in the destination

country and the potential trauma experienced due to the forced displacement [Brell et al.,
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2020]. Both chapters 2 and 3 of this PhD thesis focus on aspects of refugee integration. In

chapter 2, I show that potentially traumatic events refugees experience often occur during

their journey to Europe and these events indeed affect economic integration outcomes.

Importantly, they distort one of the crucial decisions refugees have to make when arriving

in their destination: To accept the heavy discount on their education attained in the

country of origin or to invest into host-country human capital to get access to higher-

income jobs at a later stage [Cortes, 2004]. The results suggest that physical victimisation

events lead refugees to discount these future payoffs more heavily, leading them to engage

in low-quality employment in relatively larger shares. In chapter 3, I then provide causal

evidence on the discount refugees face on their formal education attained abroad. I show

that formal host-country education significantly reduces low-quality employment among

refugees, an effect visible after more than two decades of stay.
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1.2 Summary of the PhD thesis

This thesis comprises four empirical essays that examine issues in the economics of mi-

gration. It draws on and contributes to literatures in labour economics, the economics

of education, economic geography, environmental economics, development economics and

political economy but also aims to incorporate insights from the fields of sociology, psy-

chology and medical science.

On the highest level, the PhD thesis can be divided into two parts. The first part

includes two contributions that set out with the objective to add to the knowledge on the

factors that shape the economic integration success of refugees in their host countries. The

second part of the thesis then focuses and expands on more traditional questions related

to labour migration, both from the country of origin perspective and the perspective of

receiving countries. The following presents a summary of the individual chapters.

1.2.1 First Essay

The first essay explores a stage of the migratory journey of humanitarian migration that

has so not been addressed in the economics literature: The journey itself. The starting

point of the paper is the observation that this journey is often precarious for asylum seekers

from developing countries who seek refuge in the developed world. It then analyses the

implications of victimisation events along the journey for the economic integration of new-

arrivals in the destination country using refugee survey data collected in the aftermath

of the 2015 refugee crisis in Germany. The key finding of the study is that physical

victimisation events negatively affect the human capital investment in the destination

country and thus distort one of the key decisions refugees have to make: Whether to accept

the heavy discount on their foreign human capital and join the labour force as de-facto

low-skilled workers, or to invest into host-country education with the aim to obtain higher

quality employment at a later stage. Ruling out all alternative possible mechanisms that

could explain the results, I place my findings into sociology and psychology literatures,

which have found a "loss of future directedness" among the victimised.

1.2.2 Second Essay

The finding of the first essay motivates the second essay, which explicitly analyses the

long-term value of formal host-country human capital for refugees. The paper starts with
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the observation that refugees hosted across the developed world often work in low-quality

jobs, regardless of education previously attained in their country of origin. It then analyses

the long-term value of formal host-country education for refugees using the example of

forcibly displaced Bosnians who arrived in Austria during the 1992-1995 Bosnian war.

By exploiting a unique institutional setting in Austria, where host-country education

was assigned quasi exogenously to Bosnian refugees around specific age thresholds, the

study shows that host-country education has large implications for the quality of refugee

employment. The 22 years of Austrian microcensus data allow me to also track these over

time and in the long-run. The discount on Bosnian education is large in the beginning

and declines over time for men but not for women, suggesting that host-country degrees

are particularly important to groups that faced cultural barriers to quality employment in

their country of origin. I show that even after more than two decades of stay in the host

country, Bosnian refugees who hold formal degrees from Austria were still significantly

less likely to work below their educational attainment and earned more than comparable

Bosnians with similar degrees from Bosnia.

1.2.3 Third Essay

In the third essay, I take a forward looking approach to migration that originates from

developing countries by zooming in on the role of global food prices, one of the climate-

related factors that have become significantly more volatile over the past decades. I

show that poor agricultural households’ ability to send one of their members as a labour

migrants is a positive function of locally-relevant global crop prices. The reason is that

migration is still a costly investment to these households and income-increasing rises in

global food prices act as a migration enabler; vice versa, drops in global crop prices

decrease the ability of households to send a labour migrant. I show that the order of

magnitude of a standardised price effect is approximately one third of the standardised

effect of a local weather shock. Unlike positive weather shocks, which mostly facilitate

internal rural-urban migration, positive income shocks through rising producer prices

only increase migration to neighbouring African countries, likely due to the simultaneous

decrease in real income in nearby urban areas. The data further allows me to rule out

conflict onset as an alternative mechanism of the positive association between global

prices and household out-migration: I show that, while higher producer prices indeed

induce conflict, conflict does not play a role for the household decision to send a member

as a labour migrant.
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1.2.4 Fourth Essay

The fourth essay then takes the perspective of a destination country. It is motivated

by previous findings in the literature that show a negative association between migrant

density and the willingness to redistribute income among natives. The paper analyses

the impact of the large, unexpected and spatially heterogenous migration wave from

Central and Eastern Europe to England following the accession of the new-joiners to the

EU in 2004 on local authority spending and revenue. I apply a difference-in-differences

estimation strategy and find that migrants did not have an effect on local authorities’ total

service provision per capita. Once I zoom in on the different expenditure items, I find that

local authorities that experienced relatively larger migration inflows saw their spending on

means-tested social care services decrease in relative terms, while spending on education

services increased. To further explain these results, I specifically disentangle a potential

change in local preferences for redistribution from more mechanical changes to revenue

and spending patterns brought about by migrants’ distinct characteristics. Examining

changes in local Council compositions and internal migration flows in response to the

arrival of outsiders, I find no evidence that the observed spending shifts were driven

by a change in the local willingness to redistribute income. Rather, the results suggest

that, due to migrants’ young age at the time of arrival, migration following the 2004

EU enlargement mechanically decreased social care demand and alleviated some of the

pressure social care spending in England faces.
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1.3 Reflections and policy implications

In each chapter of this PhD thesis, I explain in detail how the respective work relates to

existing research, how my own work attempts to close gaps in the literature and what

policy implications can be derived from the results. This section provides a general

reflection on the broader lessons I learnt from the four years I spent on researching the

economics of migration.

The first one is the realisation that the impacts of migration on destination countries

are rarely one-dimensional and often don’t actually reflect intrinsic differences of migrants

compared to native populations. To illustrate with an example why this is important,

consider the study by Bell et al. [2013] that assesses the impact of migration on local

area crime rates in the UK. The authors show that refugees, but not other migrants,

increase local property crime rates. Without adding nuance to such findings, these results

can easily lead the reader to conclude that asylum seekers possess characteristics that

make them intrinsically more likely to commit crime. The policy implications could then

have severe negative consequences for asylum seekers. The authors acknowledge this and

discuss the limited labour market access among asylum seekers in the UK as a potential

explanation for their results, which would imply that the negative behavioural response

is not necessarily specific to migrants. In a later study, Couttenier et al. [2019] indeed

show that access to the labour market can significantly reduce crime rates among asylum

seekers. It is therefore important to reflect carefully on institutional arrangements and

mechanisms before assigning outcomes to group-level behavioural differences.

As a consequence, much of the time spent on the research within this thesis was

dedicated to thinking about mechanisms that could explain the obtained findings. For

example, in chapter 5, I show that the large wave of Central and Eastern European mi-

grants to the UK following the 2004 EU enlargement decreased the means-tested social

care spending in areas more heavily affected by these inflows. Without further investi-

gation, one could interpret this outcome as reflective of a lower local preference to share

with outsiders as found in previous cross-country studies. However, when analysing the

local preferences channel, I find no evidence that changes in the local preference for redis-

tribution is actually the driving force behind the reduction in spending on means-tested

items. Rather, the findings suggest that the younger age of migrants relative to the native

population reduced demand for local social care services. Note that this fundamentally

changes the policy implications: While a decrease in the local willingness to redistribute

following a large migration wave would raise doubts about the sustainability of welfare
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systems, the demographic channel actually implies an alleviation of the pressure these

systems face.

A second related point is the careful thought about counterfactuals in migrant inte-

gration studies. A range of studies have recently started assessing the impact of various

refugee-related polices on employment outcomes. Consider the carefully designed study

by Hainmueller et al. [2016] who analyse the effect of waiting times during the asylum pro-

cedure in Switzerland (when asylum seekers had very limited access to the labour market)

on employment outcomes in the year after asylum had been granted. The authors find

that a longer waiting time reduces subsequent employment rates among refugees. While,

as a standalone finding, this is certainly a cause for reducing the time asylum procedures

take to reach a decision, it makes the -in their setting, likely correct- assumption that

asylum seekers stay mostly idle during these procedures. However, a policy counterfac-

tual in which asylum seekers are offered host-country education while waiting for their

asylum decisions would likely produce results very similar to those found in the study:

A longer time before entering the labour market would then partly reflect the amount of

host-country human capital they accumulate, which would in turn likely lead to higher

reservation wages and lower employment rates in the early years after arrival. Thus, by

slightly changing the institutional setting, the interpretation of results can change dra-

matically. In fact, one of the key takeaways from the research conducted in chapter 2

and 3 of this thesis is that the notion of employment rates as a success metric for refugee

integration should at the very least be taken with a grain of salt when measured shortly

after the arrival of refugee migrants. Headline employment figures often mask that early

employment is limited to low-income employment which comes at the expense of the

accumulation of host-country human capital. In chapter 2, I further show that choos-

ing to work in low-quality professions in the early years after arrival may partly reflect

distortions, with unknown long-term consequences for both host-country welfare and for

refugees themselves.

The third lesson relates to the importance of quality data. A large amount of time

within this PhD project was dedicated to identifying and cleaning suitable data sources.

It strikes me as almost ironic that some of the most heatedly debated issues such as the

integration of refugees into host-country labour markets or migration related to climatic

events in developing countries suffer from a lack of quality data to assess these phenom-

ena. While it is certainly the job of a researcher to work with incomplete data sources,

data limitations may very well limit the policy implications that can be derived from

analyses. For example, in chapter 4, I construct a panel of backward-reported household
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out-migration from a cross-section of household data to study the impact of global prices

and local weather on these rates. I am able to show that poor agricultural households’

ability so send one of their members as a labour migrant depends on locally-relevant

global prices and local growing conditions, likely due to the high upfront costs of migra-

tion. However, due to the lack of data on household income over time, it is not possible to

study the exact global crop price - household income elasticity. Yet, the elasticity would

be helpful to know for development aid agencies that want to assess the scope of agri-

cultural households potentially becoming trapped when global crop prices become more

volatile in a future characterised by a changing climate.

Finally, I believe that the economics of migration discipline has a lot to learn from

other literatures outside the field of economics. For example, in a recent review of the

forced migration literature, Becker and Ferrara [2019] argue that the forced migration

experience can affect integration outcomes in the destination country through major dis-

ruptive life events displaced persons endure. When addressing this gap in the literature in

chapter 2, I learnt that literatures in sociology and psychology had dealt with questions

related to refugees’ mental health and behavioural consequences in quite some detail and

with nuance. Engaging with other fields is difficult, and the detailed exchanges I had with

a psychiatrist on how victimisation may affect behaviour were often slow due to differ-

ences in jargon and conditioned thinking patterns. However, I also learnt that breaking

through these established patterns is particularly rewarding and the ideas that emerge

from interdisciplinary dialogue can open up new research agendas.
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Chapter 2

Barriers to humanitarian migration,

victimisation and integration outcomes:

Evidence from Germany

2.1 Introduction

One of the key features of humanitarian migration flows from developing into developed

regions of the world is the significant risk these journeys entail for individuals who embark

on them. According to the International Organisation for Migration’s (IOM) Missing

Migrant database, around 15,000 migrants perished in the Mediterranean Sea alone when

trying to reach the territory of European Union (EU) member states between 2015 and

2019. Asylum seekers who survive the perilous journey often do not come out unscathed:

They are subjected to violent acts on their journey carried out by escape agents and

border enforcement agencies, with detrimental consequences for their physical and mental

health [Albahari, 2018, Arsenijević et al., 2017, 2018]. Against the backdrop of a subdued

economic and societal integration of newly-arriving humanitarian migrants in the EU

[Brell et al., 2020], the potentially negative consequences of these victimisation events for

future life trajectories of affected individuals -and thus the welfare of hosting countries-

has increasingly found its way into the political debate. For example, the European

Commission [2020] notes that "mental health is critical to migrants’ integration" [p. 3]

and "especially refugees, may be at higher risk of developing mental health problems due

to [...] difficulties encountered during their migration journey" [p. 13].

In this paper, we explicitly analyse the potentially disruptive role of asylum seeker
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victimisation during their journey to safety for their economic activity in Germany, the

main destination country of asylum seeker inflows into the EU. To analyse this link, we

deploy novel refugee survey data collected in the aftermath of the large inflows of asylum

seekers into the country following the 2015 European migration crisis. We use this data

to construct a physical and a financial victimisation indicator for each refugee based on

detailed questions regarding negative events individuals experienced along the journey

to Germany. We use these indicators to first study the effect of victimisation on life

satisfaction, health satisfaction, overall economic activity, labour force participation and

education in the destination. We then link the survey to administrative employment

biography data to further explore how both physical and financial victimisation affect

refugees’ employment trajectories upon arrival in the host country.

Our results show that physically victimised asylum seekers in particular suffer from

significantly lower life satisfaction as well as poorer physical and mental health upon ar-

rival. We find that physically victimised refugees are less likely to invest into host-country

education but take up employment faster than non-victimised and financially victimised

migrants. This leads to the intuitively paradoxical finding of a higher employment rate

among physically victimised refugees vis-à-vis other refugees in the early years upon ar-

rival, an adjusted gap reaching 4.4 percentage points 31 months into refugees’ stay in

Germany. We show that this additional employment among the physically victimised is

driven by marginal and part-time work that is characterised by a lower level of income

relative to other refugees. We further document larger financial hardship among the fi-

nancially victimised but do not find distortionary effects on the human capital investment

decision for this subgroup. Our findings thus suggest that, in line with previous research,

physical victimisation has stronger effects on affected individuals’ behaviour [Dolan et al.,

2005, Mahuteau and Zhu, 2016, Johnston et al., 2018].

To conceptualise our findings, we draw on evidence from sociology, psychology and

economics literatures. Evidence from sociology and psychology documents a "loss of

future directedness" caused by potentially traumatic victimisation events [Beiser, 1987,

Hauff and Vaglum, 1993a, Hunkler and Khourshed, 2020, Sagbakken et al., 2020]. As

physically victimised refugees adopt a more pessimistic outlook on life and discount their

future more heavily, they tend to invest less into host-country specific education and are

more likely to take up low-skill employment soon after arrival. Similarly, the experimental

economics literature shows that time preferences can be affected by extreme events linked

to violence, making victimised individuals more impatient in their decision-making [Voors

et al., 2012, Callen et al., 2014, Jakiela and Ozier, 2019, Brown et al., 2019]. While these
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effects are not directly distinguishable from a general decline in mental well-being in our

setting, one of the key strengths of our study is that the granular survey data allows us to

rule out a number of competing theories that could explain our findings. These range from

institutional mechanisms in-built into German asylum procedures to mechanisms related

to financial hardship and other behavioural changes caused by victimisation events. Since

the first survey interviews were conducted close to the arrival date of asylum seekers, our

findings do not face the standard issue of reverse causality when linking victimisation and

the resulting decline in mental well-being to individuals’ labour market attachment [Brown

et al., 2010, Kassenboehmer and Haisken-DeNew, 2009]. The relatively large number of

observed individuals further allows us to split our sample along a range of dimensions. We

show that all our findings are robust to restricting the sample to recognised refugees, hold

for the subgroup of Syrians who receive protection with near certainty, and are driven by

both males and females.

Our identification strategy relies on the random nature of victimisation among asylum

seekers. We identify and group four main empirical challenges to a causal interpretation

of the effect of victimisation on labour market and health outcomes. First, a non-random

selection at the country of origin at different expected victimisation rates may lead spe-

cific subsets of asylum seekers to choose Germany as their destination (selection at origin

bias). If these groups show unobserved characteristics that also causally impact integra-

tion outcomes, estimated coefficients on the effect of victimisation will be biased. A second

source of potential bias may arise from the fact that only those who succeed in making

it to Germany are observed in our sample. This group may represent a sub-group of, for

instance, particularly motivated or resilient individuals (survivor bias). Third, victimisa-

tion itself may be correlated with other unobserved factors that determine the economic

integration in Germany (omitted variable bias). Finally, a potential bias may arise if the

willingness to report victimisation events is related to economic outcomes. To address

selection at origin and survivor bias, we show that our baseline results are robust to a

wide range of empirical specifications that limit variation to narrowly defined fixed effects

categories related to the country of origin of asylum seekers, interacted with their pre-

cise time of departure and arrival. We show that, conditional on the geographical origin

and the timing of migration, baseline differences between physically and non-physically-

victimised groups indeed disappear, leaving us with a sample balanced along a wide range

of observable characteristics. By combining these balance tests with coefficient stability

tests developed by Oster [2019], we are able to credibly rule out omitted variable bias as a

driver of our results in all linear regressions. The rich survey data further allows us to add
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precision to our estimates by selecting controls for a wide range of pre-migration and care-

fully selected post-migration characteristics based on both economic theory and machine

learning techniques. Taken together, throughout our analysis, we thus compare victimised

and non-victimised refugees with similar pre-migration and selected post-migration char-

acteristics, who originate from the same country, migrated in the same year-month, took

the same migration route and are part of the same arrival cohort. To rule out misre-

porting as a source of bias in our analyses, we conduct several systematic tests on the

sample of refugees who agreed to answer journey-related questions, showing that neither

the willingness to answer nor social desirability are likely to taint the obtained results.

Our study adds to the existing literature in a number of ways. We primarily add to the

literature that links refugee victimisation to their economic behavioural response in the

host country [Couttenier et al., 2019, Hunkler and Khourshed, 2020, Hauff and Vaglum,

1993a]. Unlike previous literature, our data allows us to explicitly focus on events asylum

seekers endured during their journey as opposed to their country of origin, an important

distinction for the design of asylum policies. Since victimisation of asylum seekers is

interconnected with the choice of external border policies [Arsenijević et al., 2017, 2018],

we further contribute to the growing literature on how asylum-seeker specific policies

shape refugee labour market integration [Damm, 2009, Battisti et al., 2016, Hainmueller

et al., 2016, Marbach et al., 2018, Zwysen, 2019]. One of the main takeaways of our

study is that a rapid labour market integration as a general success metric for integration

outcomes should be treated with care; higher victimisation rates may contribute to a

relatively swift uptake of employment, nevertheless distorting the timing of labour market

entry. We further add to the recently developing stream of literature that links crime

victimisation to labour market outcomes more generally [Bindler and Ketel, 2019]. We

show that this link is context-specific and the perilous journey asylum seekers go through

may not be easily compared to other settings. Finally, we also add to the much broader

literature on violence and the human-capital investment decision by providing further

evidence that experiencing traumatic events in conflict and high-crime settings lowers the

willingness to invest in education [Blattman and Annan, 2010, Shemyakina, 2011, Leon,

2012, Akbulut-Yuksel, 2014, Koppensteiner, 2021].

The remainder of this paper proceeds as follows. Section 2.2 discusses the conceptual

framework that links the victimisation experience to economic activity outcomes in the

destination country in more detail. Section 2.3 discusses our data sources. Section 2.4

introduces the estimation strategy and our approach to dealing with self-selection and

survivor bias in detail. Section 2.5 shows the main results and section 2.6 discusses their
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robustness. In section 2.7, we test alternative hypotheses that could explain our findings.

Section 2.8 provides a concluding discussion.

2.2 Related literature and research hypotheses

Some evidence exists on the direct disruptive effect of victimisation events on affected

individuals’ future economic outcomes for the general (Western) population without an

explicit focus on migrants or refugees. These studies unequivocally find negative conse-

quences of victimisation regarding labour force participation, employment, earned income

and welfare dependency [Bindler and Ketel, 2019, Ornstein, 2017, Velamuri and Stillman,

2008]. Other studies, primarily on developing countries, have documented distortions to

the human-capital investment decision following potentially traumatic events in conflict-

related or high-crime settings [Blattman and Annan, 2010, Shemyakina, 2011, Leon, 2012,

Akbulut-Yuksel, 2014, Koppensteiner, 2021]. A larger literature is concerned with the ef-

fect of victimisation on health and mental well-being outcomes, one of the structural

mechanisms linking victimisation events to disruptions in economic outcomes. For ex-

ample, Mahuteau and Zhu [2016] find that physical victimisation decreases subjective

well-being. Dolan et al. [2005] estimate a measure of ’loss in quality-adjusted life years’ to

quantify the cost to victims and show that rape, followed by other serious physical assault

decreases victims’ quality-adjusted life years the most. Johnston et al. [2018] focus on

the effect of crime victimisation on life satisfaction as an encompassing measure of mental

well-being and find that physical assault and events that lead to a major worsening of af-

fected individuals’ financial situation have the strongest negative effect on life satisfaction

for both men and women.

Despite these clear findings for the general population, it is crucial to note that the

situation of asylum seekers who arrive in their host-country is unique and the extent to

which general studies apply to migrants’ victimisation experience requires a careful reflec-

tion. Unlike samples of victimised individuals drawn from the general population or other

migrant groups, forcibly displaced migrants all start their economic activity trajectory at

zero upon arrival. This has major implications for their choice set with respect to the host-

country labour market and potential distortions to these choices caused by a victimisation

event. The majority of refugees originate from countries where educational attainment is

not regarded as equivalent to education in economically advanced countries and refugees

often lack proof of their formal degrees. Therefore, refugees from less developed countries
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face the decision to i) either join the labour force immediately, accept a discount on their

educational attainment and take up low-skill, low-income employment or ii) invest into

host-country specific human capital to have access to better paid employment later on

[Duleep and Regets, 1999, Cortes, 2004].

Evidence from both sociology and psychology literatures suggests that victimisation

experiences have lasting effects on future-oriented planning. In a study closest to ours,

Hauff and Vaglum [1993a] analyse a cohort of 145 Vietnamese refugees in Norway one

year and three years after arrival. The authors find that those who experienced more

potentially traumatic events were more likely to be in the labour force but tend to invest

less into host-country specific education. In a separate study on the same cohort, the

authors find a persistently worse mental health status among those who experienced

traumatic events even seven years after arrival vis-à-vis the non-traumatised [Hauff and

Vaglum, 1993b]. In combination, these findings suggest that experiencing trauma under

extreme conditions may either trigger a behavioural change on the short-term versus

long-term trade-off independent of the effect of victimisation on mental health or as a

direct consequence of it. In a more recent study, Hunkler and Khourshed [2020] evaluate

the integration outcomes of 252 Syrian refugees in Germany’s federal state of Bavaria and

broadly confirm the findings by Hauff and Vaglum [1993a]. The authors find that refugees

who experienced potentially traumatic events in their country of origin or on their journey

to Germany show better German language skills but their labour market outcomes do not

differ from the non-victimised, a curious finding considering the clearly established link

between language skills and economic integration success [Dustmann and Soest, 2001].

The tendency of refugees to adopt a more present-oriented mindset following extreme

potentially traumatic episodes can be traced back in the psychology literature until Beiser

[1987]. The author finds that refugees who went through extreme events while fleeing their

country have a shortened sense of future, a potential explanation for favouring early em-

ployment over long-term educational investment. In a more recent study, Sagbakken et al.

[2020] interview 78 asylum seekers in Norway and find that a "loss of future directedness"

leads traumatized asylum seekers to "withdraw into passivity" [p. 1]. Research on self-

harm and suicide among refugees show that the lack of future orientation also manifests

itself into higher rates of suicide in these segments of the population, especially when hav-

ing endured extreme traumatic events [Goosen et al., 2011, Hawton, 2009, Lerner et al.,

2016].

These findings that relate traumatic events refugees endure to a lack of future-oriented
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planning find further support in recent experimental studies in the economics literature.

While classic economic models assume that preferences are stable over time and unaffected

by life-time experiences [Stigler and Becker, 1977], recent experimental studies suggest

that individuals’ risk aversion and time preferences can indeed be affected by extreme

events linked to violence [Voors et al., 2012, Callen et al., 2014, Jakiela and Ozier, 2019,

Brown et al., 2019], natural disasters [Eckel et al., 2009, Page et al., 2014, Callen, 2015,

Cameron and Shah, 2015, Cassar et al., 2017, Hanaoka et al., 2018, Beine et al., 2020],

health shocks [Decker and Schmitz, 2016], and financial and macroeconomic shocks [Guiso

et al., 2018, Jetter et al., 2020, Malmendier and Nagel, 2011, Kettlewell, 2019]. The

time preferences have in turn been found to affect decisions regarding borrowing [Meier

and Sprenger, 2010], savings [Thaler and Benartzi, 2004] and financial literacy [Meier

and Sprenger, 2013] among adults, and investment and human capital acquisition among

the younger [Sutter et al., 2013, Cadena and Keys, 2015, Kemptner and Tolan, 2018].

Our analysis relates to this literature by indirectly measuring the time preferences of

victimised versus non-victimised individuals.1 This possible interpretation is based on the

assumption that individuals indirectly reveal their time preferences by engaging in certain

activities [DellaVigna and Paserman, 2005]. Individuals who attach higher value to long-

term rewards are more likely to pursue activities that entail an immediate cost (such

as investing in human capital) but which have delayed payoffs (access to higher quality

employment in the future). On the other hand, impatient individuals are more likely to

engage in activities which have immediate benefits (such as low-income employment) and

delayed costs (lack of access to higher quality employment in the future).

In summary, we derive three hypotheses regarding the effect of victimisation events

asylum seekers experience on their journey to Europe:

Hypothesis 1: Asylum seekers’ victimisation during the journey to Europe leads to

lower mental well-being and general health at destination.

We start by testing hypothesis 1 since it allows us to (i) validate the severity of

victimisation events on affected individuals’ well-being and (ii) motivate hypothesis 2a.

For our hypotheses related to the effect of victimisation on economic outcomes in the

destination we then rely on a revealed preferences argument. We test two competing

hypotheses:
1Voors et al. [2012], for instance, find that individuals who were exposed to greater levels of violence

display more altruistic behaviour, are more risk-seeking, and have higher time discount rates. Similarly,
Cassar et al. [2017] conduct a series of experiments in rural Thailand and find that the 2004 tsunami led
to long-lasting increases in risk aversion, pro-social behaviour, and impatience
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Hypothesis 2a: Due to their relatively lower mental health, victimised refugees are

expected to be less attached to the labour market and invest less into education than

non-victimised refugees.

Hypothesis 2a follows directly from the literature that studies the effect of victimisation

on mental health and the literature linking lower mental health to adverse economic and

education outcomes in the general population. However, the unique situation of refugees

at the time of arrival in their destination leads to a second competing hypothesis regarding

their economic integration:

Hypothesis 2b: Due to a "loss of future directedness", victimisation during the jour-

ney leads refugees to favour joining the labour force and to take up low-income employ-

ment rather than investing into host-country human capital compared to the benchmark

of non-victimised refugees.

Since both mechanisms put forward in hypotheses 2a and 2b may be at play simulta-

neously, we posit that the direction of the estimated effect of victimisation on short-term

labour market outcomes will capture whichever channel is stronger. Our approach to

testing the proposed mechanisms has two limitations. The first limitation pertains to

the measurement of future directedness, which we do not observe directly in the data.

Any results in line with the mechanism underlying hypothesis 2b thus requires us to test

all alternative hypotheses that conceivably link asylum seeker victimisation during the

journey to early integration outcomes in the same way. These hypotheses relate to the

institutional setting in Germany, potential differences in financial hardship caused by a

different intensity of engagement with people smugglers during the journey and poten-

tial differences between the victimised and the non-victimised in the intention to stay in

Germany in the long term. We discuss these in detail in section 2.7. The second limita-

tion pertains to the detail with which our approach unveils the underlying causal chain.

Our data does not allow us to unambiguously infer if the loss of future directedness is

caused by the decrease in mental health or if the potentially traumatic experience directly

changes time preferences.

2.3 Data and definitions

This section contains a description of all data sources and introduces the main variables of

interest and the outcomes. In the final subsection 2.3.4, we then turn to a first descriptive

analysis of differences between victimised and non-victimised asylum seekers to both fill
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a gap in the literature and as a first motivation of our empirical strategy.

2.3.1 IAB-BAMF-SOEP refugee survey

The main data source for all our analyses is the IAB-BAMF-SOEP refugee survey. It is

an extension to the established German Socio-Economic Panel (GSOEP) survey through

an ad hoc module for the target population of asylum seekers and refugees. The sam-

pling frame of the IAB-BAMF-SOEP survey is the German Central Register of Foreign

Nationals. The survey has a panel structure with a total of 12,311 interviews carried out

in three waves in 2016, 2017 and 2018 on 6,763 individuals.

The survey contains a wide range of baseline information on pre-migration charac-

teristics and detailed information on individual and household characteristics, including

on respondents’ health. It also provides information on the time of displacement in the

country of origin, within-country information on the province of origin and the time of

arrival in Germany. Most importantly for our purposes, respondents are asked detailed

questions on experiences they went through during the journey from their country of

origin to Germany. 3,742 individuals, 55.2% of the total sample, agreed to provide infor-

mation on these experiences. Our effective working sample for which we have all relevant

information, including all necessary control variables and additional outcomes, consists of

2,314 individuals aged between 18 and 65.

Within these questions, our main interest lies on the survey question ’During the jour-

ney or escape, did you experience one or more of the following?’ which allow surveyees to

choose one or more answers from a list of negative experiences. Based on their responses,

we create a binary physical victimisation indicator taking the value 1 if an individ-

ual was subjected to sexual abuse, physical attacks, incarceration or shipwreck (or any

combination of these). We further create a binary financial victimisation indicator

taking the value 1 if an individual was subjected to financial fraud, extortion, robbery or

blackmail, or any combination of these. The summary statistics for the two victimisation

indicators are shown in table 2.1.

36



Variable Mean Std. Dev. Min. Max.
Experienced robbery 0.133 0.34 0 1
Experienced extortion 0.155 0.362 0 1
Experienced fraud 0.287 0.452 0 1
Financial victimisation 0.39 0.488 0 1
Experienced sexual harassment 0.017 0.129 0 1
Experienced shipwreck 0.137 0.344 0 1
Experienced physical attack 0.134 0.341 0 1
Experienced incarceration 0.201 0.401 0 1
Physical victimisation 0.359 0.48 0 1

N 2314

Table 2.1: Physical and financial victimisation indicator

We note that by design of these indicators, individuals may experience both a financial

and a physical trauma. Reassuringly, the correlation between these two (r=0.3) is suffi-

ciently low not to be a cause for concern in our regression analyses. We further note that

some migrants experienced more than one victimisation event, but nevertheless model our

preferred indicators as binary for two main reasons. First, the majority of migrants ex-

perienced one victimisation event. Only 11% of all individuals in our sample experienced

more than one physical victimisation event and 15% experienced more than one financial

victimisation event. Second, there is no clear guidance in the victimisation literature on

the correct functional form of the relation between our outcomes of interest and multiple

victimisation events individuals experience during their flight to safety that lasted for

40 days on average. We explore this question further by relaxing the assumption of no

additional behavioural effect when individuals experience additional victimisation events

in section 2.6.1.

Important to our analysis, from the second wave of the survey onwards, individuals

who were willing to answer questions regarding their escape journey were explicitly asked

which route they took to reach their destination. We assign their answers to the five main

migration routes: (1) The Eastern Mediterranean sea route, (2) the Central Mediter-

ranean route, (3) the Western Mediterranean route, (4) the Eastern Mediterranean land

route, (5) the Eastern Land border route and (6) travelling directly to Germany by plane.

Since the survey questions on the route taken contain many missing values in the first

wave of the survey, we impute the routes using an additional source of information. Indi-

viduals were invited to report on a virtual map all locations they passed through on their

migratory journey from their country of origin to Germany. We use this data and apply

the method developed by Guichard et al. [2021] to extract the geo-referenced points, infer

the migration route and classify these to match the five first routes.2 Applying these
2The authors start by assigning the geo-coded points to all countries, and define a sequence of coun-
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methods allows us to recover route information for 77 % of the sample. We assign the

remaining 23 % to a seventh category (7), no route information available.

We then draw on the psychiatric and health economics literature reviewed in section

2.2 and use four main indicators to measure mental well-being and the general health

of victimised and non-victimised refugees. Following Johnston et al. [2018], we use life

satisfaction measured on a scale from 1 to 10 (with 10 being the highest), an encompassing

measure of mental well-being, as our primary outcome of the mental health effect of

victimisation. We complement this measure with a measure of self-assessed health (1-

10), a mental component score (MCS) and a physical component score (PCS). The MCS

is a standardised mental health index, based on six questions related to emotional and

psychological problems and how these impact on daily activities [Nübling et al., 2006].

The factor loadings of the questions are used as weights and the score is then normed

to range from 0 to 100. Similarly, the physical health index is constructed based on six

questions related to physical health. We provide all details on the construction of the

MCS and the PCS in section 2.C of the appendix. The four measures are summarised

in table 2.19 of appendix 2.A for the first observation available of each individual in the

panel, together with the backward-reported measures of pre-migration life-satisfaction

and pre-migration self-reported health.

Finally, for the economic integration outcomes, our main interest lies on three mea-

sures: First, the general willingness to engage in economic activity, defined by those in

the labour force and those in education or training. In the second step, we zoom into

the generic economic activity indicator and break it up into those in the labour force and

those in education and training to uncover potential distortions to the timing of enter-

ing the labour force caused by victimisation. We complement our main analyses with

an analyses on employment rates, further split up into full-time, part-time and marginal

employment, and net monthly income. These are shown in table 2.20 of appendix 2.A for

the last observation available of each individual in the panel.

tries for each migration route. Secondly, they identify the last country before an individual entered
the Schengen area and the first location in the Schengen zone. A path is assigned to (1) the Eastern
Mediterranean sea route if the last non-Schengen country was Turkey and the first Schengen country was
Greece; (2) the Central Mediterranean route if the last non-Schengen country was Egypt, Libya, Tunisia,
or Turkey and the first Schengen country was Italy or Malta; (3) the Western Mediterranean route if the
last non-Schengen country was Morocco or Algeria and the first Schengen country was Spain or France;
(4) the Eastern Mediterranean land route if the last non-Schengen country was Turkey and the first EU
country was Bulgaria; (5) the Eastern Land border route if the last non-Schengen country was Romania,
Ukraine, or Belarus, and the first Schengen country was Poland, Slovakia, or Hungary.
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2.3.2 IAB integrated employment biographies

We use the IAB integrated employment biographies (IEB) to complement the employment

labour market survey questions with more reliable individual administrative records. The

IEB consist of all individuals in Germany who are characterised by at least one of the

following employment status: employment subject to social security (in the data since

1975), marginal part-time employment (in the data since 1999), benefit receipt according

to the German Social Code III or II, officially registered as job-seeking at the German

Federal Employment Agency or (planned) participation in programs of active labour mar-

ket policies (in the data since 2000). The social security notifications are filled by the

employer for each employment relationship. Unique establishment identifiers allow col-

lapsing the employee level (e.g. Establishment History Panel (BHP)) and to link workers,

establishments and surveys (e.g. Linked-Employer-Employee-Data (LIAB)). The IEB is

a comprehensive data set with no attrition and daily precision.

While the IEB data can only be linked to the survey questions for a 70% subset of

our sample for a total of 1625 individuals and we therefore rely on employment outcomes

in the survey data in our primary analyses, the more precise job market data with a

longitudinal character adds three major components. First, it provides us with the exact

date of the first job refugees took up in Germany, allowing us to address the question of

the timing of employment uptake in greater detail. Second, the linkage allows us to follow

refugees even when they leave the survey, mitigating attrition concerns. Finally, it also

allows us to obtain information on refugees’ pre-survey (un)employment history.

2.3.3 Further data sources

All survey information are further linked to the Uppsala Conflict Data Program and to

the Syrian Shuhada Martyr Revolution database on the province-month of displacement

level. These databases report aggregate number of fatalities by province and month be-

tween 2011 and 2019 for all countries of origin found among the refugee population in

Germany. We use these data to calculate control variables for potentially traumatic expe-

riences in the origin, which we proxy in two steps. First, we construct a province-specific

conflict-related death count in the province of origin, defined as the twelve-months rolling

average of conflict related fatalities prior to departure. As argued by Aksoy and Poutvaara

[2019], simple province-level death counts may not adequately capture conflict intensity,

as all variation in the variable may come from few historically war-ridden countries with
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substantially different institutional settings. We follow their approach and calculate a

measure of conflict intensity (CI) the following way:

CIc,t−µ =

12∑
m=1

TotalDeathsc,t−µ−m

12
.

For each country and month t − µ, we then calculate the median conflict intensity, M ,

of all provinces and create three categories: "No conflict", for all individuals departing

at t − µ for whom CIc,t−µ = 0; "Low conflict", for all individuals departing at t − µ for

whom CIc,t−µ < M and "High conflict", for all individuals departing at t − µ for whom

CIc,t−µ ≥M .

Thus, the conflict intensity measure is calculated based on within-country conflict

variation over time.3 The calculated variables are summarised in table 2.21 of appendix

2.A.

2.3.4 Victimisation along the migration route to Germany

To the best of our knowledge, no systematically gathered statistics exist on the hardship

asylum seekers endure during their journey to Europe. In 2014, the International Organ-

isation of Migration’s (IOM) "Missing Migrant" project started tracking fatalities along

the main migration routes but the database does not feature information on survivors.

Two findings from observational studies are relevant to our study. First, victimisation is

frequent and leaves asylum seekers mentally scarred. Arsenijević et al. [2017] evaluate

data on 992 asylum seekers on their way to Europe collected from Médecins sans Fron-

tières’ mobile mental health clinics in Serbia in 2015 and 2016. Almost a third of the

asylum seekers transiting through Serbia was classified as physically traumatised by the

medical staff. Second, perpetrators of violence are both state actors and people smugglers

asylum seekers rely on to cross borders and the Mediterranean Sea [Albahari, 2018, Ar-

senijević et al., 2017]. Less is known about individual and circumstantial factors that lead

to victimisation on the journey to Europe and to what extent these events are of random

nature. Anecdotal evidence strongly suggests that crime victimisation is not limited to

groups traditionally seen as vulnerable. For example, Arsenijević et al. [2018] show that

young male migrants are often the victims of physical assault and suffer severe mental

health problems due to these events.
3An alternative solution to the problem Aksoy and Poutvaara outline would be to use the death count

measure in combination with country by year-of-departure fixed effects.
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To shed more light on victimisation events endured by asylum seekers during their

journey to Europe, we start out by presenting more detailed descriptive statistics com-

paring group characteristics of non-victimised, physically victimised and financially vic-

timised migrants in appendix 2.B. In summary, table 2.22 of appendix 2.B suggests that

the group composition of non-victimised and victimised migrants differ along a range of

dimensions. The victimised groups show some signs of being less likely to show features

generically considered vulnerable. Victimised migrants are on average younger, less likely

to be female and have fewer children. The victimised groups also show characteristics that

can be classified as greater determination to reach Germany: On average, both physically

and financially victimised asylum seekers spend larger amounts on their escape, take more

perilous sea routes to Germany instead of arriving by plane, travel for longer and are more

likely to travel alone. The differences we observe around the geography of victimisation

are intuitive: For example, asylum seekers from Syria are likely to be at a higher risk of

victimisation on their journey to Germany than an asylum seeker from Kosovo simply

due to the fact that Syrians have to travel a longer distance and spend more time exposed

to potential perpetrators of violence. Similarly, victimisation rates will differ by travel

route and means of transport: For instance, flying into Germany from Syria is safer than

crossing the Eastern Mediterranean Sea in a boat provided by an escape agent. Both the

geography and route chosen may therefore reflect underlying financial constraints, which

in turn correlate with other socio-economic characteristics. Finally, the timing of migra-

tion may further contribute to the observed differences as it likely reflects selection effects

at different expected victimisation rates: For instance, relatively vulnerable migrants may

choose not to migrate when the expected risk of getting victimised is high.

To systematically analyse these issues, we proceed as follows. We start by discussing

the empirical challenges that are behind these group level differences in section 2.4. Based

on the empirical strategy we develop, we then show in 2.5 that when balancing on the

geographic origin, the migration route taken and the timing of migration, observed average

group characteristics between victimised and non-victimised are much more similar.

2.4 Empirical strategy

The key assumption of the analyses in this study is that the victimisation of individu-

als during their journey to Europe, when conditioned on the right set of covariates, is

a random event that affected individuals have no control over. Four empirical problems
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pose a risk when trying to interpret the unconditional effect of individual-level victim-

isation on integration outcomes: First, a non-random selection at the country of origin

at different levels of expected victimisation may lead specific groups of asylum seekers

to choose Germany as their destination (selection at origin effect). If these groups show

characteristics such as unobserved motivation that also causally impact on integration

outcomes, estimated coefficients on the effect of victimisation pick up bias. Second, a po-

tential bias may arise from the fact that only those who succeed in making it to Germany

are observed in our sample. This group may represent a sub-group of, for instance, partic-

ularly motivated or resilient individuals (survivor bias). Third, victimisation itself could

be correlated with other unobserved factors that determine the integration in Germany

(omitted variable bias). If, for instance, unobserved intelligence lowers the probability of

victimisation and simultaneously improves economic decision-making in the destination,

coefficients estimated on the victimisation indicator could pick this up. Finally, there is

a potential bias arising from misreporting of victimisation events.

The following subsections explain our strategy to deal with the different sources of

potential bias in detail. We start by laying out our baseline specification that estimates

the effect of victimisation of asylum seekers along the route to Germany on their economic

integration in section 2.4.1. The subsequent subsections 2.4.2, 2.4.3 and 2.4.4 explain the

extensions. Subsection 2.4.5 then addresses the threat of a potential systematic bias

arising if the reporting of victimisation events was indeed linked to the outcomes.

2.4.1 Baseline specification

The rich set of background information available from the IAB-BAMF-SOEP survey data

allows us to control for pre-migration and selected post-migration characteristics that are

usually unobserved in migration studies. This allows us to reduce some concerns related

to potential unobserved variable bias.

To identify the effect of victimisation events occurring during the journey to the des-

tination on economic integration outcomes, we start out by estimating the following em-
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pirical model:

Yi,c,t,µ,a,f =γ1PhysicalV ictimi + γ2FinancialV ictimi (2.1)

+ ζBaselineCharacteristicsi,t + ηPreMigCharacteristicsi,µ

+ θ1ConflictIntensityi,µ + θ2Routei,µ + θ3MSMi,t + θ4MSMsqi,t

+ θ5AsylumStatusi,t + αc + βa + δf + τ λ̂i + εi,c,t,µ,a,f

where Yi,c,t,µ,a,f captures the health or economic integration outcome of interest for

individual i from country of origin c, who was interviewed at time t, had left their ori-

gin at time µ, arrived in cohort a and resides in the German federal state f . Both γ1

and γ2 are the coefficients estimated on the variables of interest, PhysicalV ictimi and

FinancialV ictimi.

BaselineCharacteristicsi,t is a vector of individual level characteristics. It includes

refugees’ age, age squared, a dummy for female refugees, a measure of mental resilience

and willingness to take risk and a set of dummies referring to individuals’ educational

attainment (ISCED-2011 categories).4 We include mental resilience as a control since more

resilient individuals might be better able to cope with distressful life events. Willingness

to take risks is controlled for to account not only for self-selection into migration but also

because of its confounding effect on time preferences. For the labour force participation,

education and health related outcomes we include two categorical variables related to

the residence of the spouse and to the location of the children.5 For the health related

outcomes, we further include a continuous variable reflecting the satisfaction with living

arrangements, measured on a scale from 1 to 10. We note that it is unclear to what extent

the willingness to take risk, mental resilience and satisfaction with living arrangements

could themselves be affected by victimisation events. To account for the possibility of

these variables constituting bad controls, we show in appendix 2.F that our main results

do not depend on their inclusion.
4The mental resilience scale is based on the procedure suggested by Jacobsen et al. [2017]. The scale

is based on the responses to four questions: "I try to think of how I can change difficult situations.";"No
matter what happens to me, I think I have my reactions under control."; "I think I can develop further
if I deal with difficult situations."; "I actively seek ways to balance out the losses that have affected
my life." The response scale ranges from 1 (disagree) to 7 (fully agree) and the resilience variable is the
average of these responses. The willingness to take risk variable is based on the question "How do you
rate yourself personally? In general, are you someone who is ready to take risks or do you try to avoid
risks?" The response scale ranges from 0 (not prepared to take risks at all) to 10 (Prepared to take risk)

5The residence of the spouse variable contains the following categories: Single; the spouse lives in the
same household, the spouse lives in a different household in Germany; the spouse resides abroad. The
variable related to the location of children contains the following categories: No children; all children live
in the same household; some children live in a different household
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PreMigrationCharacteristicsi,µ is a vector of individual level pre-migration charac-

teristics measured at departure µ. These include information on the economic situation,

knowledge of German, employment experience and backward reported measures of health

and life satisfaction before migration. It further includes a dummy variable taking the

value one for individuals who arrived alone in Germany, and zero otherwise. Finally,

it includes a dummy variable that takes the value 1 for individuals who had help from

relatives or acquaintances when moving to Germany.

ConflictIntensityi,µ measures the conflict intensity in the province of origin measured

on within-country conflict variation as explained in section 2.3.3. We include the conflict

intensity control in the baseline specification for two reasons: First, to account for pre-

vious findings from psychological research showing that the individual-specific response

of victimisation depends on previous traumatic experiences [Yehuda, 2002, Breslau et al.,

2008]. Second, to account for selection into migration dynamics at different levels of push

factors at the origin [Aksoy and Poutvaara, 2019, Guichard, 2020].

The categorical variable Routei,µ indicates the migratory route taken as defined in

section 2.3.1. In theory, conditioning victimisation estimates on the migratory route

could constitute a bad control if all routes that can possibly be taken were understood as

a choice set. This is unlikely to be the case for the reason that routes are only distinguished

on a high level in our data and are to the largest extent determined by the geography

of the country of origin, and partly by the time of forced displacement. Conditioning

on the route taken is nevertheless informative beyond geography for two reasons. First,

it allows to explicitly account for travel by plane where migrants face a significantly

lower victimisation risk. Travel by plane is further indicative of high wealth and social

status in the country of origin. Second, conditioning on the migratory route allows to

distinguish sea from land travel. Travelling by land makes victimisation events such as

shipwreck unlikely to occur, while the risk of others such as experiencing physical assault

by border enforcement agencies may increase when crossing borders by land instead of by

sea. For the above reasons, we include the migratory route taken as a control variable.

We nevertheless show in appendix 2.F that all our main results do not depend on this

choice.

MSM is the number of months a refugee spent in Germany andMSMsq is its squared

term.

AsylumStatusi,t is a time varying individual level characteristic, measured at the time

of the survey t. It is a fixed effects term with four categories: "Asylum granted", "Tem-
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porary suspension of deportation", "Request to leave Germany" and "Decision pending".

Only the first two give refugees unrestricted access to the labour market in Germany, an

institutional feature we discuss in more detail in section 2.7.1.

λ̂i,c,t is an estimated Heckman correction term if the outcome of interest is the (log

of) income, which requires individuals to be employed. To identify the first stage of

the Heckman correction, the excluded variables are the residence of the spouse and the

location of the children.

αc captures country of origin fixed effects and βa refers to cohort of arrival fixed

effects, which we measure in three categories, 2013-2014, 2015 and 2016-2017, in the

baseline specification. δf reflects the German federal state in which the refugee is residing

at the time of the survey. We include the latter purely to gain precision as refugees are

not allowed to move freely and are assigned to a federal state initially upon arrival [Aksoy

et al., 2020].

Finally, εi,c,t,µ,a,f is an error term. All standard errors are obtained using delete-cluster

jackknife methods due to the estimated (unknown) λ̂i if the Heckman correction term is

included.6 In the results section we refer to the set of controls included in equation 2.1 as

"Baseline controls".

Since the survey has a longitudinal dimension but our variable of interest is non-

time-varying, we estimate equation 2.1 in two ways. First, we estimate the model as a

cross-section, (i) only using the first observation available of each individual to study the

effect of physical and financial victimisation on outcomes related to the (mental) health

and well-being. We use the first observation available to study these outcomes for two

reasons. First, when refugees were interviewed for the first time, they had spent only 19

months in Germany on average. Thus, their mental well-being related outcomes can be

expected to still be affected by negative experiences during the journey to Germany or in

their home country. Second, the potential reverse causality problem of mental well-being

and employment is minimised [Brown et al., 2010, Kassenboehmer and Haisken-DeNew,

2009]: Only 9.2% of our sample were employed in the month prior to the interview

when first surveyed. We then (ii) use the last observation in the sample to study the

effect of victimisation on economic integration outcomes. At this point, individuals had

spent an average of 31 months in the country and 21.8% were employed. While the
6The industry standard here is to cluster-bootstrap standard errors. Due to the large amount of fixed

effects in the regression, bootstrapping becomes computationally impossible. Note that the delete-cluster
jackknife method produces slightly more conservative standard errors than bootstrapping [Efron, 1992].
The estimated Heckman correction term is only included if statistically significant in the second stage.
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average difference between the first and last observation of each individual is therefore

only 12 months -and thus concerns about potential sample attrition due to selective return

migration are minimised- the additional variation we gain in our outcomes of interest is

considerable.

In a second step, we then also exploit the panel variation in the data and estimate a

(individual i) random effects model under the assumption that corr(εi,f,c,t, X) = 0.7 The

large number of time constant variables in the model - including the set of fixed effects

related to the time of migration and the origin of individuals - makes this key assumption

of a random effects model plausible in our setting [Wooldridge, 2010]. We note that, since

all asylum seekers naturally start their stay in Germany as economically inactive and the

likelihood of engaging in economic activity then increases over time, the panel estimates

that capture average effects over time are not directly comparable to the cross-sectional

estimates based on only the final observation of each individual.

2.4.2 Self-selection into migration to Germany at the origin

One of the key concerns in equation 2.1 as noted in section 2.3.4 is the bias the coeffi-

cients γ1 and γ2 may pick up due to potential selection effects at the country of origin.

In our setting, selection at the origin relates to the concept of migration at different lev-

els of expected victimisation risk. Since (past) cohort level victimisation rates can be

understood as a indirect measure of the (expected) journey risk, these findings require

careful consideration in our empirical strategy. We first note that limited evidence on

the self-selection of forced migrants at the origin at different expected journey risk levels

has started to emerge in recent academic literature. Aksoy and Poutvaara [2019] provide

suggestive evidence that intended destinations change when country-specific risk levels

are altered through stricter migration policies, with potential consequences for the cohort

composition. The authors further show that a higher conflict intensity at the origin leads

to self-selected migration of more highly educated asylum seekers, in particular among

female migrants. It follows that at an increased expected journey risk, which can also be

understood as an increase in migration cost, self-selection may become even more salient.

Despite controlling for individuals’ willingness to take risk, the route travelled and

conflict intensity at origin around the time of migration in our baseline specification, the

concerns around self-selection into migration at the origin can most efficiently be tackled
7Thus, this specification assumes that the individual-specific residual is uncorrelated with the explana-

tory variables X.
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by the use of a large set of fixed effects related to the country of origin and granular time

of migration. The detailed information on migrants’ journeys we obtain from our surveys

allows us to add interactive country-of-origin by year-month-of-migration fixed effects,

κc,m, to equation 2.1. We label this specification the Fixed Effects specification in our

regression tables and, due to its efficiency in eliminating self-selection dynamics, refer to

it as our preferred specification throughout this study.

2.4.3 Survivor bias

Not all forcibly displaced migrants who decide to embark on the journey to Germany make

it to their preferred destination. If the selection of asylum seekers who eventually reach

their targeted destination is a random subset of those individuals that initially decided

to migrate there, selection during the journey would not be an empirical concern when

studying the effect of victimisation during the journey on integration outcomes as long

as self-selection at the origin is accounted for. If granular country of origin by time of

departure fixed effects are integrated as suggested in section 2.4.2, these would absorb

random shocks to migration cohorts: Even if specific cohorts then show relatively higher

or lower victimisation rates, the restriction to within-departure-cohort variation would

prevent estimates on variables of interest to pick up systematic bias.8

However, changes in the difficulty of the journey may potentially have non-random

effects on the arrival cohort composition, even when narrowly conditioning on the selection

at the origin at different points in time. We refer to this empirical issue as survivor

bias. In theory, such change in the composition of asylum seeker arrival cohorts can

influence not only the probability of victimisation but also their performance on the

German labour market. While we are able to mitigate this concern by controlling for a

large set of observable characteristics, unobservable compositional arrival cohort changes

may introduce bias in regressions of integration outcomes on individual level victimisation

experiences.

To the best of our knowledge, no previous research exists that could inform our em-

pirical strategy with regards to survivor bias and the extent to which it is a concern in

our setting. Empirically, we therefore address the issue of survivor bias by deploying a

large set of dyadic departure - arrival fixed effects in robustness tests. In addition to our

preferred specification suggested in section 2.4.2, we thus estimate a model that includes
8The effect would be visible in changes in the number of arrivals at any given time but since our focus

is on the comparisons at the individual level, this does not impact our estimation strategy.
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year-month of arrival fixed effect, interacted with the year-month of departure and region

of origin, %c,m,a, thereby limiting the variation to even narrower categories within the re-

gion of origin, the month of departure and the month of arrival. Due to the inevitable loss

in degrees of freedom, we include broader categories of migrants’ origin as shown in table

2.22 in these interactive fixed effects, in addition to the country of origin fixed effects.

2.4.4 Further methods to address omitted variable bias

The rich set of background information available from the IAB-BAMF-SOEP survey data

allows us to control for pre-migration and selected post-migration characteristics, mitigat-

ing potential unobserved variable bias. Deploying a large set of fixed effects as explained

in 2.4.2 and 2.4.3 allows us to further capture institutional changes and cohort character-

istics that could otherwise bias the coefficients estimated on our variables of interest. A

standard drawback of including a large set of fixed effects is a loss of statistical precision,

which could lead to discarding estimated effects that show no significance at conven-

tional statistical levels. One way to more efficiently deal with the bias-variance trade-off

while mitigating concerns around theory-driven model specifications is the use of machine

learning methods for data-driven model selection. To test the sensitivity of our results to

our modelling choice, we therefore follow Belloni et al. [2014] who develop a ’post-double

selection’ (PDS) method to estimate separate least absolute shrinkage and selection oper-

ator (LASSO) regressions to find predictors of the selection equation(s) and the outcome

equation when many potential controls are available. Their procedure thus allows us

to consider all interactions and non-linearities that are not considered in theory-driven

specifications. Hence, instead of simply including the control variables as in 2.1, the

PDS approach considers all possible interactions and non-linearities between the control

variables and the country of origin and time of departure fixed effects. Furthermore, we

consider a set of additional control variables we did not include previously due to their

large number of missing values. These variables include: The use of a smuggler, the log

of the cost of the smuggler, the financing of the journey (e.g., sale of assets, borrowing,

savings, among others), means of transportation used to reach Germany (e.g., boat, car,

foot, train, plain), self-reported reason for migrating (e.g., persecution, discrimination,

economic, among others), having stayed in another country for three or more months

before coming to Germany, and the log of the duration of the journey in days.

We apply the PDS methodology to our two variables of interest, PhysicalV ictim and

FinancialV ictim and proceed in a post-triple selection procedure: In a first step, we
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estimate the final outcome equation using LASSO, excluding both the PhysicalV ictim

and the FinancialV ictim variable to obtain a first set of LASSO selected controls. In a

second step, we estimate the probability of physical and financial victimisation separately

on the same set of explanatory variables to obtain a second and third set of LASSO

selected controls. Finally, in a third step, we estimate a linear model similar to our

baseline equation 2.1 that includes the union of control variables selected by LASSO in

the various steps. A more technical explanation of the procedure is provided in appendix

2.D.

Despite controlling for a wide range of relevant pre-migration and selected post-

migration variables as well as accounting for selection effects at various stages of the

migratory journey, omitted variable bias cannot be ruled out with absolute certainty. We

therefore follow Oster [2019] to test if controlling for observables, and the stability of

the estimated coefficients on our variables of interest when conditioning on these, mit-

igates bias arising from unobservable factors. The technique suggested by Oster [2019]

thus informs us about the salience of omitted variable bias in our setting: It provides

an estimate of the relative importance of unobserved factors compared to those we do

observe. We implement her methodology for our preferred specification and first define a

value for Rmax, the hypothetical R-squared value of a fully specified model which includes

all relevant control variables. Oster [2019] recommends a value of Rmax = 1.3R̂, where

R̂ is the R-squared value obtained from the estimated model; we choose a slightly more

conservative approach and set the Rmax to 1.5R̂. In a second step, we then obtain the

δ that informs us about the relative importance of omitted variables compared to those

variables we condition our estimates on: For example, a value of δ = 1 means that unob-

served factors would have to be as important as those that are observed for γ1 and γ2 of

equation 2.1 to equal zero instead of the obtained estimate. We report the estimated δ

for our preferred specification in section 2.5.3.

2.4.5 Reliability of self-reported victimisation

Finally, one of the concerns when using sensitive survey data on victimisation is the

reliability of responses. In our setting, two particular sources of bias need to be ruled out,

which our data allows us to do under weak assumptions.

The first concern relates to a potential link between the employment status of respon-

dents and the willingness to answer questions on victimisation events - which can be either
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positive or negative. First, it is conceivable that employed individuals feel more comfort-

able to share their victimisation experience if employment is indicative of a relatively

more stable life that allows putting distance between the present and past experiences.

We refer to this concern as "willingness to answer bias". Second, unemployed individuals

could be more willing to answer the questions on victimisation events to justify the diffi-

culties they experience to integrate into the labour market. We refer to this concern as

"social desirability bias" [Krumpal, 2013]. The social desirability would bias estimates in

the opposite direction.

The willingness to answer bias and social desirability bias are largely addressed by the

panel structure of our data. Questions on victimisation events are only asked in the first

interview, when a large share of refugees had only arrived recently. At the time of the

first interview, the average time since migration was one year and eight months. Only

9.2% of refugees in our sample were employed at that time, a number we verify using IAB

administrative data for the subsample of refugees for which this information is available.

Thus, employment status is unlikely to make a large difference in the willingness to answer

the victimisation question. To further mitigate concerns around these sources of bias, we

regress the willingness to answer the victimisation questions on the employment status

reported during the first interview, using our preferred specification as outlined in section

2.4.2.9 The results of this exercise is shown in the left panel of table 2.25. None of the

estimated coefficients is significantly different from zero at any conventional level, leading

us to accept the null hypotheses of no "willingness to answer" and no "social desirability"

bias.

The second potential source of bias relates to a potential systematic misreporting

of victimisation events: We rely on the truthful reporting of victimisation experiences

among those who agreed to answer questions related to these negative experiences. With-

out further investigation, it is conceivable that individuals who reported victimisation

experiences are the ones who feel comfortable to report these because the experienced

events were not traumatic to them. On the other hand, those who did not report victim-

isation events could have been most severely affected by traumatic events. In this case,

the victimisation indicators would paradoxically capture the opposite of what they intend

to measure.

We first note that the structure of the survey questions largely reduces this concern.

Before any journey-related or victimisation-related questions are asked, individuals are
9We use our full sample of respondents who agreed and did not agree to answer the victimisation-

related questions.
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explicitly confronted with the following introductory question: "Next, we have a few

questions about the experiences connected with your escape. Some of the questions will

be about negative experiences. Would you like to answer questions about this subject

or would you prefer not to answer these questions?" Thus, individuals are given the

opportunity not to answer questions related to their own victimisation experiences. Once

individuals agree to reply to this set of questions, the assumption that they will reply to

these questions truthfully becomes plausible.

Based on the answers respondents give regarding their willingness to reply to questions

about negative experiences during the journey, we can further test the representativeness

of the subsample of those who were willing to reply to these questions. The right panel of

table 2.25 shows the results of regressing individuals’ employment status in the last avail-

able survey wave on the willingness to respond to journey-related questions, again using

our preferred specification. We do not find the willingness to respond to victimisation-

related questions to be a significant predictor of employment outcomes. Thus, we conclude

that the underlying characteristics that predict whether or not an individual is willing to

respond to sensitive survey questions in our setting are either unrelated to our outcomes

of interest or fully accounted for by the included covariates.

2.5 Results

In this section, we first discuss the main results which link victimisation on asylum seekers’

journey to Germany to the (mental) well-being outcomes and the economic integration in

subsection 2.5.1. We then turn to employment outcomes in subsection 2.5.2 and present

our test results for the significance of unobserved confounders in subsection 2.5.3.

Two tradeoffs need to be balanced in our regression analyses. First, the large amount

of fixed effects we introduce based on our rationals presented in sections 2.4.2 and 2.4.3

absorb a lot of the variation in our outcomes. They effectively deal with bias due to

selection effects but lead to a loss in statistical precision. Second, some of the information

on the arrival time we require to construct the dyadic time of departure - month of

arrival categorical variable is not available for all individuals, decreasing the sample size.

Our analyses throughout the paper suggest that these tradeoffs are best balanced by

adding fixed effects on the country of origin, the time of departure and their interaction

as suggested in section 2.4.2. We therefore refer to this specification as our preferred

specification. All other results derived from specifications discussed in the previous section
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are nevertheless shown for completeness and robustness. Simplified regressions that do

not include any control variables, as well as alternative specifications excluding covariates

that could potentially be considered outcomes of victimisation events are presented in

appendix 2.F for all main results. We further show the estimated coefficients for all

control variables included in our preferred specification in appendix 2.H.

Before turning to the main results, we return to the question of group-level differences

between victimised and non-victimised migrants raised in section 2.3.4. Table 2.2 shows

a conditional balance test, under the null hypotheses that individual-level characteristics

do not predict victimisation events once the selection dynamics outlined in section 2.4

are accounted for. To test these multiple hypotheses, the physical victimisation indica-

tor and the financial victimisation indicator are regressed on a set of backward reported

pre-migration indicators respectively, conditional on their geographical origin, the time of

migration (and their interaction term), and the migration route as suggested by our pre-

ferred specification. Physical victimisation is further conditioned on having experienced

financial victimisation, while financial victimisation is conditioned on the experience of

physical victimisation. The regression outcomes are shown in column (1) and (2). Column

(3) and (4) then additionally condition on the the time of arrival.
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Physical Victim. Financial Victim. Physical Victim. Financial Victim.
(1) (2) (3) (4)

Female 0.00228 -0.0182 0.00346 -0.0172
(0.0245) (0.0268) (0.0246) (0.0268)

Age 0.00183 -0.00335 0.00158 -0.00385
(0.00630) (0.00662) (0.00631) (0.00663)

Age squared -6.21e-05 1.31e-05 -5.93e-05 1.77e-05
(8.21e-05) (8.71e-05) (8.22e-05) (8.72e-05)

Willingness to take risk 0.00110 0.00325 0.00110 0.00338
(0.00310) (0.00327) (0.00310) (0.00327)

Resilience -0.00163 -0.000257 -0.00165 -0.000376
(0.00310) (0.00329) (0.00310) (0.00330)

Life satisfaction BFM -0.00158 0.00842* -0.00167 0.00803*
(0.00473) (0.00484) (0.00473) (0.00486)

Health satisfaction BFM -0.00340 -0.0187*** -0.00330 -0.0185***
(0.00514) (0.00527) (0.00515) (0.00527)

Employed BFM 0.0265 0.0583** 0.0271 0.0579**
(0.0270) (0.0285) (0.0270) (0.0285)

Education: Secondary 0.0238 0.0914*** 0.0229 0.0882***
(0.0280) (0.0293) (0.0280) (0.0293)

Education: Vocational -0.0379 -0.0199 -0.0392 -0.0218
(0.0408) (0.0427) (0.0408) (0.0427)

Education: Tertiary -0.0471* 0.0636** -0.0490* 0.0581**
(0.0263) (0.0291) (0.0265) (0.0291)

German skills BFM: Good -0.165* -0.193** -0.159 -0.171*
(0.0984) (0.0879) (0.0991) (0.0887)

Economic Situation BFM < Avg 0.0231 -0.0103 0.0225 -0.00998
(0.0289) (0.0303) (0.0289) (0.0303)

Friends helped to move -0.0404 -0.0829*** -0.0399 -0.0868***
(0.0253) (0.0268) (0.0253) (0.0267)

Arrived alone 0.00759 -0.00336 0.00817 -0.00503
(0.0266) (0.0279) (0.0266) (0.0279)

Observations 2,314 2,314 2,314 2,314
R-squared 0.229 0.158 0.230 0.163
C.origin*Departure FE Yes Yes Yes Yes
Migration Route FE Yes Yes Yes Yes
Cohort FE No No Yes Yes
Physical Victimisation Yes No Yes No
Financial Victimisation No Yes No Yes

Huber-White SE; *p<.1; **p<.05; ***p<.01
Note: BFM stands for backward reported "before migration" information. The term FE indicates fixed effects. The term
cohort refers to the year-month of arrival in Germany. Willingness to take risk, Life satisfaction BFM and Health satisfaction
BFM are measured on a scale from 1 (low) to 10 (very high). The baseline category for the education variable is below
secondary education. The baseline category for the dummy variable "German skills BFM: Good" is no or very limited
German skills before migration. The baseline for the dummy variable "Economic Situation BFM < Avg" is "Economic
Situation BFM > Avg" and refers to the economic situation of individuals compared to the population in their country of
origin. "Friends helped to move" and "Arrived alone" are dummy variables capturing if migrants received help from friends
during their migratory journey and whether they arrived alone respectively.

Table 2.2: Conditional balance test

The results show a balanced sample for the physically victimised (columns 1 and 3).

We note that, on average, tertiary educated individuals and those who spoke German be-

fore their forced displacement are slightly less likely to experience physical victimisation.

This difference is only statistically significant at the 10 percent level (1), is no longer vis-

ible for the German language indicator when conditioned on cohort fixed effects (3) and

could be the result of multiple hypotheses testing. Nevertheless, our estimations will rou-

tinely control for these variables. Experiencing financial victimisation, on the other hand,

is unsurprisingly correlated with indicators that identify the wealth status of individu-

als (columns (2) and (4)). Higher levels of education and employment before migration

both predict financial victimisation events, likely due to the necessary condition of initial
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financial endowment to suffer financial losses. Our data allows us to control for a wide

range of pre-migration wealth indicators, mitigating the issue. Similarly, individuals who

could rely on friends to help with their migratory journey - and are therefore less likely

to be involved with escape agents - show a lower probability of victimisation on average.

Finally, life and health satisfaction are further significant predictors of financial victimi-

sation, albeit in opposing directions. Our suggestive interpretation is that life satisfaction

is correlated with financial victimisation via its link to financial endowment, whereas in-

dividuals of relatively worse pre-migration health are easier targets for criminal actors.

In sum, we conclude that while the sample of physically victimised migrants is balanced

along a wide range of individual level pre-migration characteristics once conditioned on

geography and the timing of migration, financial victimisation events occur less randomly.

While our data allows us to control for a large set of potentially confounding variables to

mitigate the problem, we deploy several additional tests, outlined in 2.4.4, to study the

significance of unobserved factors that could bias our results.

2.5.1 Main results

We first turn to the results on the encompassing measures of mental well-being in table

2.3.

Cross Section Panel Data
Benchmark Fixed effects Dyadic FE PDS Benchmark Fixed effects

Panel A: Life Satisfaction (1) (2) (3) (4) (5) (6)
Physical victim. -0.150 -0.170* -0.236* -0.214** -0.106 -0.161**

(0.0935) (0.0978) (0.129) (0.1000) (0.0703) (0.0741)
Financial victim. -0.0868 -0.105 -0.178 -0.133 -0.0696 -0.0996

(0.0914) (0.0978) (0.126) (0.0974) (0.0687) (0.0734)

R-squared 0.289 0.351 0.438
Panel B: Health Satisfaction (1) (2) (3) (4) (5) (6)
Physical victim. -0.214** -0.281** -0.230 -0.263** -0.176** -0.261***

(0.109) (0.117) (0.148) (0.115) (0.0848) (0.0909)
Financial victim. -0.222** -0.181 -0.299** -0.280** -0.151* -0.153*

(0.106) (0.114) (0.148) (0.113) (0.0816) (0.0876)

R-squared 0.269 0.331 0.414
Observations 2,261 2,261 1,711 2,109 4,864 4,864
Baseline Controls Yes Yes Yes Some Yes Yes
C.origin*Departure FE No Yes Yes Some Yes Yes
R.origin*Departure*Arrival FE No No Yes Yes No No

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable captures self-reported life satisfaction or self-reported health satisfaction on a scale from 1 to 10, 10 being the
highest. Columns (1) to (4) use observations corresponding to the date of the first interview conducted, 19 months after arrival on average.
Panel data results are derived from a random effects specification. The term FE indicates fixed effects. PDS refers to the post double-selection
LASSO regressions. The term departure refers to the year-month of forceful displacement from the home country. Arrival FE refers to the
year-month of arrival in Germany. C.origin is the country of origin. R.origin is the wider region of origin by continent. Since the precise
information on the year-month of arrival is not available for all individuals, the dyadic FE regressions are estimated only on the subset of
individuals where this information is available. The PDS is estimated on the same sample as the Fixed Effects regression, but drops singleton
observations.

Table 2.3: Health and Life Satisfaction After Migration
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Throughout specifications, the effect of physical victimisation on life satisfaction at the

time of arrival in Germany is negative (panel A). All estimated coefficients are statistically

significant at the 10% level or close to that threshold. In our preferred specification

(column (2)), the magnitude of the coefficient is 0.170, which corresponds to a decrease of

approximately 10% in the standard deviation of the measure. The estimated coefficients

are stable across specifications. Financial victimisation also shows a negative effect on

life satisfaction across specifications, but the estimated coefficients are smaller and less

precisely estimated.

Turning to the self-reported health outcomes in table 2.3 confirms these results (panel

B). In our preferred specification of column (2), physical victimisation decreases self-

reported health by 0.281 points (p<.05), again corresponding to approximately 10% in

the standard deviation of the measure. The estimated coefficient is again stable across

specifications. The negative effect of financial victimisation on self-assessed health is also

visible across specifications, albeit being of smaller magnitude in out preferred specifica-

tion (column 2). In summary, two main findings confirm the effect of victimisation on

mental well-being and health established in previous studies on the general (non-refugee)

population [Mahuteau and Zhu, 2016, Dolan et al., 2005, Johnston et al., 2018]. First, the

event of victimisation has a negative effect on both measures. Second, physical victim-

isation leaves a stronger effect on the overall well-being of individuals and a marginally

stronger effect on individuals’ self-assessed health compared to financial victimisation. In

appendix 2.C, we split the health measure into a physical and mental component and

show that the overall result is driven by a combination of both.

Table 2.4, panel A, then turns to the effect of physical and financial victimisation on

general economic activity, defined as those in the labour force or pursuing host-country

specific education.
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Cross Section Panel Data
Benchmark Fixed effects Dyadic FE PDS Benchmark Fixed effects

Panel A: LFP or Education (1) (2) (3) (4) (5) (6)
Physical victim. 0.0378** 0.0384** 0.0362 0.0278 0.0314** 0.0384***

(0.0177) (0.0189) (0.0253) (0.0191) (0.0135) (0.0148)
Financial victim. -0.0106 -0.0076 0.0128 -0.0098 0.0084 -0.0018

(0.0174) (0.0183) (0.0244) (0.0186) (0.0134) (0.0145)

R-squared 0.245 0.311 0.386
Panel B: LFP (1) (2) (3) (4) (5) (6)
Physical victim. 0.0546*** 0.0579*** 0.0525** 0.0442** 0.0402*** 0.0513***

(0.0179) (0.0192) (0.0258) (0.0192) (0.0137) (0.0150)
Financial victim. -0.0087 -0.0089 0.0161 -0.0056 0.0120 -0.0035

(0.0178) (0.0188) (0.0250) (0.0187) (0.0136) (0.0147)

R-squared 0.251 0.315 0.392
Panel C: Education and Training (1) (2) (3) (4) (5) (6)
Physical victim. -0.0266** -0.0296** -0.0293* -0.0249* -0.00783 -0.0128

(0.0116) (0.0127) (0.0168) (0.0129) (0.0080) (0.0096)
Financial victim. -0.0002 -0.0007 0.0022 0.0051 -0.0067 -0.0033

(0.0118) (0.0125) (0.0156) (0.0127) (0.0079) (0.0091)

R-squared 0.115 0.210 0.301
Observations 2,314 2,314 1,754 2,159 4,864 4,864
Baseline Controls Yes Yes Yes Some Yes Yes
C.origin*Departure FE No Yes Yes Some Yes Yes
R.origin*Departure*Arrival FE No No Yes Yes No No

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable is binary and takes the value 1 for individuals in the labour force or in education (Panel
A), in the labour force (Panel B) or pursuing host-country education or training (Panel C). LFP stands for Labour force
participation. Columns (1) to (4) use observations corresponding to the last interview conducted, 31 months after arrival on
average. Panel data results are derived from a random effects specification. The term FE indicates fixed effects. PDS refers
to the post double-selection LASSO regressions. The term departure refers to the year-month of forceful displacement from
the home country. Arrival FE refers to the year-month of arrival in Germany. C.origin is the country of origin. R.origin is
the wider region of origin by continent. Since the precise information on the year-month of arrival is not available for all
individuals, the dyadic FE regressions are estimated only on the subset of individuals where this information is available.
The PDS is estimated on the same sample as the Fixed Effects regression, but drops singleton observations.

Table 2.4: Economic Activity
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We do not find a negative effect of victimisation during the journey on general economic

activity in the cross-sectional regressions (1) to (4) estimated on individuals who, on

average, had spent 31 months in Germany. In our preferred specification of column

(2), physical victimisation has a positive effect on being economically active (p<.05).

These results are further confirmed in the panel regressions (5) and (6). Since these

panel regressions include observations of the same individuals at an earlier point in time

(when individuals had spent 19 months in Germany on average) and the cross-sectional

regressions do not include these, the stability of coefficients when comparing the cross-

sectional and panel results is noteworthy; the findings suggest that the gap in economic

activity between physically and non-physically victimised already opens up at least 19

months after arrival. No such effect can be found for the financially victimised.

To shed more light on the drivers of this finding, table 2.4, panel B, shows the re-

sults of the regressions of labour force participation on our victimisation measures. The

coefficients on labour force participation show a strong, precisely estimated positive asso-

ciation of physical victimisation and joining the labour force across all specifications. In

our preferred specification of column (2), this effect is estimated at 5.8 percentage points

(p<.01). The effect remains visible and of only slightly smaller magnitude in the panel

specifications (5) and (6), suggesting that physically victimised individuals indeed join the

labour force sooner upon arrival. We do not find the same association between financial

victimisation and labour force participation, where the estimated effect is close to zero

across all specifications.

Table 2.4, Panel C, then shows the regression outcomes of the effect of victimisation on

pursuing host-country education and training. By design, the results complement those

of Panel A and Panel B. Physical victimisation significantly decreases the propensity

to pursue host-country specific education or training across all specifications. In our

preferred specification of column (2), this negative effect reaches 3.0 percentage points, a

very sizeable decrease considering that the total share of refugees in our sample pursuing

education or training stands at 7.8 percentage points 31 months after arrival (see table

2.20). Three points are further noteworthy: First, the panel regressions of column (5)

and (6) suggest that this effect only becomes visible after some time in the country. The

estimated coefficients are smaller in magnitude and no longer distinguishable from zero

when including observations on the same individuals closer to arrival. Second, the lower

share of physically victimised refugees in education and training does not entirely close

the gap to the higher labour force participation of the same group shown in table 2.4. In

combination, these two observations suggest that the barriers to pursuing host-country
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education are higher and education opportunities open to refugees require more time to

search for than joining the labour force. Finally, the coefficients estimated on the financial

victimisation indicator again show no effects across all specifications.

In summary, our findings indicate that the physical victimisation event i) increases the

propensity to join the labour force early on and ii) decreases the propensity to pursue host-

country education and training. The results in the three panels of table 2.4 thus suggest

that the act of physical victimisation leads to a distortion in the timing of labour force

entry, which appears to dominate the more general well-being related effects that would

likely lead to lower economic activity rates. We interpret these findings as supportive of

the "loss of future directedness" hypothesis.

In section 2.5.2, we further put this hypothesis to the test by explicitly i) considering

whether the higher labour force participation rates indeed result in higher employment

rates, ii) analysing the type of employment victimised individuals engage in vis-à-vis

the non-victimised and iii) shedding more light on the timing of first employment when

comparing the different groups.

2.5.2 Employment outcomes

Our findings shown in section 2.5.1 strongly support the idea that the act of physical

victimisation reduces future-oriented thinking among the affected. This section more

explicitly considers the consequences of an early labour force entry: If the "loss of fu-

ture directedness" was indeed a relatively stronger driving force within the group of the

physically victimised, we would expect a lower reservation wage and thus a relatively

higher take-up of readily available low-income employment among those who experienced

physical victimisation events on their journey to Germany.

Table 2.5 shows regression results with different types of employment rates as the

dependent variable for the full sample of refugees. We focus on the whole population as

the underlying population - rather than only those in the labour force - to make these

regressions directly comparable to those in table 2.4. We nevertheless report the same

employment rates for only those in the labour force in appendix 2.G. We further only

report results for our preferred specification in both the cross-section and the panel in all

subsequent analyses.
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Employment Any employment Full-time Part-time or marginal Log of income
Cross S. Panel D. Cross S. Panel D. Cross S. Panel D. Cross S. Panel D.

(1) (2) (3) (4) (5) (6) (7) (8)
Physical victim. 0.0435** 0.0326** 0.0132 0.00931 0.0303** 0.0236** -0.163 -0.128

(0.0190) (0.0134) (0.0148) (0.0104) (0.0147) (0.0106) (0.123) (0.108)
Financial victim. 0.0027 0.002 0.0059 0.0039 -0.0032 -0.0028 -0.0343 -0.00967

(0.0185) (0.0128) (0.0145) (0.0098) (0.0142) (0.0100) (0.122) (0.107)
Observations 2,314 4,864 2,314 4,864 2,314 4,864 408 750
R-squared 0.258 0.239 0.152 0.372
C.origin*Departure FE Yes Yes Yes Yes Yes Yes Yes Yes
Baseline Controls Yes Yes Yes Yes Yes Yes Yes Yes

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable is binary and takes the value 1 for employed individuals, with regressions showing employ-
ment outcomes for any employment ((1) and (2)), full-time employment ((3) and (4)) and part-time or marginal employment
((5) and (6)). When employment is split up, the other types of employment are set to zero. All samples use observations
corresponding to the last interview conducted, 31 months after arrival on average; Columns (7) and (8) are estimated on
the sample of individuals employed after 31 months. Columns (1), (3), (5) and (7) show the results of a cross-sectional
regression on the last interview conducted. Columns (2), (4), (6) and (8) are derived from a random effects panel specifica-
tion. The term FE indicates fixed effects. The term departure refers to the year-month of forceful displacement from the
home country. C.origin is the country of origin.

Table 2.5: Employment

The results in table 2.5 indeed suggest that the higher labour force participation

among physically victimised is driven by an increased uptake in part-time and marginal

employment vis-à-vis the non-victimised. Column (1) reports the estimated difference in

employment rates between physically victimised refugees and the non-victimised for the

last observation available of each individual, at an average duration of stay in Germany of

31 months. It is 4.4 percentage points higher than the employment rate among the non-

victimised at that point. The panel regression of column (2) - which again includes earlier

observations of the same individuals when employment rates were closer to zero and esti-

mates the average employment gap over time - confirms this result. In line with the "loss

of future directedness" hypothesis, early employment uptake is characterised by a poor

quality of jobs available to refugees. More than two thirds of the gap in the employment

rate is explained by employment in part-time and marginal jobs (columns (5) and (6)).

Less than one third of the effect is explained by full-time employment, a magnitude that is

no longer statistically distinguishable from zero at conventional statistical levels (columns

(3) and (4)). Column (7), estimated only on the sample of employed refugees, provides

suggestive evidence that 31 months after arrival, these differences already result in a 16%

wage gap between the non-physically-victimised and the physically victimised. We note

that this difference is likely to increase in the future when the non-physically-victimised

complete their training and education, an idea further supported by the slightly smaller

coefficient estimated in the panel regression of column (8) where earlier observations are

included in the sample.

We have so far not conclusively addressed the question of the timing of employment
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uptake of victimised individuals compared to the non-victimised: While comparing the

cross-sectional results in column (1), which only contain the last observation of each

individual, to the panel results (column (2)) of table 2.5 strongly suggests that joining

the labour force early allows for faster access to part-time and marginal employment only,

the larger sample size in the panel regressions could also simply add statistical precision

to the estimates. To shed more light on the timing of first employment in Germany, we

turn to the linked employment biography data, which contains information on the date of

first employment. Figure 2.1 shows the unconditional Kaplan-Meier curve of time to first

employment, where failure is defined as obtaining employment and the x-axis shows the

number of months since arrival in Germany. The analysis is based on a subsample of 1,625

survey respondents who gave their consent to be linked to administrative employment

records. Of these individuals, 751 obtained employment at some point over the observation

period; we note that this share is larger than the 21.8% in our cross-sectional regressions.

The difference is explained by the IEB data extending beyond the last available survey

wave. The cross-sectional regressions we presented so far thus correspond to the 31-

months-point on the x-axis.

Figure 2.1: Kaplan-Meier estimates of time to first employment

The left hand-side graph in figure 2.1 shows that, compared to the non-victimised

refugees, physically victimised refugees obtain employment faster. The gap starts to open

around 18 months after arrival, a dynamic we explicitly analyse further in section 2.7.1.

The right hand-side graph shows the same comparison for the financially victimised, where

we again do not detect any effect. Table 2.6 further reports the estimated output of the

simple cox proportional hazard model.

60



Time to employment

Physical victimisation 0.209***
(0.0782)

Financial victimisation 0.00746
(0.0772)

Observations 1,625
*p<.1; **p<.05; ***p<.01

Table 2.6: Cox proportional hazard model

The parameter estimates show the increase in the expected log of the relative hazard for

the physical victimisation and financial victimisation groups vis-à-vis the non-victimised.

Exponentiating the parameter estimates shows that the expected hazard, equal to finding

employment, is 1.23 times higher for the physically victimised than the non-victimised

on average. Although not causal, these results lend further support to the interpretation

that physical victimisation events lead to a more present-oriented mindset that attaches

more value to immediate payoffs.

We demonstrated in table 2.5 that early employment uptake is generally characterised

by part-time and marginal employment (columns 5 and 6). The IEB contains further

information on the level of task requirement for a subset of 569 of the 751 employed

individuals in our sample, shown in table 2.7.

No F.V. F.V. No P.V. P.V. Total
% Obs % Obs % Obs % Obs % Obs

1 Unskilled/semi-skilled task 34.4 116 33.6 78 30.9 111 39.5 83 34.1 194
2 Skilled task 46.9 158 45.3 105 47.4 170 44.3 93 46.2 263
3 Complex task 4.7 16 3.9 9 5.6 20 2.4 5 4.4 25
4 Highly complex task 13.9 47 17.2 40 16.2 58 13.8 29 15.3 87
Note: F.V. refers to financial victimisation and P.V. to physical victimisation. Classification of task level according to IEB
categories.

Table 2.7: Level of job requirement

The tabulation shows that physically victimised individuals seem to take up jobs with

unskilled or semi-skilled task requirements at a higher frequency. Row 1 of table 2.7 shows

that the excess share of physically victimised vis-à-vis the non-physically-victimised stands

at 8.6 percentage points; on the other hand, the employed share of physically victimised

in the skilled task, complex and highly complex task categories is relatively smaller. We

note two limitations of this analyses. First, the sample size in most categories is small

and should be interpreted with care. Second, since employment is measured at an early

stage after arrival, it is likely that the returns to host-country education are not yet fully

captured and will pay off at a later stage. Nevertheless, the analysis of skill-requirements
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for the jobs performed lends further support to the idea that faster employment uptake

among the physically victimised is characterised by low-skill employment.

2.5.3 Testing for the significance of unobserved confounding vari-

ables

The key identifying assumption we make in this study is that once we condition on the

geography and the timing of migration, and thus self-selection into migration at different

expected victimisation levels, the coefficients we obtain on the victimisation variables

themselves are unbiased. To strengthen that case, our main regressions further control for

a wide range of individual level (pre-migration) socio-economic characteristics to mitigate

the risk of omitted variable bias. A further test to assess the likelihood of unobserved

confounders as the driving force behind our results was developed by Oster [2019]. In this

section, we follow her methodology as laid out in 2.4.4 and estimate how large the effect

of unobserved variables would have to be to obtain zero-coefficients on the victimisation

indicators in our preferred specification.

Table 2.8 shows the estimated δ values corresponding to the results of our preferred

specification in tables 2.3 (Panel A and B column (2)), 2.4 (Panel A, B and C, column

(2)), and 2.5 (column (1), (3) and (5)).

Main Outcomes Life Sat. Sat. Health LFP& Educ. LFP Educ.
(1) (2) (3) (4) (5)

δ (Physical victim.) 1.919 -12.32 1.990 2.697 36.51
δ (Financial victim.) 0.761 2.589 -0.338 -0.315 1.111

Observations 2,266 2,269 2,314 2,314 2,314
R-squared 0.352 0.331 0.306 0.310 0.209
Employment Outcomes All employ. FT employ. Part-Time or marginal

(6) (7) (8)
δ (Physical victim.) 1.572 0.588 7.009
δ (Financial victim.) 0.0389 0.254 -0.338

Observations 2,314 2,314 2,314
R-squared 0.297 0.239 0.178
Notes: The table shows the estimated δ values based on a test for the salience of unobserved confounders following Oster
[2019], which show the relative importance of omitted variables compared to those variables we condition our estimates
on. The Rmax, the hypothetical R-squared value of a fully specified model, is set to 1.5R̂ where R̂ is the R-squared value
obtained from the respective estimated model. These R̂ are obtained from our preferred specification in tables 2.3 (Panel
A and B column (2)), 2.4 (Panel A, B and C, column (2)), and 2.5 (column (1), (3) and (5)). LFP means labour force
participation. Educ. means education.

Table 2.8: Oster Test
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We first turn to the test results obtained on physical victimisation events. All obtained

δ values clearly indicate that the explanatory power of omitted variables would have

to be very large compared to those variables included in the model for the estimated

coefficients on physical victimisation to be zero. For example, in table 2.4, C, column (2),

we estimate that refugees who were physically victimised on their journey to Germany

were 3 percentage points less likely to be in education or training 31 months after arrival

compared to the non-physically victimised. For the obtained coefficients to be zero instead,

unobserved variables would have to be 36.5 times larger than those control variables

included in the model. The only value below the δ = 1 threshold recommended by Oster

[2019] is the obtained coefficient obtained on full-time employment in table 2.5, column

(3). However, the coefficient is not statistically significant from zero at any conventional

level in our estimation and the result is therefore unsurprising. In sum, all test results

suggest that the estimated effect of physical victimisation on integration outcomes are

highly robust to omitted variable bias.

Unsurprisingly, almost all obtained δ values on the estimated financial victimisation

coefficients lie below the δ = 1 threshold: None of them are significantly different from

zero at any conventional level in our main regressions, suggesting no effect of financial

victimisation events during the flight to Germany on individuals’ well-being and economic

integration outcomes.

2.6 Robustness

In this section, we show the results using alternative ways of aggregating the victimisation

experiences in subsection 2.6.1 and for specific types of victimisation events in subsection

2.6.2. We then present a range of split-sample regressions to show that the main results

are not driven by any particular subsample in the data. Subsection 2.6.3 shows the main

results split by major countries of origin, subsection 2.6.4 splits the sample by gender,

and subsection 2.6.5 zooms in on different arrival cohorts.

2.6.1 Effects by sum of physical victimisation and sum of financial

victimisation events

We start by showing that our results are robust to different specifications of the physical

and financial victimisation. In particular, one of our modelling choices in the analyses so
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far has been to code the victimisation events as binary indicators. For our integration

outcomes, this choice implicitly assumes that once individuals had to endure a physical or

financial victimisation event, additional victimisation events do not alter their well-being

and behaviour further. In this subsection, we relax this assumption and explicitly consider

the precise number of victimisation events individuals endured. Table 2.9 summarises the

number of physical (financial) victimisation events by the share of individuals who endured

them. The acronym P.V.E. denotes physical victimisation events(s) and F.V.E. financial

victimisation events(s).

Physical victimisation Financial victimisation
Variable Mean Std. Dev. Variable Mean Std. Dev.
None 0.641 0.48 None 0.61 0.488
1 P.V.E 0.249 0.433 1 F.V.E 0.24 0.427
2 P.V.E 0.091 0.288 2 F.V.E 0.114 0.318
3 P.V.E 0.018 0.134 3 F.V.E 0.035 0.185
4 P.V.E 0.001 0.029

N 2314 N 2314

Table 2.9: Summary statistics - number of physical and financial victimisation events

In table 2.10 we first turn to the regression results of our preferred specification using

a linear and a squared measure of the number of physical victimisation events, that ranges

from zero to a maximum of four, and of the number of financial victimisation events, that

ranges from zero to a maximum of three.

LFP & Educ. LFP Educ. All employ. FT employ. Part-Time or marginal
(1) (2) (3) (4) (5) (6)

Number of physical victim. 0.0221 0.0511* -0.0427** 0.0598** 0.0067 0.0532**
(0.0280) (0.0287) (0.0192) (0.0293) (0.0232) (0.0230)

Number of physical victim. squared 0.0028 -0.0071 0.0133 -0.0195 0.0026 -0.0221**
(0.0112) (0.0117) (0.00830) (0.0128) (0.0105) (0.0101)

Number financial of victim -0.0004 -0.0084 0.0065 0.0265 0.0256 0.001
(0.0282) (0.0288) (0.0197) (0.0291) (0.0230) (0.0230)

Number financial of victim. squared -0.0054 -0.0006 -0.0056 -0.0122 -0.0113 -0.0009
(0.0116) (0.0118) (0.0082) (0.0121) (0.0097) (0.0097)

Observations 2,314 2,314 2,314 2,314 2,314 2,314
R-squared 0.306 0.310 0.210 0.258 0.240 0.153
C.origin*Departure FE Yes Yes Yes Yes Yes Yes
Baseline Controls Yes Yes Yes Yes Yes Yes

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable is binary and takes the value 1 for individuals in employment/labour force participa-
tion/education, and zero otherwise. FT means full-time. LFP means labour force participation. Educ. means education.
Results are only shown for our preferred specification, corresponding to column (2) in the main result tables. The term
FE indicates fixed effects. The term departure refers to the year-month of forceful displacement from the home country.
C.origin is the country of origin.

Table 2.10: Number of victimisation experiences (continuous)

The results confirm our main results but their interpretation changes. Column (2)

now shows that any additional physical victimisation event increases the probability of

joining the labour force by 5.1 percentage points, an effect again driven by the take
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up of marginal and part-time employment (column 6) and at the cost of not pursuing

host-country education (column 3). We also note that the estimated coefficients on the

squared number of victimisation events are close to zero and not statistically significant

at any conventional level. Adding polynomials that allow for a more flexible curvilinear

relation between victimisation events and integration outcomes are therefore likely to be

unnecessary. Similar to our main results, we find no effect of financial victimisation events

on economic integration outcomes in Germany.

In table 2.11 we then turn to the results where the different number of victimisation

events enter as categorical variables, against the base category of zero victimisation events.

LFP & Educ. LFP Educ. All employ. FT employ. Part-Time or marginal
(1) (2) (3) (4) (5) (6)

1 P.V.E. 0.0443** 0.0623*** -0.0230* 0.0558*** 0.0111 0.0446***
(0.0209) (0.0212) (0.0138) (0.0210) (0.0163) (0.0165)

2 or more P.V.E. 0.0335 0.0510* -0.0360* 0.0082 0.0179 -0.0096
(0.0283) (0.0285) (0.0200) (0.0308) (0.0252) (0.0227)

1 F.V.E. 0.0009 -0.0054 0.0112 0.0062 0.0031 0.0031
(0.0204) (0.0210) (0.0146) (0.0212) (0.0166) (0.0165)

2 or more F.V.E. -0.0316 -0.0226 -0.0223 0.0066 0.0110 -0.0044
(0.0259) (0.0262) (0.0162) (0.0270) (0.0220) (0.0206)

Observations 2,314 2,314 2,314 2,314 2,314 2,314
R-squared 0.307 0.310 0.210 0.259 0.239 0.155
C.origin*Departure FE Yes Yes Yes Yes Yes Yes
Baseline Controls Yes Yes Yes Yes Yes Yes

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable is binary and takes the value 1 for individuals in employment/labour force participa-
tion/education, zero otherwise. The acronym P.V.E. denotes physical victimisation events(s) and F.V.E. financial victim-
isation events(s). LFP means labour force participation. Educ. means education. FT means full-time. Results are only
shown for our preferred specification, corresponding to column (2) in the main result tables. The term FE indicates fixed
effects. The term departure refers to the year-month of forceful displacement from the home country. C.origin is the country
of origin.

Table 2.11: Number of victimisation experiences (discrete)

The results show that the main results are driven by individuals in both categories,

those that experienced one and those that experienced multiple victimisation events,

with no clear pattern emerging. The less precisely estimated coefficients on the multiple

victimisation event category are likely a result of the smaller number of observations in this

group. Overall, we interpret the results of these alternative victimisation specifications as

a confirmation of our main results and the modelling choice of victimisation as a binary

indicator.

2.6.2 Effects by victimisation event

Our analyses so far did not differentiate between different types of victimisation events

individuals endured on their flight to Germany beyond a distinction between physical and
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financial harm. We therefore implicitly assumed that all physical and financial victimi-

sation events have a similar effect on economic integration outcomes. In this subsection,

we relax this specification and break down the binary physical and financial victimisation

indicators into their respective events. Table 2.12 shows the regression results for the

same economic integration measures as in all previous analyses, based on our preferred

specification.

LFP & Educ. LFP Educ. All employ. FT employ. Part-Time or marginal
(1) (2) (3) (4) (5) (6)

Exp. robbery -0.0251 -0.0112 -0.0299* 0.0180 -0.0038 0.0219
(0.0274) (0.0275) (0.0177) (0.0291) (0.0226) (0.0237)

Exp. extortion -0.0231 -0.0130 0.0088 -0.0359 -0.0385* -0.0137
(0.0249) (0.0253) (0.0175) (0.0254) (0.0202) (0.0192)

Exp. fraud -0.0017 -0.0104 0.0000 0.0182 0.0263 -0.0081
(0.0202) (0.0206) (0.0143) (0.0249) (0.0202) (0.0192)

Exp. sexual harass. 0.0180 0.0467 0.0061 0.164** 0.0110 0.153**
(0.0765) (0.0777) (0.0507) (0.0701) (0.0471) (0.0633)

Exp. shipwreck 0.0083 0.0231 -0.0123 -0.0131 -0.0028 -0.0103
(0.0254) (0.0256) (0.0157) (0.0255) (0.0191) (0.0196)

Exp. physical attack 0.0611** 0.0670*** -0.0346** 0.0488 0.0399* 0.0089
(0.0248) (0.0250) (0.0177) (0.0302) (0.0240) (0.0237)

Exp. incarceration 0.0205 0.0252 -0.0065 0.0117 0.004 0.0077

(0.0222) (0.0226) (0.0154) (0.0231) (0.0187) (0.0177)
Observations 2,314 2,314 2,314 2,314 2,314 2,314
R-squared 0.307 0.310 0.210 0.261 0.242 0.155
C.origin*Departure FE Yes Yes Yes Yes Yes Yes
Baseline Controls Yes Yes Yes Yes Yes Yes

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable is binary and takes the value 1 for individuals in employment/labour force participa-
tion/education, zero otherwise. FT means full-time. LFP means labour force participation. Educ. means education.
Results are only shown for our preferred specification, corresponding to column (2) in the main result tables. The term
FE indicates fixed effects. The term departure refers to the year-month of forceful displacement from the home country.
C.origin is the country of origin.

Table 2.12: Breakdown by type of victimisation event

We start by noting that the lack of an association between financial victimisation and

our economic integration outcome measures is generally not driven by opposing signs of

financial victimisation events that otherwise affect the outcome. Two individually es-

timated coefficients among the financial victimisation events show an association with

outcome measures that is significant at the 10% statistical level. Having experienced

robbery during the journey shows a negative association with pursuing host-country edu-

cation (column 3), while individuals who experienced extortion are moderately less likely

to be full-time employed (column 6). Absent other clear patterns, a suggestive explana-

tion for these findings is that, unlike fraud, robbery and extortion may be more likely to

occur concomitant with physical victimisation events. However, we also note that statis-

tical significance at the 10% level of two out of 18 coefficients estimated is well within the

expected range of randomly drawn coefficients and should therefore be interpreted with
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care. On the other hand, the results obtained on the physical victimisation events show

a much clearer pattern. Column (2) shows that events of sexual harassment, shipwreck,

physical attacks and incarceration are all positively linked to labour force participation,

while column (3), with the exception of sexual harassment, shows a negative association

of these events with pursuing host-country education. We further note that while the

estimated coefficients on the different physical victimisation events in table 2.12 are gen-

erally of the same sign, having experienced physical attacks has the strongest effect on

economic integration outcomes, both in magnitude and statistical precision. The find-

ing is well in line with the victimisation literature that finds physical abuse to be the

strongest predictor of mental well-being [Dolan et al., 2005, Mahuteau and Zhu, 2016,

Johnston et al., 2018]. A further suggestive explanation is that physical abuse directly

carried out by agents along the migration route leaves larger mental scars on victims than

second-order victimisation events such as shipwreck and short-term incarceration that are

only indirectly caused by perpetrators.

2.6.3 Heterogeneous effects by major countries of origin

One of the main concerns using sensitive survey data on victimisation is the reliability of

responses as discussed in subsection 2.4.5. In our setting, a further relevant problem is

that respondents could be inclined to over-report victimisation if they think vulnerability

is expected of them by the host community. This general problem of sensitive survey ques-

tions is exacerbated by the uncertain legal status many of the surveyed refugees faced at

the time of their first interview in 2016 when about 36 percent of the respondents were still

awaiting their asylum decision. Two institutional features alleviate this concern. First,

interviewers make it clear to all respondents that the survey is conducted independent of

the asylum procedure itself and information provided in the survey cannot be used against

surveyees. Second, asylum is granted based on individuals’ safety in their home country,

rather than during their journey. Nevertheless, some respondents may still give answers

they deem favourable with regards to their chances of receiving protection. If such mis-

reporting was systematically correlated with future individual labour market outcomes,

this could bias the estimated coefficients. We address the issue by splitting up our anal-

ysis by country of origin, exploiting the fact that Syrians who were displaced from Syria

between 2014 and 2016 are particularly unlikely to give socially desired survey responses.

Due to the war in Syria that spread across the entire country, the rate of Syrians who

were granted protection in Germany was extremely high and stood at 97 percent over
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our observation period. In fact, the German government acknowledged the general need

for protection of displaced Syrians and introduced so-called simplified asylum procedures

for Syrians already in November 2014. These allowed Syrian asylum seekers to get their

asylum status granted by simply filling in a ten-page questionnaire and by proving that

they were actually from Syria [Grote, 2018].10

Tables 2.13 show the results for the countries of origin where more than 100 respon-

dents are available, grouping Iraq and Iran as well as Afghanistan and Pakistan.

LFP Education
Syrian Iraq & Iran Afghanistan & Pakistan Syrian Iraq & Iran Afghanistan & Pakistan
(1) (2) (3) (4) (5) (6)

Physical victim. 0.0551** 0.0578 0.0623 -0.0190 -0.0124 -0.130***
(0.0228) (0.0503) (0.0745) (0.0156) (0.0267) (0.0488)

Financial victim. -0.0170 0.0708 0.0432 -0.00940 0.0382 -0.00181
(0.0219) (0.0526) (0.0685) (0.0153) (0.0236) (0.0378)

Observations 1,543 375 203 1,543 375 203
R-squared 0.272 0.378 0.588 0.182 0.423 0.500
C.origin*Departure FE Yes Yes Yes Yes Yes Yes
Baseline Controls Yes Yes Yes Yes Yes Yes

FT employed Part-Time or marginal
Syrian Iraq & Iran Afghanistan & Pakistan Syrian Iraq & Iran Afghanistan & Pakistan
(7) (8) (9) (10) (11) (12)

Physical victim. 0.00303 0.0586 -0.0761 0.0319* 0.0481 -0.00439
(0.0180) (0.0386) (0.0662) (0.0178) (0.0344) (0.0614)

Financial victim. 0.0115 0.00810 0.0388 -0.0127 0.0357 0.0741
(0.0172) (0.0374) (0.0522) (0.0173) (0.0327) (0.0525)

Observations 1,543 375 203 1,543 375 203
R-squared 0.162 0.286 0.504 0.089 0.251 0.509
C.origin*Departure FE Yes Yes Yes Yes Yes Yes
Baseline Controls Yes Yes Yes Yes Yes Yes

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable is binary and takes the value 1 for individuals in the labour force/education, zero otherwise.
FT means full-time. Results are only shown for our preferred specification, corresponding to column (2) in the main result
tables. The term FE indicates fixed effects. The term departure refers to the year-month of forceful displacement from the
home country. C. of origin is the country of origin.

Table 2.13: Outcomes by main country of origin

We conclude that the main results of physical victimisation are not driven by individ-

uals of any country of origin in particular. Columns (1), (2) and (3) show that physically

victimised individuals are more likely to join the labour force rather than pursuing host-

country specific education (columns 4, 5 and 6), regardless of their origin. We note that

the magnitude of effects is largest for migrants originating from Afghanistan and Pakistan

(columns 3 and 6). A likely explanation can be found in subsection 2.6.2: In our sample,

Afghans and Pakistanis were significantly more likely to experience physical abuse (28%)

than Syrians (10%) and individuals originating from Iraq or Iran (14%). The association

of physical victimisation with part-time employment (column 11, 12 and 13) on the other
10While at the time of the policy introduction there was public fear of abuse of these simplified pro-

cedures, a later assessment by the German Federal Office for Migration and Refugees found that 99.6
percent of applicants had filled in the questionnaires truthfully and were indeed Syrian Nationals [German
Federal Office for Migration and Refugees, 2020].
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hand is driven primarily by Syrians, both in magnitude and statistical precision. We

note that Syrians constitute by far the largest group and the more precisely estimated

results are therefore not unexpected. Financial victimisation shows no association with

economic integration measures across the different estimations, adding further robustness

to our main results.

2.6.4 Heterogeneous effects by gender

The asylum seekers entering into Germany between 2013 and 2017 mainly originated from

countries where women have culturally different economic roles than men [Fuchs et al.,

2020]. If individuals regress to a present-oriented mindset in response to victimisation

experiences, negative events occurring during the flight to Germany could have effects

on the economic integration of refugees that differ between men and women. For exam-

ple, if joining the labour force represents a bigger step for women than men, potentially

traumatic events and their negative effect on mental well-being may discourage women

relatively more from becoming economically active. Table 2.14 therefore shows the main

results of our preferred specification by gender.

LFP Education FT employ. Part-Time or marginal
Male Female Male Female Male Female Male Female
(1) (2) (3) (4) (5) (6) (7) (8)

Physical victim. 0.0422** 0.0641 -0.0195 -0.0351* 0.0268 -0.00236 0.0225 0.0439**
(0.0210) (0.0447) (0.0171) (0.0183) (0.0223) (0.00941) (0.0204) (0.0222)

Financial victim. -0.00164 0.0184 -0.000105 -0.00479 0.00727 0.0136 0.00103 -0.00224
(0.0206) (0.0426) (0.0168) (0.0194) (0.0215) (0.0110) (0.0192) (0.0235)

Observations 1,472 734 1,472 734 1,472 734 1,472 734
R-squared 0.261 0.319 0.227 0.300 0.244 0.249 0.171 0.185
C.origin*Departure FE Yes Yes Yes Yes Yes Yes Yes Yes
Baseline Controls Yes Yes Yes Yes Yes Yes Yes Yes

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable is binary and takes the value 1 for individuals in the labour force/education, zero otherwise.
FT means full-time. Results are only shown for our preferred specification, corresponding to column (2) in the main result
tables. The term FE indicates fixed effects. The term departure refers to the year-month of forceful displacement from the
home country. C. of origin is the country of origin.

Table 2.14: Outcomes by Gender

The results indicate that both men and women are affected very similarly by victimi-

sation events. While noting that the smaller samples lead to a loss in statistical precision,

the estimated coefficients on physical victimisation in columns (2) and (4) indicate that

physical victimisation events affect women’s decision to join the labour force instead of

pursuing host-country education at an even larger magnitude than men’s (column 1 and

3). For both men and women, the higher probability to join the labour force follow-

ing physical victimisation only increases the uptake of part-time employment (columns 7
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and 8). Financial victimisation shows no association with economic integration outcomes

when splitting the sample between men and women. We therefore conclude that our main

results are not driven by any gender in particular.

2.6.5 Heterogeneous effects by arrival cohort

One of the main challenges in the setting at hand is to separate selection effects at different

expected victimisation (and thus, risk) levels from individual level effects of victimisation.

In our empirical strategy laid out in section 2.4, we discuss our approach in detail and

argue that narrowly defined fixed effects relating to both the time and geography of mi-

gration (and their interaction) are necessary to mitigate the issue. A related issue is that

asylum seeker arrival cohorts may differ significantly in their composition over time for

entirely exogenous reasons: Displacement happens in different geographical regions at dif-

ferent points in time, leading to heterogeneous arrival cohorts that reach their destination

when labour market conditions are potentially more or less favourable to integration. If,

for example, arrival cohorts differ along their educational attainment and also face a dif-

ferent victimisation risk, this could provide an explanation for between-cohort differences

in labour market outcomes. While our empirical specification discussed in section 2.4.3

covers this issue by including dyadic fixed effects that limit variation to within-cohorts, it

is worth exploring if our results are driven by any arrival cohort specifically. To do so, we

split the sample by the different arrival cohorts. The regression results for three different

cohorts arriving in Germany in 2013-2014, 2015 and 2016-2017 are shown in table 2.15.
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LFP Education
2013-2014 2015 2016-2017 2013-2014 2015 2016-2017

(1) (2) (3) (4) (5) (6)
Physical trauma 0.0338 0.0487** 0.157** -0.0295 -0.0318** -0.0196

(0.0567) (0.0229) (0.0751) (0.0419) (0.0152) (0.0458)
Financial trauma -0.0515 0.00365 0.0375 0.000815 0.0110 -0.0440

(0.0507) (0.0226) (0.0722) (0.0453) (0.0145) (0.0468)
Observations 408 1,527 292 408 1,527 292
R-squared 0.526 0.299 0.463 0.425 0.190 0.321
C.origin*Departure FE Yes Yes Yes Yes Yes Yes
Baseline Controls Yes Yes Yes Yes Yes Yes

FT employ. Part-Time or marginal
2013-2014 2015 2016-2017 2013-2014 2015 2016-2017

(7) (8) (9) (10) (11) (12)
Physical victim. -0.0135 0.0003 0.0202 0.0510 0.0274 0.0339

(0.0536) (0.0176) (0.0378) (0.0666) (0.0172) (0.0547)
Financial victim. -0.0557 0.0276 0.0345 -0.0871 -0.0118 0.107*

(0.0497) (0.0179) (0.0294) (0.0576) (0.0164) (0.0552)
Observations 408 1,527 292 408 1,527 292
R-squared 0.434 0.237 0.265 0.490 0.136 0.366
C.origin*Departure FE Yes Yes Yes Yes Yes Yes
Baseline Controls Yes Yes Yes Yes Yes Yes

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable is binary and takes the value 1 for individuals in the labour force/education, zero otherwise.
Results are only shown for our preferred specification, corresponding to column (2) in the main result tables. The term FE
indicates fixed effects. The term departure refers to the year-month of forceful displacement from the home country. C. of
origin is the country of origin.

Table 2.15: Outcomes by Cohort

No clear pattern emerges when comparing the effect of physical victimisation events

on economic outcomes across arrival cohort. All estimated coefficients are of the expected

sign. We note that the 2015 cohort is far larger than the 2013-2014 cohort and the 2016-

2017, which accurately reflects the magnitude of asylum seeker inflows into Germany

but is also likely to explain the higher statistical precision on estimates related to the

cohort (columns 2, 5, 8 and 11). We therefore conclude that differences in arrival cohorts

are unlikely to provide an explanation for the effect of physical victimisation on refugees’

decision to invest into host-country education or take up employment shortly after arrival.

2.7 Testing alternative mechanisms

One of the limitations of the "loss of future directedness" (or higher time discounting rates)

channel we propose as an explanation to our findings is that it is not easily distinguishable

from more general mental well-being effects. Since we cannot test the "loss of future

directedness" directly, we go through alternative mechanisms that could plausibly explain

our findings as laid out in section 2.2.
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We first zoom into the asylum procedure more closely in section 2.7.1 to analyse if our

results could be mechanically driven by design features of the German asylum system. In

2.7.2, we then test if disproportional financial hardship among the physically victimised

could explain their faster uptake of low-income employment. Finally, in section 2.7.3,

we test if the negative experience during the journey could have an off-putting effect on

victimised individuals’ intention to stay in Germany shortly after arrival, which could in

turn make the investment into host-country specific human capital less attractive. In this

section we show that none of this mechanisms is likely to be driving our findings.

2.7.1 Institutional design: Asylum procedures

If asylum procedures take less (more) time for victimised individuals, they will get earlier

(later) access to the labour market upon arrival. This would mechanically link victimi-

sation to a faster (slower) labour market integration and potentially bias the results. In

our setting, it is conceivable that victimised individuals have a more legitimate claim for

protection and their refugee status could therefore allow them to integrate into the labour

market in larger numbers by design.11 We note here that asylum is granted based on rea-

sons related to human rights violations and persecution individuals face in the country of

origin (rather than the journey). Yet, asylum decisions are made based on the judgement

of asylum officers and the lower mental health of those who were victimised during the

journey could make their asylum claims more convincing, leading to faster procedures.

To test this, we compare the outcome and the length of asylum procedures between

victimised and non-victimised individuals explicitly in table 2.16. There is no visible dif-

ference between financially victimised individuals and those that were not victimised with

regard to the share that ultimately received protection status. Among the physically vic-

timised, the share was even slightly lower (69.4 percent) than among the non-victimised

(75.4 percent). We also note that the average unconditional duration of the asylum

procedure is slightly longer among both physically and financially victimised individuals

compared to those who did not experience victimisation during their journey.

11We partly address address this point by including a categorical variables capturing
each individual’s asylum status in our main specification.
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Variable Mean Std. Dev. Min. Max. N
Non-victimised
Asylum granted 0.754 0.431 0 1 1258
Length of asylum procedure in months 7.552 6.359 0 47 841
Physically victimised
Asylum granted 0.694 0.461 0 1 994
Length of asylum procedure in months 7.782 6.372 0 44 595
Financially victimised
Asylum granted 0.734 0.442 0 1 1026
Length of asylum procedure in months 7.473 6.151 0 44 673
Note: The variable measuring the length of the asylum procedure is not available for all asylum seekers.
Our tests that the variable is not systematically missing are available upon request.

Table 2.16: Summary statistics asylum pocedure

The German asylum system has a second key institutional feature that could encour-

age fast employment among specific segments of the asylum seeking population. Despite

options being very limited in scope, obtaining employment before asylum can improve

the chances of receiving a temporary protection status ("Duldung") in Germany [Brücker

et al., 2019]. Finding employment upon arrival is therefore particularly incentivised for

migrants with a low probability of receiving full protection status since employment dis-

proportionally increases the probability of being allowed to stay in Germany for these

individuals. If some individuals’ migration decision is motivated by economic reasons

in addition to humanitarian reasons and these individuals take higher risks during their

journey, these asylum seekers could then also be more motivated to increase their chances

of being granted a permission to stay by taking up employment before the end of their

asylum procedure.

We test this possibility on the IAB employment biography data by mapping employ-

ment rates between victimised and non-victimised refugees for a) the time of arrival and

the point in time when asylum was granted and b) after asylum was granted. The exer-

cise of a pre-trend and post-trend comparison allows us to test at what point employment

rates start to diverge.
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Figure 2.2: Pre- and post-protection trends in employment

Figure 2.2 shows the result of this exercise, with the x-axis starting at the time of

arrival and t = 0 indicating the month in which asylum was granted. We do not find any

evidence that employment rates diverge already prior to the end of the asylum procedure.

2.7.2 Behavioural changes due to financial difficulties

People smugglers have been documented to be responsible for abuse of asylum seekers

during their journey and often charge large amounts for their services [Albahari, 2018].

Table 2.22 documents that the average unconditional amount physically and financially

victimised asylum seeker paid to escape agents exceeded the amount the non-victimised

paid by EUR 1420 and EUR 1802 Euro respectively. An alternative hypothesis to ex-

plain our main results is therefore that the faster labour market integration of victimised

individuals is caused by the attempt to recover the relatively high cost of the journey

quickly upon arrival. We note that, since the reported average group-level differences in

the amount paid to people smugglers are unconditional, the opposite effect is also con-

ceivable: Victimisation could reflect a lower ability to pay human smugglers which could

have led to retaliatory violent acts by agents who demanded payment.

We partly address this concern in our PDS specification in which we include the in-

complete smuggler costs variable as a control. Our data allows us to test the "financial

hardship" hypothesis in a second way: We approximate the level of financial precarious-
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ness of refugees in Germany by the extent to which survey respondents state to be worried

about their personal finances at the time of the first interview. The results of regressing a

binary indicator that takes the value 1 for those individuals who state they are "very con-

cerned about their finances" (and 0 otherwise) using our preferred specification is shown

in table 2.17.

Very worried about finances Cross Section Panel Data
Benchmark Fixed effects Benchmark Fixed effects

(1) (2) (3) (4)
Physical victim. 0.0149 0.00991 0.0295 0.0246

(0.0217) (0.0233) (0.0186) (0.0210)
Financial victim. 0.0310 0.0413* 0.0332* 0.0450**

(0.0210) (0.0221) (0.0180) (0.0199)
Observations 2,180 2,180 3,380 3,380
R-squared 0.102 0.194
C.origin*Departure FE No Yes No Yes
Baseline Controls Yes Yes Yes Yes

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable is binary and takes the value 1 for individuals who state they are "very concerned about
their finances" at the time of the interview. The cross-sectional regressions are run on the first available observation of
each individual, 19 months after arrival on average. The term FE indicates fixed effects. The term departure refers to the
year-month of forceful displacement from the home country. C. of origin is the country of origin.

Table 2.17: Very worried about finances

We do not detect an effect of physical victimisation on financial hardship at any

conventional statistical level. Unsurprisingly, financially victimised refugees are indeed

more likely to voice concern about their financial situation. In our preferred specification

of column (2), the magnitude of the effect is an excess 4.1 percentage points over other

refugee groups (p<0.1).

2.7.3 Intention to remain in Germany

The hypotheses related to the intention to remain in Germany follow directly from the

classic human capital investment model for migrants. The model posits that the longer

migrants intend to stay, the more they invest into host-country specific education and the

less likely they are to take up low-skill employment in the early years after arrival [Cortes,

2004]. There are two ways in which victimisation events individuals experienced during

their journey could conceivably be linked to the intended time of stay in Germany. First,

the difficult journey could have had a disenchanting effect on the victimised, in particular

if violent acts were carried out by agents such as border police that are associated with

the host country (or in the case of the EU, the hosting union). This would lead to a
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observed negative effect of victimisation on the intention to stay in Germany and could

possibly explain why the victimised invest less into education and training in Germany.

Second, experiencing victimisation could be understood as a cost by the affected. If the

victimised perceive their negative experiences as an investment, they may want to recover

these cost by staying in Germany for as long as possible. In this case, the observed effect of

victimisation on the intention to stay in Germany would be negative and our main results

would underestimate the true effect of the hypothesised "loss of future directedness".

We test these competing hypotheses by analysing differences in refugees’ stated inten-

tion to stay in Germany permanently upon arrival in table 2.18.

Intention to stay in GER Cross Section Panel Data
Benchmark Fixed effects Benchmark Fixed effects

(1) (2) (3) (4)
Physical victim. -0.0204 -0.0159 -0.0245** -0.0178

(0.0125) (0.0136) (0.0106) (0.0126)
Financial victim. 0.00567 0.00424 0.00662 0.00650

(0.0116) (0.0128) (0.00991) (0.0117)
Observations 2,180 2,180 3,380 3,380
R-squared 0.055 0.126
C.origin*Departure FE No Yes No Yes
Baseline Controls Yes Yes Yes Yes

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable is binary and takes the value 1 for individuals who state they are "intend to stay in Germany
permanently" at the time of the interview. The cross-sectional regressions are run on the first available observation of each
individual, 19 months after arrival on average. The term FE indicates fixed effects. The term departure refers to the
year-month of forceful displacement from the home country. C. of origin is the country of origin.

Table 2.18: Intention to stay in GER

We first note that the cross-sectional regressions using the first available observation

after arrival are most informative. The reason is that with time spent in Germany, the

intention to stay in Germany permanently may become endogenous to our outcomes of

interest. If individuals don’t manage to integrate economically, they may have a lower

propensity to continue staying in the host country. Our preferred specification of column

(2) shows a small, statistically insignificant negative effect of physical victimisation on the

likelihood of wanting to stay in Germany. Thus, the results shown in table 2.18 offer only

weak support to the hypothesis that our main results can be explained by differences in

the intention to stay in Germany between the victimised and the non-victimised.
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2.8 Conclusion

One of the key features of humanitarian migration flows from developing into developed

regions of the world has been the extreme conditions under which these movements take

place. While it is clear that it is exactly the perilous journey itself that limits and deters

migration flows, the unintended consequences of such restrictive policies are not yet well

understood. In this paper, we analyse how victimisation during asylum seekers’ flight to

safety, a direct consequence of restrictive migration policies, interacts with labour market

outcomes in the destination country. We first show that physical and to a lesser extent

financial victimisation events that occurred during the escape journey negatively affect

the mental well-being and health among the refugee population in Germany at the time

of arrival. In a second step, we then show that physical victimisation in particular dis-

torts trajectories of economic activity in the destination countries: Physically victimised

individuals join the labour force faster through the uptake of part-time or marginal em-

ployment instead of investing into host-country specific human capital. We do not find a

similar effect for financially victimised refugees, suggesting that, in line with the previous

victimisation literature, the act of physical victimisation has relatively stronger effects on

life trajectories. Financially victimised experience financial hardship in relatively larger

numbers when arriving at their destination, but we do not detect a distortion on economic

activity in the host-country.

We conceptualise our findings as a "loss of future directedness", a concept closely

related to that of "impatience" (e.g. higher time discounting rates) in the economics

literature: Events of physical victimisation lead to less forward-looking decision-making.

In the framework of the migrant-specific human capital investment model, this can be seen

as a distortion to the trade-off refugees face upon arrival to either invest into education

to get access to higher quality employment at a later stage or take up lower-quality

employment shortly after arrival. These distortions are considerable in magnitude: Three

years after arrival, refugees who were physically victimised during their journey are more

than five percentage points more likely to have joined the labour force to work in low-

income professions and are more than 3 percentage points less likely to pursue host-country

specific education or training.

The results strongly suggest that entry restrictions to asylum seekers, while undoubt-

edly limiting the numbers of new-arrivals, have short and long-run welfare implications

for destination countries beyond those brought about by the absolute number of refugees

they host. The victimisation events reported by refugees in the surveys match those sys-
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tematically measured around the EU’s external border, suggesting that at least some of

the physical violence inflicted on asylum seekers is directly carried out by border agents

[Arsenijević et al., 2017]. Our findings imply that these deterrent measures have con-

sequences for the mental well-being of asylum seekers that extend into their economic

integration in the host-country. In this context, we note that one limitation of our study

is that the sample only consists of newly arrived refugees. Distortions to the optimal tim-

ing of labour market entry are likely to result in larger welfare losses to the host country

in the medium to long-term. The magnitude of these losses are in turn linked to other

variables, such as return migration patterns among refugees. Revisiting and quantifying

the economic cost of victimisation events at a later stage is therefore a promising avenue

for future research.

In addition to uncovering potentially costly repercussions of restrictive migration poli-

cies for optimal labour market trajectories in the destination, all of our findings also cast

doubt on the notion of a swift labour market integration as a success metric for refugees

more generally. While clearly useful to judge the efficacy of supportive integration poli-

cies, we show that the speed of labour market integration on the aggregate also reflects

unintended consequences of policies that serve entirely different purposes. Headline fig-

ures on labour force participation and employment among refugees should therefore be

cross-referenced with the type of employment individuals engage in, and the potential loss

in human capital stemming from the early uptake of low-quality jobs.
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Appendix

2.A Summary statistics of main outcomes and conflict

intensity measures

Outcome variables related to mental well-being and health indicators are summarised in

table 2.19. These refer to the first time we observe the individual in the panel, corre-

sponding to a time spent in Germany of 19 months on average.

Variable Mean Std. Dev. Min. Max. N
Life satisfaction before migration (1-10) 7.09 2.839 0 10 2314
Health before migration (1-10) 8.339 2.419 0 10 2314
Current Life Satisfaction (1-10) 7.166 2.125 0 10 2314
Health after migration (1-10) 7.9 2.434 0 10 2314
MCS: Mental Component Scale 48.346 11.298 4.626 73.259 2277
PCS: Physical Component Scale 53.444 9.966 13.487 77.651 2277

Table 2.19: Mental well-being and health indicators

Outcome variables related to the labour market integration of refugees are summarised

in table 2.20. These refer to the first time we observe the individual in the panel, corre-

sponding to a time spent in Germany of 31 months on average.

Variable Mean Std. Dev. Min. Max. N
Economically active 0.759 0.428 0 1 2314
Labour Force Participation 0.741 0.438 0 1 2314
Education or training 0.078 0.268 0 1 2314
Employed 0.218 0.413 0 1 2314
Full-time employed 0.109 0.312 0 1 2314
Part-time or marginally employed 0.109 0.312 0 1 2314
Net income 892.736 571.574 0 3100 440

Table 2.20: Economic activity indicators

Finally, table 2.21 shows the summary statistics for the regional conflict intensity

measures.
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Variable Mean Std. Dev. Min. Max.
No conflict 0.096 0.295 0 1
Low conflict 0.362 0.481 0 1
High conflict 0.542 0.498 0 1

N 2314

Table 2.21: Conflict intensity

2.B Group-level comparisons of victimised and non-

victimised migrants

We exploit the rich set of questions relating to both pre-migration characteristics of

refugees and information related to their escape available in the IAB-BAMF-SOEP refugee

survey. We utilise this information to explicitly profile refugees who were physically or

financially victimised on their journey to Germany vis-à-vis the non-victimised refugee

population along seven key dimensions: a) individual-level baseline characteristics, b)

countries of origin, c) individual health status, d) psychological characteristics, e) reasons

for migrating to Germany, f) financing of the escape, and g) route characteristics. These

profiles are presented as descriptive comparisons between victimised and non-victimised

groups in table 2.22.

In addition to the interpretation presented in subsection 2.3.4 of the main text, it is

worth noting that the 36% of asylum seekers reporting physical victimisation is slightly

above the share found by Arsenijević et al. [2017] whose data gathered in Serbia exclude

the final stage of the journey to Germany. A further 39% of asylum seekers report finan-

cial victimisation on their journey and 46% of asylum seekers did not experience criminal

victimisation, implying some overlap between physical and financial victimisation events.
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2.C Mental and physical health scores

The mental and physical health scores are constructed strictly following Jacobsen et al.

[2017], who describe all necessary calculations in detail (p.23-24). A higher score reflects

better health. The mental health scale (MCS) is based on the following questions:

• Did you feel in low spirits and melancholy?

• Did you feel calm and balanced?

• Did you feel full of energy?

• Due to psychological or emotional problems, did you achieve less in your work or

everyday activities than you actually intended?

• Due to psychological problems or emotional problems, did you perform your work

or everyday activities less carefully than usual?

• Due to health or psychological problems, have you been restricted in terms of your

social contact to for example friends, acquaintances or relatives?

The response scale for all questions related to the mental scale is 1 (Very often), 2 (Often),

3 (Sometimes), 4 (Almost never), 5 (Never).

The physical health scale (PCS) is based on the following questions:

• How would you describe your current state of health (scale: 1 (Poor) to 5 (Very

Well))?

• If you have to climb stairs, i.e. walk up several floors: Does your state of health

restrict you (scale: 1 (A lot), 2 (A little), 3 (Not at all))?

• What about other strenuous activities in everyday life, e.g. when you have to lift

something heavy or need to be mobile: Does your state of health restrict you a lot,

a little or not at all (scale: 1 (A lot), 2 (A little), 3 (Not at all))?

• How often in the last four weeks did you suffer from severe physical pain?

• How often in the last four weeks, due to health problems of a physical nature, did

you achieve less in your work or everyday activities than you actually intended?
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• How often in the last four weeks, due to health problems of a physical nature, have

you been restricted in the type of tasks you can perform in your work or everyday

activities?

The response scale for the last three questions is 1 (Very often), 2 (Often), 3 (Sometimes),

4 (Almost never), 5 (Never).

The regression results of the effect of victimisation on the outcomes are shown in tables

2.23 and 2.24.

Mental Scale Cross Section Panel Data
Benchmark Fixed effects Dyadic FE PDS Benchmark Fixed effects

(1) (2) (3) (4) (5) (6)
Physical victim. -1.033* -1.202** -1.059 -1.641*** -0.975** -1.082**

(0.527) (0.557) (0.742) (0.546) (0.440) (0.471)
Financial trauma -1.495*** -1.643*** -2.454*** -0.599 -1.130*** -1.342***

(0.497) (0.537) (0.741) (0.521) (0.422) (0.459)
Observations 2,235 2,225 1,677 2,127 4,814 4,814
R-squared 0.153 0.230 0.307
C.origin*Departure FE No Yes Yes Some No Yes
R.origin*Departure*Arrival FE No No Yes No No No
Baseline Controls Yes Yes Yes Yes Yes Yes

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable is a mental health score on a scale from 0 to 100 at the time of the interview. The cross-
sectional regressions are run on the first available observation of each individual. Results are only shown for our preferred
specification, corresponding to column (2) in the main result tables. The term FE indicates fixed effects. The term departure
refers to the year-month of forceful displacement from the home country. Arrival FE refers to the year-month of arrival in
Germany. C. of origin is the country of origin, R. of origin is the wider region of origin as shown in table 2.22.

Table 2.23: Mental Scale

Physical Scale Cross Section Panel Data
Benchmark Fixed effects Dyadic FE PDS Benchmark Fixed effects

(1) (2) (3) (4) (5) (6)
Physical victim. -0.850** -1.194*** -1.056* -1.203*** -0.909** -1.264***

(0.423) (0.449) (0.604) (0.450) (0.364) (0.393)
Financial trauma -0.730* -0.640 -0.435 -0.531 -0.225 -0.328

(0.411) (0.441) (0.594) (0.434) (0.354) (0.384)
Observations 2,235 2,225 1,677 2,127 4,814 4,814
R-squared 0.258 0.323 0.383
C.origin*Departure FE No Yes Yes Some No Yes
R.origin*Departure*Arrival FE No No Yes No No No
Baseline Controls Yes Yes Yes Yes Yes Yes

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

Notes:The dependent variable is a physical health score on a scale from 0 to 100 at the time of the interview. The cross-
sectional regressions are run on the first available observation of each individual. Results are only shown for our preferred
specification, corresponding to column (2) in the main result tables. The term FE indicates fixed effects. The term departure
refers to the year-month of forceful displacement from the home country. Arrival FE refers to the v of arrival in Germany.
C. of origin is the country of origin, R. of origin is the wider region of origin as shown in table 2.22.

Table 2.24: Physical Scale
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2.D Least absolute shrinkage and selection operators

While the main strength of supervised machine learning methods, such as the least ab-

solute shrinkage and selection operators (LASSO) is prediction, they can be used to

select control variables to address omitted variable bias when many potential controls are

available [Tibshirani, 1996]. These methods also allow us to consider interactions and

non-linearities that theory-driven specifications typically omit. Starting with a general

model yi = x′iβ + εi, the LASSO minimization problem can be written as:

1

n

n∑
i=1

(yi − x′iβ)2 + λ

p∑
j=1

| βj |, (2.2)

with i = 1, ..., n observations and j = 1, ..., p regressors. There are up to p = dim(β)

potential regressors. Here p can be very large, potentially even p > n.

The second term of equation (3) represents the cost of including many regressors. λ

is the penalization term.12 The effect of the penalization is that LASSO sets the β̂js of

the variables that contribute little to the model fit to zero.

Belloni et al. [2014] developed a ’post-double selection’ (PDS) method, in which the

underlying idea is to estimate separate LASSO regressions to find predictors of the selec-

tion equation and the outcome equation using ’rigorous’ penalization. The final equation

then includes the union of the variables chosen as controls from the previous step.

In our setting with two variables of interest, PhysicalV ictim (PT ) and FinancialV ictim

(FT ), we amend this method to a post-triple selection. The first step in this procedure

is to estimate the outcome equation (labour market outcomes) using LASSO, without

including PT nor FT :

Yi,f,c,t = x′i,f,c,tβj + εi,f,c,t, (2.3)

where we denote the set of LASSO-selected controls by A. The vector xi,f,c,t these con-

trols are selected from include a large set of time constant and time varying individual

characteristics, country of origin fixed effects, year-month fixed effects, year-quarter fixed

effects, and the interaction between all these variables.
12There are three main approaches to choose λ: cross-validation [Chetverikov et al., 2019], ’rigorous’

penalization [Belloni et al., 2014] and information criteria (AIC, AICc, BIC or EBIC).

84



The second step is to estimate the probability of physical victimisation:

PTi,c,t = x′i,c,tδj + εi,f,c,t, (2.4)

where we denote the set of LASSO-selected controls by B.

The third step is to estimate the probability of financial victimisation:

FTi,c,t = x′i,c,tηj + εi,f,c,t, (2.5)

where we denote the set of LASSO-selected controls by C.

The final step is to use OLS to estimate

Yi,f,c,t = γ1PTi + γ2FTi + w′i,f,c,tβj + εi,f,c,t, (2.6)

where wi,f,c,t is the union of the selected controls from steps 1,2 and 3 (e.g., wi,f,c,t =

A ∪B ∪ C).

Belloni et al. [2014] argue that LASSO can be used to select controls because moderate

model selection mistakes of the LASSO do not affect the asymptotic properties of the

estimator of the low-dimensional parameters of interest. Hence, modelling the nuisance

component of our structural model can be seen as a prediction problem [Andersen et al.,

2008].
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2.E Testing for misreporting in the survey data

Table 2.25 shows the results of the tests suggested in section 2.4.5. We first regress

the willingness to answer the victimisation questions on the employment status reported

during the first interview to test for willingness to answer and social desirability bias (lhs).

We then regress the employment status on the willingness to respond to journey-related

question to test if our subsample of those who were willing to answer victimisation-related

questions can be considered representative (rhs).

Willingness to answer/Social desirability Replied Journey Answered journey-related questions FT employ PT or marg.
Questions employ

(1) (2) (3)
Employed 1st interview 0.0159 Replied journey questions 0.0141 -0.0145

(0.0251) (0.0105) (0.0105)
Observations 4,007 Observations 4,007 4,007
R-squared 0.259 R-squared 0.216 0.131
C. of origin x Departure FE Yes C. of origin x Departure FE Yes Yes
Baseline Controls Yes Baseline Controls Yes Yes

Huber-White Standard Errors; *p<.1; **p<.05; ***p<.01

Notes: All estimated on the whole sample available. In column (1), the dependent variable is a binary indicator taking
the value 1 if the individual agreed to give information on negative experiences during the journey in their first interview,
conducted 19 months after arrival on average. In columns (2) and (3), the dependent variable is a binary indicator, taking
the value 1 if the respondent engaged in full-time employment and part-time or marginal employment respectively in the
month prior to the last interview, conducted 31 months after arrival on average. The term FE indicates fixed effects. The
term departure refers to the year-month of forceful displacement from the home country. C. of origin is the country of
origin.

Table 2.25: Willing to answer journey questions

None of the estimated coefficients is significantly different from zero at any conven-

tional level, leading us to accept the null hypotheses of no detected bias.

86



2.F Main results using alternative specifications

In this section, we present the results shown in the main result section 2.5.1 using alter-

native specifications.

These specifications differ from our baseline specification shown in equation 2.1 in the

following way:

• No controls: Only includes the two victimisation variables of interest.

• Basic controls: Additionally to the two victimisation variables of interest, this speci-

fication includes country of origin by year and month left origin fixed effects, arrival

cohort fixed effects, migration route fixed effects, federal state of residency fixed

effects and months since migrations and its squared term (continuous).

• Fewer controls: Preferred specification, excluding willingness to take risk, mental

resilience and the satisfaction with living arrangement.

• Extra controls: Most undocumented migrants before the 2015 refugee crisis accu-

mulated debt with smugglers to be able to finance their journey. While our data

indicates that this is not the case for the more recent waves of asylum seekers (which

constitute the majority of our sample), we explicitly control for debt with smugglers

in this specification for the subsample of individuals for whom this information is

available. We do so by including a variable that equals 1 if the individual used a

smuggler and 2 if he or she chose not to report whether he or she used a smuggler

or not. We further include a variable that equals 1 if the individual financed his/her

trip through credit or borrowing. These variables are also considered in the post

double-selection LASSO (PDS) regressions.

The outcomes are shown in tables 2.26 and 2.27. The results all point into the same

direction when compared to tables 2.3 and 2.4 in section 2.5.1.
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Panel A: Life Satisfaction No controls Basic controls Fewer controls Extra controls
(1) (2) (3) (4)

Physical victim -0.182* -0.205* -0.191* -0.157
(0.104) (0.114) (0.113) (0.0982)

Financial victim -0.255 -0.270** -0.195* -0.0961
(.101) (0.111) (0.110) (0.0991)

Used Smuggler -0.0599
(0.141)

No smuggler information 0.147
(0.161)

Escape funded by credit/borrow 0.0608
(0.159)

R-squared 0.006 0.131 0.184 0.352
Panel B: Health Satisfaction (1) (2) (3) (4)
Physical victim -0.117 -0.250* -0.296** -0.266**

(0.119) (0.131) (0.119) (0.118)
Financial victim -0.224* -0.271** -0.220* -0.173

(0.117) (0.128) (0.116) (0.115)
Used Smuggler -0.00407

(0.176)
No smuggler information 0.171

(0.195)
Escape funded by credit/borrow -0.131

(0.188)

R-squared 0.003 0.134 0.302 0.332
Observations 2,261 2,261 2,261 2,261
C.origin*Departure FE No Yes Yes Yes
Baseline Controls No Some Some Yes

Huber-White Standard Errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable captures self-reported life satisfaction or self-reported health on a scale from 1 to 10, 10
being the highest. The sample consists of the first observation of each individual in the sample, corresponding to the date of
the first interview conducted, 19 months after arrival on average. The term FE indicates fixed effects. The term departure
refers to the year-month of forceful displacement from the home country. Arrival FE refers to the year-month of arrival in
Germany. C.origin is the country of origin.

Table 2.26: Health and Life Satisfaction After Migration - alternative specifications
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Panel A: LFP or Education No controls Basic controls Fewer controls Extra controls
(1) (2) (3) (4)

Physical victim 0.0497*** 0.0461** 0.0380** 0.0373*
(0.0191) (0.0203) (0.0190) (0.0190)

Financial victim 0.0267 0.0171 -0.00792 -0.00799
(0.0190) (0.0196) (0.0184) (0.0184)

Used Smuggler -0.00991
(0.0301)

No smuggler information -0.0381
(0.0326)

Escape funded by credit/borrow -0.0180
(0.0280)

R-squared 0.005 0.180 0.309 0.312
Panel B: Labour Force Participation (1) (2) (3) (4)
Physical victim 0.0662*** 0.0641*** 0.0574*** 0.0562***

(0.0195) (0.0206) (0.0193) (0.0193)
Financial victim 0.0302 0.0165 -0.00934 -0.00944

(0.0194) (0.0201) (0.0188) (0.0188)
Used Smuggler -0.0134

(0.0305)
No smuggler information -0.0486

(0.0334)
Escape funded by credit/borrow -0.0138

(0.0284)

R-squared 0.008 0.179 0.313 0.316
Panel C: Education or training (1) (2) (3) (4)
Physical victim. -0.0254** -0.0262** -0.0295** -0.0286**

(0.0116) (0.0130) (0.0128) (0.0128)
Financial victim 0.00542 0.00364 -0.000177 -0.000155

(0.0119) (0.0128) (0.0125) (0.0126)
Used Smuggler 0.00573

(0.0201)
No smuggler information 0.0172

(0.0226)
Escape funded by credit/borrow -0.0143

(0.0173)

R-squared 0.002 0.136 0.206 0.210
Observations 2,314 2,314 2,314 2,314
C.origin*Departure FE No Yes Yes Yes
Baseline Controls No Some Some Yes

Huber-White Standard Errors; *p<.1; **p<.05; ***p<.01

Notes: The dependent variable is binary and takes the value 1 for individuals in the labour force or in education (Panel
A), in the labour force (Panel B) or pursuing host-country education or training (Panel C). The term FE indicates fixed
effects. The term departure refers to the year-month of forceful displacement from the home country. C. of origin is the
country of origin.

Table 2.27: Economic Activity - alternative specifications
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2.G Employment outcomes - in labour force

Table 2.28 shows the employment results of table 2.5 estimated only on the sample of

those in the labour force.

Any employment Full-time Part-time or marginal
Cross S. Panel D. Cross S. Panel D. Cross S. Panel D.

(1) (2) (3) (4) (5) (6)
Physical victim. 0.0350 0.0321* 0.00634 0.00814 0.0286 0.0240

(0.0246) (0.0190) (0.0194) (0.0149) (0.0194) (0.0149)
Financial victim. 0.0120 0.00372 0.0143 0.00721 -0.00221 -0.00334

(0.0245) (0.0180) (0.0193) (0.0140) (0.0192) (0.0144)
Observations 1,679 3,344 1,679 3,344 1,679 3,344
R-squared 0.253 0.251 0.167
C.origin*Departure FE Yes Yes Yes Yes Yes Yes
Baseline Controls Yes Yes Yes Yes Yes Yes

Huber–White standard errors; *p<.1; **p<.05; ***p<.01

The dependent variable is binary and captures all employed individuals inside the labour force, with regressions showing
employment outcomes for any employment ((1) and (2)), full-time employment ((3) and (4)) and part-time or marginal
employment ((5) and (6)). All other types of employment are set to zero in regressions (3)-(6). Columns (1), (3) and (5)
show the results of a cross-sectional regression on the last interview conducted. Columns (2), (4) and (6) are estimated
on the panel using random effects. The term FE indicates fixed effects. The term departure refers to the year-month of
forceful displacement from the home country.

Table 2.28: Employment - labour force only
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2.H Full Results

Table 2.29 shows the main results as in section 2.5.1 showing the coefficients on all co-

variates included, estimated using our preferred specification.
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Chapter 3

The value of host-country education for

the labour market position of refugees:

Evidence from Austria

3.1 Introduction

One of the key characteristics of refugee employment across the developed world is the low

quality of jobs of those who manage to obtain employment. Refugees predominantly find

work in low-quality, low-income occupations regardless of education attained before being

forced to flee their country of origin [Bloch, 2008, Ruiz and Vargas-Silva, 2018, Zwysen,

2019, Brell et al., 2020]. The magnitude of this phenomenon is sizeable: Dumont et al.

[2016] note that, in the European Union (EU), “a full 60 percent of employed tertiary-

educated refugees [...] are overqualified for the jobs they occupy” (p.27).

In this study, I focus on the difference in the value of formal education attained in

the country of origin and the host country to explain the phenomenon of low-quality

employment among refugees in the developed world. I exploit a unique institutional

setting in Austria, a country that hosted around 90,000 Bosnian refugees during and after

the 1992-1995 Bosnian war, to assess the medium to long-term importance of formal host-

country human capital acquisition for the labour market position of young humanitarian

migrants. To identify causal estimates of the long-term impact of host-country education

on employment and job quality, I exploit the unfortunate reality of humanitarian migrants

who were unable to decide at what age they were forced to migrate. Depending on the age

at the time of arrival in Austria, young Bosnians entered the Austrian education system on
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an ad-hoc basis: Bosnians aged up to 15 at the time of arrival were immediately obliged

to attend compulsory schooling in Austria. Bosnians aged between 16 and 19 at the

time of migration, who had almost no chance to complete education beyond compulsory

schooling in Bosnia, had access to further education such as the degree granting vocational

training within Austria’s dual education system. Bosnians above the age of 19 who had

finished their education in Bosnia received very little support to get their foreign degrees

acknowledged and did not receive vocational training to prepare them for the Austrian

labour market. The setting thus allows for comparing medium to long-term labour market

outcomes of humanitarian migrants who were aged around these education thresholds at

the time of displacement.

The results from the corresponding instrumental variable regressions imply that dis-

couraging humanitarian migrants from pursuing host-country specific education in favour

of meeting minimum employability requirements may be short-sighted: Over the observa-

tion period from five to 27 years after migration, the age-induced attainment of education

in Austria led, on average, to a 10 percentage points lower likelihood to work below edu-

cational attainment compared to Bosnians who had attained similar education in Bosnia.

Similarly, it led to a 9 percentage points lower likelihood to work in a low-skill profession.

The gap in employment quality is largest in the earlier years of stay in Austria and then

slowly closes over time, but differences are visible even two decades after Bosnians first

entered Austria as refugees. Refugees who did not receive any formal education in Aus-

tria still earned 16 percent less hourly wage income more than two decades after arrival.

Splitting the sample by gender shows that these results are caused by both males and

females in the early years after arrival. In the later years, they are largely driven by

female Bosnians who, absent Austrian education, are likely to have permanently reverted

to professions traditionally open to them in Bosnia prior to forced migration.

3.1.1 Contribution to the literature

The starting point of this paper is the observation that most refugees employed in devel-

oped countries work in low-quality jobs even compared to other migrant groups [Bloch,

2008, Connor, 2010, Damas de Matos and Liebig, 2014, Dumont et al., 2016, Ruiz and

Vargas-Silva, 2018, Zwysen, 2019, Brell et al., 2020]. For example, Zwysen [2019] shows

that in Europe, refugees are significantly more likely to work involuntarily part-time or

in jobs of low social status than economic or family migrants even after ten years of

stay. Similarly, Dumont et al. [2016] show that 60 percent of employed tertiary educated
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refugees in the EU work in professions that do not in fact require such a high level of

education. This number compares to an estimated incidence rate of 30 percent among

tertiary-educated non-EU born migrants that came for non-humanitarian reasons. At a

high level, these observations can be partly explained by limitations in destination choices

leading to less selection based on economic characteristics, uncertainty regarding the du-

ration of stay in the host country and potential mental health issues resulting from the

experience of war and persecution [Brell et al., 2020]. On a more practical level, refugees

likely face large discounts on their education due to the origin of their degrees: Since

displacement happened abruptly, refugees almost exclusively attained their education in

geographically and culturally distant countries, and bring no host-country specific human

capital with them [Dumont et al., 2016].

Academic literature on the cross-border transferability of educational degrees indeed

documents that foreign degrees are not easily transferable across borders, in particular

from less developed countries where refugees mostly originate from. The returns to edu-

cation in the hosting country are larger than for similar schooling attained abroad, and

the value of foreign education decreases with cultural distance [Aleksynska and Tritah,

2013, Chiswick and Miller, 2009]. Three reasons may explain these observations. First, in

the European context, the quality of education vastly differs between origin countries of

humanitarian migrants and more economically developed destination countries [Bonfanti

and Xenogiani, 2014, Dumont and Monso, 2007, Hanushek and Woessmann, 2011]. A

second closely related reason is the weaker signalling effects of foreign diplomas compared

to host-country education in the tradition of Spence [1973]. In the migration context, this

phenomenon has been coined “screening hypothesis” by Chiswick and Miller [2009]: Risk

averse employers may discount schooling abroad more heavily depending on the perceived

distance to host-country education. For humanitarian migrants in developed countries

this distance is often large. As a consequence, migrants with foreign degrees are also sub-

ject to statistical discrimination, making it relatively more difficult to get access to quality

employment [Zwysen, 2019]. Third, on the more practical side, humanitarian migrants

often struggle to produce evidence for their past qualifications [Commission, 2016b].

Attaining formal degrees has to be distinguished from two other types of host-country

human capital in the general context of migration [Zwysen, 2019]: Host-country language

acquisition and naturalisation defined as the acquisition of the host-country nationality.

Studies on the importance of host-country language skills for income and wages of immi-

grants in general date back at least to McManus et al. [1983], who showed that language

proficiency explains much of the Hispanic wage differences in the US. Since then, a range
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of studies have confirmed the causal relationship between language skills and labour force

participation, employment and earnings of immigrants in different countries and migra-

tion settings [Chiswick, 1991, Chiswick and Miller, 1995, Dustmann and Van Soest, 2002,

Berman et al., 2003, Dustmann and Fabbri, 2003, Bleakley and Chin, 2004, Lochmann

et al., 2019]. The literature of the effect of naturalisation on the economic integration

of migrants typically exploits (changes in) eligibility thresholds to acquire citizenship.

Studies find a large positive effects of naturalisation on employment rates and wages

among immigrants, with marginalised populations and women benefitting the most from

acquiring host-country citizenship [Gathmann and Keller, 2018, Hainmueller et al., 2019,

Govind, 2021]. The mechanisms these studies put forward as potential explanations for

their findings include access to public sector employment, certainty regarding the stay in

the host country and signalling that overcomes discrimination [Govind, 2021]. It is impor-

tant to note that formal host-country education is likely to include the benefits of language

training, and likely captures some of the signalling value provided by naturalisation.

Some descriptive studies specifically analyse the resulting discount refugees face on

their formal education in developed countries. Using data from the 2003 wave of the New

Immigrant Survey, Connor [2010] first shows that while refugees have similar employment

rates compared to non-humanitarian migrants in the US, they earn less and work in

occupations of lower status. His results then show that schooling in the US is more highly

associated with working in skilled occupations for refugees than economic migrants when

total schooling is controlled for. Damas de Matos and Liebig [2014] use 2008 EU-LFS data

and show that in Europe, the reason for migration is highly correlated with the origin

of the education attained, with the majority of humanitarian migrants holding foreign

diplomas. Conditional on the level of education, employment rates of refugees are similar

to other migrants but refugees are significantly more likely to be overqualified for the

occupation they work in, even once language skills are controlled for. Their findings thus

suggest that refugees face a relatively larger discount on their educational attainment

than other migrant groups, a finding confirmed by Dumont et al. [2016] using more recent

2014 EU-LFS data. Again using 2008 EU-LFS data, Zwysen [2019] finds similar results

and further shows that qualifications obtained in the host-country or having taken steps

to get foreign education recognised are associated with a lower likelihood of working part-

time involuntarily or in jobs of low social status among migrants who initially came for

humanitarian reasons.

While these studies are certainly informative of the overqualification phenomenon

among refugees in the developed world, they cannot determine the value of formal host-
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country education against any valid counterfactual. Since most of the previous work is

based on backward reported data from a single cross-section, estimates over time nec-

essarily compare different refugee cohorts [Connor, 2010, Damas de Matos and Liebig,

2014, Dumont et al., 2016, Zwysen, 2019]. Pursuing a degree in the host-country could

further capture unobservable individual characteristics such as motivation and intelligence

or household level characteristics such as parental education, which could lead to a bias in

the estimated coefficients on where the education was attained [Willis and Rosen, 1979].

Comparing the value of formal host-country education to education attained in the coun-

try of origin across the whole age range exacerbates this issue: Among refugees of more

advanced age, the self-selection into host-country education is likely to reflect different

characteristics than for young refugees who simply continue their interrupted education

in a different country.1

This paper is the first to provide causal estimates of the long-term value of formal

host-country education vis-à-vis similar education in the country of origin. The Austrian

setting fulfils the three main criteria that allow to study the effect of formal host-country

education on long-term economic outcomes of humanitarian migrants. First, a large

number of young refugees entered into the host country at approximately the same time,

such that all migrants migrated into similar labour market conditions and there is sufficient

variation between young new arrivals who attained education in Austria and those who

had attained similar education in Bosnia. Second, the acquisition of formal host-country

human capital was to a large extent exogenously assigned to young humanitarian migrants

by their age at the time of arrival, a non-manipulatable parameter. Thus, it allows the

researcher to identify causal estimates of formal host-country education vis-à-vis origin

country education within an age bandwidth of sufficiently similar treated and untreated

units. Finally, out and return-migration (repatriation) rates were sufficiently low and,

importantly, did not differ significantly between Bosnian and Austrian degree holders of

similar educational attainment over time. The 22 years of Austrian microcensus data

utilised for this study allow for testing this important requirement.

While the mechanisms that lead to a discount on foreign degrees are well-documented,

the research conducted within this study uncovers an additional factor that likely drives

the low-quality employment of refugee populations in the developed world: Cultural legacy

factors pertaining to female employment. The results show that host-country education
1A tempting solution in a regression framework would be to simply control for the age at the time

of forced migration; however, due to the very high correlation between the age at the time of forced
migration and the attainment of host-country education, this approach would introduce collinearity and
it would no longer be possible to interpret estimated coefficients on these variables.
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decreased the likelihood of female Bosnian refugees in Austria to work in low-skill pro-

fessions and below their educational attainment almost four times more than for male

Bosnians over the observation period of five to 27 years after arrival. These differences

are driven by the later years of stay in Austria when men managed to overcome their

discounted Bosnian education, while women did not. In former Yugoslavia, women tra-

ditionally held low-level positions on the labour market, regardless of their educational

attainment [Pascall and Manning, 2000, Darville and Reeves, 1992]. In Austria, where

the institutional setting discouraged host-country education for those who had finished

their education in Bosnia, it is likely that women reverted to jobs traditionally open to

them in Bosnia. The finding suggests that the education system can play a decisive role

in overcoming cultural barriers in the labour market.

The remainder of this paper is structured as follows. Section 3.2 provides background

information on the institutional conditions Bosnian refugees faced when arriving to Aus-

tria, with a focus on a comparison between the Austrian and Bosnian education systems.

Section 3.3 describes the data used for this study, shows basic summary statistics of the

working sample and defines the outcome variables. Section 3.4 lays out the empirical

strategy. Section 3.5 shows the main results and section 3.6 discusses the role of Bosnian

women as a driver of these. Finally, section 3.7 provides a concluding discussion.

3.2 Institutional setting in Austria at the time of the

Bosnian war

The Bosnian war lasted from April 1992 to December 1995 and forced around 1.2 million

Bosnians to flee their country [Valenta and Strabac, 2013]. Due to the specific ethnic

composition of Bosnia-Herzegovina and their geographical proximity, about half of these

humanitarian migrants sought refuge in neighbouring Serbia, Montenegro and Croatia.

The other half, mostly consisting of Muslim Bosniaks, fled to Western Europe where

the main recipient countries were - similar to more current inflows of asylum seekers

- Austria, Germany and Sweden [Valenta and Ramet, 2011]. Depending on estimates,

between 86,500 [Valenta and Ramet, 2011] and 95,000 [Bendl, 2014] Bosnians arrived in

Austria, making it the main recipient country relative to its population size.2 For political

reasons, Bosnians were granted temporary protection without asylum procedures as soon
2Bosnians in Austria never received full refugee status and were always considered de-facto refugees

[Tretter, 2000]. For the remainder of this paper, I will use the term refugee to refer to Bosnian de-facto
refugees.
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as they arrived [Tretter, 2000]. This initial temporary protection status imposed large

uncertainty on Bosnian refugees, closely resembling the uncertainty during long-winded

asylum procedures and time restrictions put on residence permits today. The right of

residence was initially granted until June 1994 and was then continuously extended until

July 1998, when most Bosnians gained permanent residence status [Hageboutros, 2017].

3.2.1 Bosnian refugees and their access to education in Austria

The temporary protection status gave Bosnian refugees immediate access to the Austrian

education system. Since no specific regulation governed refugees’ rights to education,

Austrian authorities simply applied existing general laws to young Bosnians [Tretter,

2000]. A simplified overview of the Austrian education system around the time of the

Bosnian war is shown in table 3.1. The categories based on the ISCED-97 are consistently

reported in the Austrian microcensus throughout all observation years from 1998 to 2019.

Notes: Own table based on microcensus Austria, which includes Pre-vocational School ("Polytechnische Schule") in ISCED-
97 category 2.

Table 3.1: Education categories in Austria

Depending on their age upon arrival in Austria, the probability of attaining Austrian

education therefore differed sharply across age-cohorts. Three general groups of young

Bosnians can be distinguished depending on the age at displacement from Bosnia. First,

Bosnians within the compulsory schooling threshold of age 15 were immediately integrated

into Austrian schools. This cut-off age for compulsory schooling was strictly implemented

[Tretter, 2000] .3 This meant both de jure and de facto that all Bosnians aged below 15

were guaranteed to attain an Austrian degree. Second, those above the age of 15 who

had completed compulsory schooling in Bosnia had access to upper secondary schooling.

For most Bosnians, this meant entering into the Austrian dual education system which

offers various options of vocational training. Some restrictions applied in the early years

of arrival as the maximum quota of foreign workers of 8 percent (later 9 percent) included
3Kauffmann et al. [2002] present anecdotal evidence of Austrian bureaucratic practices at the time,

supporting the case that no exceptions were made for Bosnian children who attempted to enter into
schooling that was not deemed appropriate for their age.
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employment within degree-granting apprenticeships, an institutional feature discussed in

more detail in appendix 3.B. I show in appendix 3.C.3 that these initial limitations did

not systematically alter the educational trajectories of young Bosnians compared to the

slightly older cohort. The upper secondary schooling also included access to the academic

secondary schools ("AHS Oberstufe") which, after graduation, grant students access to

tertiary university education. However, like older cohorts in Bosnia and likely further

aggravated by language barriers [Kauffmann et al., 2002], the share of Bosnians who

pursued university education was very low (see also figure 3.2). Finally, the situation

for Bosnian refugees who had finished their education before displacement stood in stark

contrast to that of younger arrivals. Bosnians of adult age had access to language courses

organised locally but did not receive structured additional support to integrate into the

Austrian education system [Tretter, 2000].

One of the challenges when placing foreign degrees into the domestic education system

is the comparability of degrees. In the Austrian microcensus, respondents and trained

interviewers determine the Austrian degree that most closely corresponds to the foreign

degree held by the respondent. The information is then used to assign the respondent to a

category within the International Standard Classification of Education System (ISCED).

For the purposes of this study, ISCED refers to its 1997 system, which came into existence

before the start of the observation period in 1998. Greussing [2016] analyses the reporting

of foreign degrees in the Austrian microcensus and shows that misreporting is a concern

for immigrants from South and East Europe - where Bosnians constitute the major group

- that fall into the secondary education category. Her results suggest that misreporting

is otherwise low. These findings are corroborated by the comparison of the education

systems in Austria and Bosnia at the time of the Bosnian war: While the education

systems were very similar along broader education categories, the types of degrees granted

within ISCED categories 3 and 4 offer multiple possible translations within and across

these medium levels of education. Table 3.2 shows the pre-war education system in Bosnia.

While overall, both the broader high and low education categories very closely resemble

the Austrian system shown in table 3.1, drawing the line between ISCED categories 3 and

4 based on basic and advanced vocational education is not unambiguous.
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Notes: Own table based on Georgeoff [1982].

Table 3.2: Education in pre-war Bosnia

For these reasons, the analyses in this paper will make use of simplified ISCED cat-

egories - low, medium and high - that can be accurately compared between Austria and

Bosnia before, during and after the time of the Bosnian war.

3.3 Data

The analyses in this paper draw on Austrian microcensus data from 1995 to 2019, with

the main sample consisting of the years 1998 to 2019 when information on the country

where the highest educational degree was attained is available. The Austrian microcensus

draws a 1 percent representative sample from the Austrian population and a module is

conducted by in-person interviews once every quarter. It is designed as a rotating panel

with individuals staying in the panel for five quarters.

For the purposes of this study, Bosnian refugees are identified on the basis of their

country of origin reported as “Bosnia and Herzegovina” and the year of migration to

Austria. Since the war in Bosnia officially lasted from 6 April 1992 until 14 December 1995,

all migrants who arrived in Austria between 1992 and 1995 from Bosnia and Herzegovina

are classified as refugees. The majority of these humanitarian migrants arrived in Austria

in the first year of the war. The distribution across arrival years is displayed in figure 3.1.
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Figure 3.1: Bosnian war refugees by their year of arrival in Austria

Note: N=5283; T=1998-2019; Pooled sample of Austrian microcensus.

Between 1995 and 2003, the questions on the year of arrival and the precise information

on the country of origin are only included in the first module of every year (Q1). For

consistency, I therefore also only include respondents from the first quarter in the analysis

for subsequent years 2004 to 2019. In theory, every surveyed person should be included

in Q1 of a year at least once. However, any sample attrition could theoretically limit the

sample size this way and quarter 2 (Q2) respondents are therefore included if they do not

appear in any Q1. By design, a few individuals appear in two Q1 waves of subsequent

years and seven percent of all individuals appear a second time. The Austrian microcensus

only includes a question on whether the highest education was attained in Austria or pre-

migration from 1998 onwards. All analyses in this study is therefore carried out on the

1998 to 2019 sample. Altogether, the sample consists of 5,559 unique observations over

the 22 year observation period.

3.3.1 Working sample

The most striking feature of Bosnian refugees at the time of first arrival in Austria is the

young age of migrants, a distribution closely resembling that of humanitarian migrants

arriving to the EU in more recent years. More detailed age at the time of forced migration

and the education distribution corresponding to the simplified ISCED categories are shown

in figure 3.2.
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Figure 3.2: Bosnian war refugees by age at the time of migration and education level

Note: N=5283; T=1998-2019; Pooled sample of Austrian microcensus.

Over the pooled sample, the average age of Bosnians migrating to Austria during the

Bosnian war stood at 23.1 years. Most Bosnian refugees were educated at a medium

level at the time when their respective interview was conducted, corresponding to ISCED

categories 3 and 4.

The left skew of the age distribution allows to define a sufficiently large working sample

of Bosnians aged 13 to 22 at the time of forced migration to Austria that fulfils two main

criteria. First, the bandwidth of the sample does not move too far away from the main

education thresholds such that attaining education in Austria is highly correlated with

the age at forced migration within the group. Second, the age group falls within the

boundaries of adolescence, such that individuals were at a similar phase of psycho-social

development when forcibly displaced [Sawyer et al., 2018]. The adolescent age group has

been shown to be relatively more resilient to displacement (and potential war) experiences

than other age groups [Green et al., 1991]. Subsection 3.4.2 discusses the choice of the

working sample in more detail in the context of the instrumental variable strategy. Table

3.3 summarises the main characteristics of the working sample.
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Variable Mean Std. Dev. Min. Max. N
Low education 0.306 0.461 0 1 1354
Medium education 0.663 0.473 0 1 1354
High education 0.03 0.171 0 1 1354
Age 33.927 6.674 18 48 1354
Age-squared 1195.544 455.627 324 2304 1354
Age at forced migration 17.99 2.923 13 22 1354
Female 0.572 0.495 0 1 1354
Household size 3.701 1.231 1 8 1354
Married (head) 0.747 0.435 0 1 1354
Single (head) 0.208 0.406 0 1 1354
Widowed (head) 0.046 0.209 0 1 1354
Number of children in household 1.792 0.921 0 6 1211
Number of children < 6 0.693 0.825 0 4 1211

Table 3.3: Working sample: Aged 13 to 22 at displacement

One of the caveats of choosing a relatively narrow age at forced migration bandwidth

is that the 3.0% share of highly-educated Bosnians among those displaced between 13

and 22 is slightly lower than the sample average of 5.5%. The main reason is that few

Bosnians had completed their tertiary education by age 22 before displacement. We turn

to the issue of employment quality among the tertiary educated in subsection 3.5.5.

3.3.2 Measuring employment quality

Three different measures of employment quality are calculated to assess the labour market

position of Bosnian refugees holding a degree from Austria to those holding a compara-

ble degree from Bosnia. The quality of employment measures that can be consistently

produced from the Austrian microcensus between 1998 and 2019 are measures of working

below educational attainment and a parsimonious measure of working in a low-skill pro-

fession. Information on net hourly wages available in the microcensus between 2011 and

2018 is then used to complement these measures.

The overeducation measure follows the economics of education literature and is cal-

culated using a simplified realized matches procedure in the following way [Chiswick and

Miller, 2009, Aleksynska and Tritah, 2013]:

Overeducatedi,n,t =

1, if Educationi,n,t > Mode(Educationn,t)

0, if Educationi,n,t ≤Mode(Educationn,t)
(3.1)
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That is, an individual is overeducated if individual i’s education who works in occupa-

tion n in year t is above the modal education of the respective occupation, measured based

on the simplified ISCED-97 categories, low, medium and high. The Austrian microcen-

sus reports professions based on Austria’s mapping of national occupations statistics on

the International Standard Classification of Occupation 88 (ISCO-88) at the three digit

level. The total number of different occupations reported in the Austrian ISCO-88 is 116.

From 2011, the Austrian microcensus switches to ISCO-08 where, at the three digit level,

130 occupations are differentiated. Thus, in a first step, the modal educational level is

calculated for each ISCO occupation in every year using the entire sample of employed

individuals in the Austrian microcensus. The sample size in the Austrian microcensus is

sufficiently large to produce reliable modes. In 1998, the first observation year, the total

number of employed individuals stood at 29,833. In 2019, the last observation year, the

total number of employed stood at 88,166. In a second step, the education level of each

employed Bosnian refugee is then compared to the calculated mode of their respective

profession to determine overeducation.

Since the Austrian microcensus only reports education categories rather than years of

schooling - and thus the realized matching procedure is based on relatively little variation

- a more direct measure of working in a low-skill occupation is also calculated:

LowSkilln,t =

1, if Mode(Educationn,t) ≤ ISCED − 97, level 2

0, if Mode(Educationn,t) > ISCED − 97, level 2
(3.2)

That is, an occupation is classified as low-skill if the modal education level of workers

within the occupation is equal to or below 2 in the ISCED-97 classification or low on

the simplified ISCED measure, calculated separately for every survey year t. Thus, all

occupations that are primarily carried out by workers with either no education or only

compulsory education are classified as low-skill. This measure differs from the overe-

ducation measure in two ways: First, it can be calculated for all individuals, not just

those educated above level 2 of the ISCED-97 scale. Second, it relies less heavily on

the accuracy of reported education by Bosnian refugees and its translation into the Aus-

trian system. The most frequent occupations Bosnian refugees worked in that the above

procedure classifies as low-skill are (i) domestic aid workers, (ii) cleaning staff, (iii) sales-

person/supermarket staff, (iv) unskilled labourer in manufacturing and other industries

and (iv) construction workers.
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From 2011 to 2018, the microcensus data includes information on monthly earnings

and monthly hours worked. These information are used to calculate an hourly net wage

for each individual to further quantify the long-term value of an Austrian degree vis-à-vis

a comparable Bosnian degree.

The main outcome variables are summarised in table 3.4, pertaining to the period

average of Bosnians who had spent five to 27 years in Austria.

Variable Mean Std. Dev. Min. Max. N Sample restrictions
Employed 0.815 0.389 0 1 1354 None
Work in low-skill job 0.143 0.35 0 1 1103 Employed only
Work below education 0.112 0.316 0 1 783 Employed only, no low-educated
Hourly net wage 11.89 5.28 2.40 52.26 262 Employed only, years 2011-2018

Table 3.4: Main outcome variables

3.4 Empirical strategy

This section describes the empirical strategy to estimate the value of education attained

in Austria compared to similar levels of education attained in Bosnia for labour market

outcomes. Subsection 3.4.1 starts with the baseline specification and 3.4.2 then discusses

the instrumental variable approach in detail.

3.4.1 Baseline specification

The baseline specification estimated by ordinary least squares (OLS) takes the form

Yi,t,e = βt + κe + ηEducationInAustriai,t + ζIndividualCharacteristicsi,t + εi,t, (3.3)

where Yi,t,e is the integration outcome of interest for individual i in education category

e at time t. Yi,t,e is a binary variable equal to 1 if individual i is employed, works in a

low-skill occupation or works in an occupation he/she is overeducated for respectively.

For outcomes related to net hourly wages, Yi,t,e is continuous. EducationInAustriai,t is a

binary variable equal to 1 if individual i attained his/her highest education in Austria and

0 if education was attained in Bosnia. Its estimated coefficient is the main coefficient of

107



interest, η. βt and κe are survey year and (simplified) ISCED-97 education category fixed

effects respectively. The inclusion of κe is a key feature of 3.3 since it restricts variation to

within education categories such that the only difference between individuals is whether

that education was attained in Austria or Bosnia. IndividualCharacteristicsi,t is a vector

of control variables, including a dummy for female Bosnians, the time spent in Austria

in years and federal state fixed effects. The latter are included to account for the fact

that Bosnian refugees were initially only allowed to take up employment in the federal

state they resided in [Tretter, 2000]. The federal state fixed effects also help to control for

(the small) differences in the presence of co-ethnic networks and variation in local labour

market conditions discussed in appendix 3.A. εi,t,e is the error term that is clustered on

the household level to account for unobserved correlations between household members if

members from the same household were interviewed.

Finally, since the quality of employment is only observed for employed individuals, this

initial selection could be different for humanitarian migrants who attained education from

Bosnia and those who attained education in Austria. For example, in an extreme case

where Bosnian degrees are heavily discounted, very few Bosnians without host-country

education may find employment. The employed sample of these migrants without host-

country education would then differ significantly from the sample of Bosnians who attained

host-country education. Appendix 3.C.1 explains the corresponding Heckman selection

procedure following Heckman [1979] to adjust the estimated coefficients for the probability

of each observation to be included in the sample of the employed and shows that this

correction does not alter the obtained results.

3.4.2 Instrumental variable approach

Estimates obtained from equation 3.3 provide an association between holding a diploma

from Austria compared to a similar degree from Bosnia. An issue that needs to be ad-

dressed to more accurately capture the causal relation between host-country education

and the various employment outcomes is the endogeneity of attaining host-country ed-

ucation resulting from omitted variable bias and reverse causality. Pursuing a degree

in Austria could capture unobservable individual characteristics such as motivation and

intelligence or household level characteristics such as parental education, which would po-

tentially bias the estimated coefficients. The direction of such bias is a priori ambiguous

and has occupied scholars for decades [Willis and Rosen, 1979]. In the context of human-

itarian migration, it is possible that more capable individuals are able to assess the value
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of pursuing host-country education more accurately, or that less capable individuals are

discouraged from attaining education due to the higher barriers to entry caused by, for

example, the different language. This kind of self-selection could potentially lead to an

upward bias in the estimated coefficients. On the other hand, if host-country education

is seen as a last resort following an unsuccessful entry into the labour market, we may

observe a downward bias in coefficients when estimating the value of host-country edu-

cation for employment and employment quality. This endogeneity problem of attaining

education in Austria is tackled by an instrumental variable approach.

The instrumental variable approach exploits the fact that many Bosnian refugees were

of young age when they entered Austria. Since Bosnians were displaced forcibly and

unexpectedly, they had no control over their age when migrating. The immediate access

to education that was granted to Bosnians and the strictly implemented education laws

explained in detail in section 3.2.1 thus led to a strong correlation between the age at the

time of arrival and the probability of attaining host-country education (figure 3.3).

Figure 3.3: Education in Austria and the age at the time of forced displacement

Note: N=2865; T=1998-2019; pooled sample. The green lines indicate education cutoffs. The red lines

indicate the bandwidth chosen for the main regression analyses.

In the corresponding instrumental variable regressions, the first stage of the two-stage

least squares (2SLS) approach then takes the form:

EducationInAustriai,t,e = βt+κe+ηAgeAtT imeOfArrivali,t+ζIndividualCharacteristicsi,t+νi,t,

(3.4)
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where AgeAtT imeOfArrivali,t is used to predict the probability of having received

education in Austria instead of Bosnia, EducationInAustriai,t,e.

The suggested instrumental variable approach laid out above requires a careful re-

flection. The identifying assumption that age at the time of forced displacement only

affects labour market outcome through its effect on education, and thus serves as a valid

instrument, likely only holds for an age bandwidth that is sufficiently narrow. Two main

rationals guide the choice of the bandwidth. The first rational follows from the literature

on displacement studies. Since age is a direct determinant of psycho-social development,

the forced migration experience could have had heterogenous effects on migrants across

different age brackets, with potential differing repercussions on mental well-being [Porter

and Haslam, 2005]. Mental well-being itself could in turn affect the performance on

the labour market [Freitas-Monteiro and Ludolph, 2021]. The age group relevant to the

research question at hand is that of adolescents, an age group defined by the medical lit-

erature to range from 10 to 24 years [Sawyer et al., 2018]. Medical studies on adolescent

refugees displaced and hosted in high-income countries are indeed typically conducted on

a population aged between 11 and 24 (see Fazel et al. [2012] for a meta-analysis). One

of the key reasons for separating adolescents and children from older populations is their

relatively higher resilience to stresses of displacement [Green et al., 1991]. Thus, under

the assumption of homogeneity in adolescents’ psychological response to forced displace-

ment, the bandwidth can then be chosen based on the institutional setting refugees faced

in Austria at the time of arrival. The important education cutoffs for Bosnian refugees

as shown in table 3.1 were 15, the age when compulsory schooling is completed, and 19,

when upper secondary schooling is completed. Thus, Bosnians would typically start upper

secondary education at age 16. In our preferred specification, we therefore move, sym-

metrically, three years to the left and three years to the right of these cutoffs, such that

the working sample consists of those aged 13 to 22 at the time of displacement, leaving a

total pooled sample of 1354 individuals.

The second related rational for the choice of the bandwidth is technical. For any given

bandwidth, estimates are subject to the bias versus precision trade-off faced in regression

discontinuity designs [Hahn et al., 2001]. The chosen bandwidth of Bosnians aged 13 to

22 reflects this tradeoff. On the one hand, it leaves a working sample sufficiently large to

precisely estimate the effects of interest and study heterogenous treatment effects across

time and groups. On the other hand, it does not move too far away from the education

cutoffs, avoiding the inclusion of relatively younger and older individuals outside the group

of adolescents, where the exclusion restriction is less likely to hold.
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Despite these careful considerations, the definition of the bandwidth remains arbitrary.

It is therefore important to show that the main results are not dependent on this choice.

To do so, I show in appendix 3.C.2 that the main results hold when the bandwidth

is widened to any range between 10 to 25 (and thus, to cover the whole spectrum of

adolescent age) or narrowed down to 16 to 19, in line with some of the more conservative

age band choices of studies on adolescent refugees (see for example Sujoldžić et al. [2006]).

A third consideration related to the validity of the instrument pertains to the external

versus the internal margin of schooling attained in Austria. The chosen bandwidth makes

the implicit assumption that it is the Austrian degree per se, rather than the internal

margin of Austrian schooling measured by the years of schooling in Austria, that predicts

employment quality. The institutional setting in Austria makes this assumption likely to

hold for all individuals aged above compulsory schooling age: Bosnians who did not finish

their upper secondary education in Bosnia were unlikely to get their incomplete upper

secondary training acknowledged and had to start over on this part of their education

[Tretter, 2000]. For those aged within compulsory schooling age, the preferred working

sample of 13 to 22 year olds only includes individuals who received a maximum of three

years of compulsory education. Nevertheless, in appendix 3.C.4, I show that it is indeed

likely to be the Austrian degree, rather than years of school attendance, that drive the

main results in both the working sample and among those who migrated when still being

subject to compulsory schooling.

A fourth important requirement of the IV approach is to account for the possibility

that forced migration altered education choices in the host country. For example, having

attained a level of education above basic compulsory education for those aged slightly

above compulsory schooling age in Bosnia when forcibly displaced is unlikely. Those who

were displaced at that age could have chosen to pursue higher education in Bosnia but,

due to the altered institutional structure, did not do so in Austria. Similarly, incentives

to attain education could have been altered for younger cohorts if, for example, young

Bosnians or their parents were aware of the value of Austrian education for the job mar-

ket prospects of their children. Accounting for these potential alterations by conditioning

estimates on education category fixed effects is therefore necessary and to a large extend

remedies the concern. However, even when variation is restricted to within education

categories, the quality of graduates within each education category could be altered com-

pared to a counterfactual of no forced displacement when different individuals select into

the different education categories. In appendix 3.C.3, I analyse this potential issue in

more detail and show that those aged between 16 and 18 at the time of forced migration
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were indeed less likely to be educated beyond compulsory schooling compared to Bosnians

slightly older and slightly younger at the time of displacement. The section further shows

the results of robustness tests that excludes this age group from the analysis.4

The fifth concern pertains to the accurate reporting of age. In theory, if humanitarian

migrants knew that a lower age could increase their chances of receiving a residence permit

or access to education, manipulation could become desirable. Two observations mitigate

this risk. First, the majority of Bosnians entered Austria within the 1965 Austrian-

Yugoslav agreement on Visa Policies, which allowed visa-free entry into Austria for three

months but required a legal crossing of the Austrian border, suggesting that Austrian

authorities had evidence of their age [Franz, 2003]. Second, a conventional manipulation

at the threshold test following McCrary [2008] is presented in figure 3.4 for the various

relevant age thresholds where these manipulations could have occurred. These tests show

no evidence for systematic misreporting of age at the time of arrival.

4A very subtle further assumption the suggested approach makes is that there are no differences in how
those with a higher innate ability behave at any given age relative to others. For example, if an 18-year
old highly capable Bosnian who completed education in Bosnia decided that re-doing their education is
worthwhile, while a similarly highly capable 19-year old would not, and all less capable Bosnians aged
18 and 19 would never re-do their education, the age at the time of arrival would partly predict innate
ability.
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Figure 3.4: McCrary test for manipulation at age thresholds

Note: Education cutoff I refers to the age of arrival between 14 and 15, just before the end of compulsory

schooling in Austria. Education cutoff II refers to the age above 19. 19 is the age when all upper

secondary education is typically completed and beyond which entering into vocational education may be

considered inappropriate by employers. The top graphs show 4th order local polynomials. The bottom

graphs show 3rd order local polynomials. The shaded area shows 95% confidence intervals. Age range

differs due to data-driven bandwidth selectors.
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A sixth requirement for the validity of the instrument is that differences in out and

return-migration (repatriation) rates between treated and untreated units must be suf-

ficiently low so the sample composition does not change over time. If sample attrition

varied between Bosnians holding an Austrian degree and those who do not due to differing

success rates on the labour market, the estimated coefficients on the value of Austrian vis-

à-vis Bosnian degrees could be downward biased. Two observations mitigate the concern.

First, a key feature of the humanitarian migration flows from Bosnia to Austria during

the Bosnian war is that return migration to Bosnia was generally low in its aftermath. A

displaced population study carried out by the Bosnian government in 2005 estimated the

official number of refugees still present in Austria to be around 82% of those originally

displaced [Valenta and Ramet, 2011]. Second, a test comparing the share of Austrian

degree holders among Bosnian refugees in the Austrian microcensus over time shows that

this share is constant.5 This is shown in figure 3.5, where the margins are derived from a

probit regression of a binary indicator that takes the value one if education was attained

in Austria (and zero otherwise) on a categorical survey year fixed effects term.

5If, for example, holders of Austrian degrees were less likely to return to Bosnia, this share would
increase systematically over time.
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Figure 3.5: Relative attrition rates in the Austrian microcensus by country of educational
attainment

Note: Full sample (left hand side) and working sample of those aged 13 to 22 at the time of forced

migration (right hand side). The x-axis shows the microcensus survey year. Margins are derived from a

probit regression of a binary indicator that takes the value one if education was attained in Austria (and

zero otherwise) on a categorical survey year fixed effects term. The vertical bars show 95% confidence

intervals.
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Finally, we note that in the 2SLS procedure, conditioning estimates on covariates such

as age and potential work experience is neither possible nor desirable since these variables

would be highly correlated with the instrument by construction.

3.5 Results

This section presents the results. It is structured as follows. Subsection 3.5.1 shows the

link between age at the time of arrival in Bosnia and labour market outcomes descriptively.

Subsection 3.5.2 shows the main results of a pooled sample regression of the employment

and employment quality indicators on the variable indicating whether or not the individual

attained formal education in Austria. Subsection 3.5.3 shows how these estimates change

over the duration of stay in Austria. Subsection 3.5.4 then shows the effect host-country

education vis-à-vis origin country education had on wages after more than two decades

of stay in Austria. Finally, subsection 3.5.5 provides a descriptive discussion on the

labour market position of the small number of tertiary educated Bosnians that may not

be entirely captured by the suggested IV approach.

3.5.1 Descriptive results

Figure 3.6 plots the different outcomes of interest over three brackets of "time spent in

Austria" (in years) separately for three groups: Bosnians aged 13 to 15 when being forced

to migrate to Austria, Bosnians aged 16 to 19 when being forced to migrate to Austria

and Bosnians aged 20 to 22 at the time of migration.
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Figure 3.6: Host-country education, employment and employment quality over years of
stay in Austria, comparison of age groups

Note: The x-axis displays years since immigration to Austria in three brackets. Age measured when

entering Austria as a humanitarian migrant. Margins are derived from a linear regression of a binary

outcome indicator on a categorical fixed effects term indicating the "years since migration" brackets,

interacted with the "age at the time of arrival" bracket. "Host-country education" is a dummy variable

that takes the value 1 if the highest education was attained in Austria and the value 0 if it was attained in

Bosnia. Employed is a dummy variable taking the value 1 if an individual is employed, and 0 otherwise.

The regression with employment as an outcome is estimated on the whole sample of Bosnians. The

outcome "work in low-skill job" is estimated on the sample of all employed individuals. The variable

takes the value 1 if the employed individual works in an occupation that primarily employs low-educated

workers as formally defined in equation 3.2. The outcome "work below education" is estimated on the

sample of all employed individuals with at least a medium level of education. The variable takes the value

one if the individual works in an occupation that is primarily carried out by workers of lower educational

attainment as formally defined in equation 3.1. Estimates conditional on gender. Only within-ISCED

category variation is considered. The bars show 90% confidence intervals.

117



The upper left panel shows that over the entire observation period, these age brackets

are highly associated with the likelihood of having attained a formal degree in Austria

instead of Bosnia. Two observations are striking. First, throughout the observation

period from having spent five to 27 years in the country, employment rates are close to

indistinguishable between the three groups (upper right panel). Second, the group aged

13 to 15 at arrival performs significantly better on both measures of employment quality

than the 20 to 22 year-olds up until the second "time spent in Austria" bracket, when

Bosnians had spent between 13 and 20 years in Austria (lower left and lower right panel).

After five to twelve years in the country, the conditional share of Bosnians aged 20 to 22

years at arrival who worked below their educational attainment or in a low-skill job stood

at 28% and 34% respectively, compared to 13% and 17% among Bosnians aged 13 to 15

at displacement. The 16 to 19 year-olds fall in between. The share of Bosnians in working

below educational attainment and working in low-skill jobs then declines gradually over

time in all "age at the time of arrival" groups, with shares in age groups that initially

experienced a higher incidence of low-quality employment dropping slightly faster, such

that the gap becomes small 21 to 27 years after migration.

3.5.2 Main results

We next turn to the regression results when pooling the working sample over the five to

27 year observation period in table 3.5, which displays both the OLS and the 2SLS results

of the regression models described in equation 3.3 and 3.4.
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Employed Work in low-skill job Work below education

(1) (2) (3) (4) (5) (6)
Host-country education 0.045* 0.016 -0.077*** -0.085*** -0.111*** -0.103***

(0.025) (0.033) (0.022) (0.029) (0.023) (0.028)
Time spent in Austria -0.005 -0.005 -0.002 -0.003 -0.008 -0.008

(0.015) (0.015) (0.011) (0.010) (0.012) (0.011)
Female -0.041* -0.045* 0.169*** 0.167*** 0.106*** 0.107***

(0.024) (0.024) (0.020) (0.020) (0.022) (0.022)
N 1354 1354 1103 1103 783 783
R2 0.048 0.005 0.238 0.083 0.242 0.075
Estimation method OLS 2SLS OLS 2SLS OLS 2SLS
Time FE Year Year Year Year Year Year
Federal state FE Yes Yes Yes Yes Yes Yes
Education category FE Yes Yes Yes Yes Yes Yes
First-stage F-test 1743.729 1250.340 1158.215
Standard errors clustered at the household level in parentheses.
* p<0.10, ** p<0.05, *** p<0.01
Notes: The sample consists of individuals aged between 13 and 22 when arriving in Austria during the war in
Bosnia that lasted from 1992 to 1995. The observation period is 1998 to 2019. Employed is a dummy variable
taking the value 1 if an individual is employed, and 0 otherwise. Regressions with employment as an outcome are
estimated on the whole sample of Bosnians. The outcome "work in low-skill job" is estimated on the sample of
all employed individuals. The variable takes the value 1 if the employed individual works in an occupation that
primarily employs low-educated workers as formally defined in equation 3.2. The outcome "work below education"
is estimated on the sample of all employed individuals with at least a medium level of education. The variable takes
the value one if the individual works in an occupation that is primarily carried out by workers of lower educational
attainment as formally defined in equation 3.1. "Host-country education" is a dummy variable that takes the
value 1 if the highest education was attained in Austria and the value 0 if it was attained in Bosnia. "Time spent
in Austria" is a continuous variable measured in years. The first-stage F-test refers to the Kleibergen-Paap rk
Wald F-statistic obtained from the first stage of an instrumental variable regression with age at the time of forced
displacement as the instrument for educational attainment in Austria vis-à-vis Bosnia.

Table 3.5: Main results
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The large F-statistics (>1000) in the first stage of the 2SLS regressions confirm the

relevance of age as a strong predictor for having attained host-country education for the

sample of among Bosnians aged 13 to 22 when migrating to Austria. Overall, the effect

of host country education vis-à-vis similar education attained in the country of origin

on the probability of being employed is close to zero on average over the observation

period. The coefficient estimated by 2SLS (column 2) implies that host-country education

increases the probability of employment by 1.6 percentage points, but the coefficient is

not significant at any conventional level. We note that the reason for this small and

insignificant effect could be the result of two opposing forces: On the one hand, the higher

value of the Austrian degree may encourage employment and labour market participation

more broadly as it opens up new opportunities on the labour market. On the other hand,

a resulting increase in reservation wages may have a negative effect on employment rates

of Austrian vis-à-vis Bosnian degree holders [Reyneri and Fullin, 2011, Zwysen, 2019].

Host-country education has a strong negative effect on both the employment quality

outcomes (columns (4) and (6)), confirming the descriptive results of subsection 3.5.1 as

well as the coefficients estimated by OLS that are shown in columns (3) and (5) of table

3.5. On average over the observation period, the age at the time of arrival induced host-

country education vis-à-vis similar education attained in the country of origin decreases

the probability of working in low-skill employment and below educational attainment by

8.5 percentage points and 10.3 percentage points respectively. The confidence intervals

are tightly estimated around these coefficients (p<0.01).

Appendices 3.C.1, 3.C.2 and 3.C.2 show that these main results are further robust

to (i) a Heckman correction for employment participation, (ii) widening and narrowing

down the working sample by including and excluding individuals of different age at the

time of arrival and (iii) to excluding individuals where the forced displacement may have

led to differences in education choices respectively.

Finally, the time spent in the host country is negatively associated with the probability

of being employed in low-quality occupations throughout all specifications. We note that

the likely reason for the low statistical precision of these estimates is the little arrival-

cohort variation these are estimated on when survey year fixed effects are included in

the regression; thus, the magnitude of these coefficients should be treated with care. It

is further noteworthy that females are less likely to be employed (columns 1 and 2) and

are more likely to hold low-quality jobs (columns 3-6). We turn to the characteristics of

female employment in more detail in section 3.6.
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3.5.3 Quality of employment over time

The estimation of the effect of host-country vis-à-vis origin country education over time

is done in two ways. First, equation 3.3 is augmented by a term that interacts the

EducationInAustriai,t variable with a continuous "time spent in Austria" variable, mea-

sured in years. The latter is then instrumented by a term that interacts theAgeAtT imeOfArrivali,t
variable with the same time spent in Austria. The underlying assumption of the approach

is that the adjustment path is linear, meaning that any initial discount Bosnian refugees

faced on their Bosnian education decreases linearly over time. The results are illustrated

in figure 3.7.
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Figure 3.7: The effect of host-country education on employment and employment quality
over time of stay

Note: The plots show margins derived from 2SLS regressions for the estimated coefficients on a dummy

variable that takes the value 1 if the highest education was attained in Austria and the value 0 if it

was attained in Bosnia, as well as the interaction term of the indicator with the time spent in Austria

(measured in years). The sample consists of individuals aged between 13 and 22 when arriving in Austria

during the war in Bosnia that lasted from 1992 to 1995. The observation period is 1998 to 2019. The

x-axis shows the time spent in Austria in years. Employed is a dummy variable taking the value 1 if an

individual is employed, and 0 otherwise. Regressions with employment as an outcome are estimated on

the whole sample of Bosnians. The outcome "work in low-skill job" is estimated on the sample of all

employed individuals. The variable takes the value 1 if the employed individual works in an occupation

that primarily employs low-educated workers as formally defined in equation 3.2. The outcome "work

below education" is estimated on the sample of all employed individuals with at least a medium level of

education. The variable takes the value one if the individual works in an occupation that is primarily

carried out by workers of lower educational attainment as formally defined in equation 3.1. The shaded

areas show 90% confidence intervals.
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While employment rates among Bosnians educated in Austria do not differ signifi-

cantly from Bosnians educated in Bosnia at any point of stay, the plots show that the

average effects over time mask an adjustment process of employment quality. Both the

rates of employment in low-skill occupations (upper right panel) and employment below

educational attainment (bottom left panel) among Bosnians with Bosnian degrees start

out at a very high level. After five years of stay, the gap to Austrian degree holders stands

at 25pp on both indicators. The 90% confidence intervals only start to include zero after

about two decades.

To allow for more flexibility in the adjustment over time, a second approach splits

the sample by different "time spent in Austria" brackets, similar to figure 3.6. Table 3.6

shows how the results of the preferred 2SLS model.
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Columns (1) to (3) again confirm that employment is unaffected by formal host-country

education. Columns (4) to (6) and (7) to (9), on the other hand, yield two additional

results compared to the pooled sample regressions of table 3.5. First, for Bosnians who

stayed in Austria for five to 12 years, holding a comparable Bosnian degree rather than an

Austrian degree led to a 15.2pp increase in the probability of low-skill employment for the

whole sample of employed Bosnians. For Bosnians educated at an upper secondary level

and above, an Austrian degree decreased the likelihood of working below educational

attainment by 16.5pp (p<0.05). To put these numbers in perspective, consider that

between 1998 and 2019, a stable share of close to 6% of native-born Austrians of upper

secondary education and above worked below educational attainment. Among Bosnians

holding a foreign degree in the working sample, the unconditional share stood at 32% after

five to 12 years of stay. Thus, not holding an Austrian degree still explained more than

half of the gap in overeducation between Austrians and Bosnian refugees after around

a decade in the country. Second, after more time spent in the country (columns 5, 6,

8 and 9), the discount on foreign education decreases until it reaches 4.4pp (p<0.1) for

the probability of working in a low-skill job and 7pp for the probability to work below

educational attainment (p<0.05) after more than two decades. These findings are well in

line with previous descriptive studies that document a similar convergence in employment

quality over the duration of stay among refugees in Europe [Damas de Matos and Liebig,

2014, Zwysen, 2019].

3.5.4 Net hourly wages

The strong positive effect of formal host-country education on employment quality among

Bosnian refugees uncovered in subsections 3.5.2 and 3.5.3 is likely to have direct implica-

tions for earned income: In 2018, employed Bosnians earned, on average, EUR 1948 in net

terms when working in an occupation not classified as low-skill according to equation 3.2.

Within low-skill occupations, the average net income stood at EUR 1119. Accounting

for differences in hours worked does not change this observation: In 2018, Bosnians in

low-skill occupations were paid a net hourly wage of EUR 9.46, compared to EUR 12.46

in non-low-skill occupations.6

Data on net monthly income and monthly hours worked are only available from 2011

to 2018 in the Austrian microcensus. Estimates comparable to the other employment

indicators can therefore only be produced for the last "time-spent-in-Austria" bracket
6Data are unweighted averages calculated based on the 2018 Austrian microcensus.
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of table 3.6. These estimates are shown in table 3.7 below for the whole sample of the

employed, thus comparable to column (6) of table 3.6 and the sample of Bosnians educated

at upper secondary level and above, comparable to column (9) of table 3.6.7

Hourly wage income Hourly wage income - no low-educated

(1) (2) (3) (4)
Host-country education 0.087* 0.082 0.125** 0.158**

(0.045) (0.058) (0.053) (0.068)
Time spent in Austria 0.003 0.003 0.011 0.011

(0.025) (0.024) (0.035) (0.033)
Female -0.145*** -0.146*** -0.175*** -0.168***

(0.040) (0.038) (0.052) (0.050)
N 262 262 175 175
R2 0.187 0.071 0.247 0.126
Estimation method OLS 2SLS OLS 2SLS
Time FE Year Year Year Year
Federal state FE Yes Yes Yes Yes
Education category FE Yes Yes Yes Yes
First-stage F-test 138.312 101.625
Standard errors clustered on the household level in parentheses.
* p<0.10, ** p<0.05, *** p<0.01
Notes: The sample consists of individuals aged between 13 and 22 when arriving in Austria during the war
in Bosnia that lasted from 1992 to 1995. Hourly wage income refers to the logarithm of the hourly wage
individuals earned in the month prior to the interview. "Time spent in Austria" is a continuous variable
measured in years. The sample consists of individuals who stayed in Austria for between 21 and 27 years and
is based on microcensus data from between 2011 and 2018. The first-stage F-test refers to the Kleibergen-
Paap rk Wald F-statistic obtained from the first stage of an instrumental variable regression with age at the
time of forced displacement as the instrument for educational attainment in Austria vis-à-vis Bosnia.

Table 3.7: Hourly wage income

The results confirm that, even after more than two decades, the age at the time of

forced migration induced higher probability to attain formal host-country education led

to larger net wages. The estimated coefficient on the "host-country education" indicator

in the 2SLS regressions show that net hourly income was 8.2% higher for Austrian degree

holders (p<0.2; column 2) among all employed Bosnians and 15.8% higher for Austrian

degree holders among employed Bosnian refugees educated at upper secondary level and

above (p<0.05; column 4). Interpreting these results in conjunction with the finding of

employment quality convergence between Austrian and Bosnian degree holders over time

(see table 3.6) further suggests that the income gap between the two groups was even

larger in the earlier years of stay.
7Missing values in the reported hours worked and monthly income lead to a slightly smaller sample

size compared to table 3.6.
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3.5.5 The discount on tertiary education

One of the limitations of the working sample of those aged 13 to 22 at the time of forced

migration is that it includes a relatively smaller share of tertiary Bosnians with education

attained in Bosnia before displacement. Within the sample of Bosnians displaced when

aged between 13 and 22, the share of tertiary educated stood at 3.1%, compared to 6.1%

among all Bosnians aged between 25 and 64 years that are observed across all microcensus

survey years. Thus, while the total number of tertiary educated Bosnians who migrated

to Austria was therefore very low, the main working sample still includes relatively fewer

tertiary educated. The reasons for the choice of the relatively narrow age bandwidth are

related to the exclusion restriction of the suggested IV approach. They are discussed in

detail in subsection 3.4.2. A less conservative choice of the bandwidth would therefore

partly remedy the issue by including Bosnians that were older at the time of forced

migration. Appendix 3.C.2 shows that widening the bandwidth - such that more tertiary

educated Bosnians who attained their degrees in Bosnia are included - does not change the

main results shown in table 3.5.2; in fact, widening the bandwidth to include Bosnians

aged up to 25 at the time of displacement yields point estimates on the employment

quality indicators of identical magnitude compared to the main working sample (figure

3.9).

Despite these observations, the high incidence of working below educational attainment

among tertiary-educated refugees in Europe justifies a descriptive analysis of the group of

tertiary-educated Bosnians in Austria [Dumont et al., 2016]. Table 3.8 shows the results

of a linear probability model as formally defined in equation 3.3, but estimated on the

pooled sample of tertiary Bosnians aged 25 to 64.8 Of the 293 total individuals observed,

184 individuals had attained their tertiary degrees in Bosnia and 109 individuals attained

their degrees in Austria, after forced displacement.

8Unlike in the previous regressions on the smaller subsample of Bosnians aged 13 to 22 at the time of
arrival in Austria, controlling for age (and its squared term) is possible in the regressions on the larger
sample of individuals aged 25 to 64. However, these controls did not change the point estimates and were
therefore left out to ensure comparability across analyses.
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(1) (2) (3)
Employed Low-skill job Work below education

Host-country education 0.027 -0.037 -0.200**
(0.068) (0.027) (0.084)

Time spent in Austria 0.036 -0.025 -0.022
(0.040) (0.028) (0.048)

Female -0.052 0.060** 0.049
(0.059) (0.026) (0.068)

N 293 225 225
R2 0.090 0.209 0.260
Estimation method OLS OLS OLS
Time FE Year Year Year
Federal state FE Yes Yes Yes
Standard errors clustered at the household level in parentheses.
* p<0.10, ** p<0.05, *** p<0.01
Notes: The sample consists of individuals aged between 25 and 64 that are educated at a
high level (ISCED-97 level above 4). The observation period is 1998 to 2019. Employed is
a dummy variable taking the value 1 if an individual is employed, and 0 otherwise. The
variable "work in low-skill job" takes the value 1 if the employed individual works in an
occupation that primarily employs low-educated workers as formally defined in equation 3.2.
The variable "work below education" takes the value 1 if the individual works in an occupation
that is primarily carried out by workers of lower educational attainment as formally defined
in equation 3.1. "Host-country education" is a dummy variable that takes the value 1 if the
highest education was attained in Austria and the value 0 if it was attained in Bosnia. "Time
spent in Austria" is a continuous variable measured in years.

Table 3.8: Tertiary educated

Despite the relatively small sample of tertiary-educated Bosnians, the results uncover

some noteworthy findings. First, the probability of employment is again not associated

with whether education was attained over the pooled observation period. Second, while

tertiary-educated Bosnians with degrees from Bosnia are indeed 20pp more likely to work

below their educational attainment than Bosnians completing tertiary education in Aus-

tria (column 3), their downgrading appears to happen mostly into medium-skill, rather

than low-skill jobs (column 2).

The results of table 3.8 thus confirm previous analyses that document a large discount

refugees face on their tertiary education [Damas de Matos and Liebig, 2014, Dumont

et al., 2016].

3.6 Cultural legacy: Differentiating male and female

refugees and the role of female employment in for-

mer Yugoslavia

One of the striking features throughout the analyses in section 3.5 is the large magnitude of

the negative coefficient on the female migrant indicator in regressions related to the quality
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of employment (see for example table 3.5). This difference in labour market integration

outcomes and trajectories between male and female migrants is often observed and has

led scholars to routinely analyse these groups separately [Dustmann, 1997, 1999].

In the context of forced migration from Bosnia to Austria and the research question of

refugee labour market integration, this is particularly interesting for a number of reasons.

First, in 1991, the year before the start of the war, estimates from the International Labour

Organisation (ILO) indicate that female labour market participation of people aged 15

and above stood at 41% (males: 63%) in Bosnia. The female-to-male ratio of labour

market participation thus closely resembled that of Austria in the same year (female:

44%; male: 70%). The relatively high labour market participation rate among women

was most likely a relic from socialist times in the former Yugoslavia, where workplaces

often provided housing, child care and health care [Pascall and Manning, 2000]. A second

feature of female employment is stressed in historical research on gendered work in former

Yugoslavia: Women were predominantly employed in low-skill jobs and rarely held high

positions in factories or politics [Pascall and Manning, 2000, Darville and Reeves, 1992].

In the following, we therefore analyse whether these pre-migration characteristics of

female employment are observed on the Austrian labour market and if the attainment

of host-country education could alter outcomes vis-à-vis those who entered the Austrian

labour market immediately upon arrival and attained their education in Bosnia.

Table 3.9 shows the regression results for female migrants and male migrants respec-

tively.
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Females Males

(1) (2) (3) (4) (5) (6)
Employed Low-skill job Below educ. Employed Low-skill job Below educ.

Host-country education 0.003 -0.130*** -0.159*** 0.037 -0.024 -0.042**
(0.047) (0.048) (0.050) (0.046) (0.019) (0.020)

Time spent in Austria -0.014 -0.015 -0.018 0.006 0.004 -0.003
(0.021) (0.019) (0.022) (0.020) (0.005) (0.007)

N 775 612 387 579 491 396
R2 0.001 0.018 0.063 0.005 0.006 0.016
Estimation method 2SLS 2SLS 2SLS 2SLS 2SLS 2SLS
Time FE Year Year Year Year Year Year
Federal state FE Yes Yes Yes Yes Yes Yes
Education category FE Yes Yes Yes Yes Yes Yes
First-stage F-test 974.654 713.255 631.615 695.869 512.956 454.371
Standard errors clustered at the household level in parentheses.
* p<0.10, ** p<0.05, *** p<0.01
Notes: The sample consists of individuals aged between 13 and 22 when arriving in Austria during the war in Bosnia that lasted from
1992 to 1995. The observation period is 1998 to 2019. Employed is a dummy variable taking the value 1 if an individual is employed,
and 0 otherwise. Regressions with employment as an outcome are estimated on the whole sample of Bosnians. The outcome "work
in low-skill job" is estimated on the sample of all employed individuals. The variable takes the value 1 if the employed individual
works in an occupation that primarily employs low-educated workers as formally defined in equation 3.2. The outcome "work below
education" is estimated on the sample of all employed individuals with at least a medium level of education. The variable takes
the value one if the individual works in an occupation that is primarily carried out by workers of lower educational attainment as
formally defined in equation 3.1. "Host-country education" is a dummy variable that takes the value 1 if the highest education was
attained in Austria and the value 0 if it was attained in Bosnia. "Time spent in Austria" is a continuous variable measured in years.
The first-stage F-test refers to the Kleibergen-Paap rk Wald F-statistic obtained from the first stage of an instrumental variable
regression with age at the time of forced displacement as the instrument for educational attainment in Austria vis-à-vis Bosnia.

Table 3.9: Main results split by males and females

It is striking that the total observed effect of host-country education is particularly

driven by female Bosnians. Just like for males, the effect of host-country education vis-

à-vis education attained in Bosnia is small and not clearly distinguishable from a zero

effect. However, the magnitude of the effect of Austrian vis-à-vis Bosnian education on

the employment quality indicators is striking: For Bosnian women, host-country educa-

tion decreases the probability of working in low-skill employment and below educational

attainment by 13.0pp and 15.9pp respectively on average over the 22 year observation

period (columns 2 and 3). A closer look at the data reveals that in any given year of

the observation period, Bosnian women who entered Austria when aged between 18 and

22 were predominantly employed in the domestic work and cleaning sectors, while their

female counterparts aged 13 to 17 upon arrival worked in a wide range of professions.

On the other hand, host-country education appears to have less of an effect on the

employment quality of male migrants on average (columns 5 and 6). The sign of the

estimated coefficients is still negative but the magnitude of these coefficients is smaller and

conventional confidence intervals now include zero for the "low-skill job" indicator (column

5). Host-country education still decreases the probability of working below educational

attainment by 4.2pp for males (p<0.05), but the magnitude of the coefficient is less than
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30% of the effect in females.

Figure 3.8 shows that these differences only emerge in the later years of refugees’ stay

in Austria.

Figure 3.8: Employment quality - females and males over time of stay

Note: The figure plots the coefficients from the same regressions as in table 3.9 but splitting the sample

into females and males who had spent 5 to 12 years in Austria and females and males who spent more

than 12 years in Austria.

While after five to 12 years of stay in Austria, both male and female Bosnian refugees

faced a large discount on their education, men managed to close the gap in the later

years of stay while females did not. The cultural legacy of working in low-skill occupa-

tions among women in former Yugoslavia may have played a role for the stickiness of

low-quality employment: While both men and women faced an initial discount on their

education in Bosnia, likely due to a mix of quality differences in education between Bosnia

and Austria and the related lower signalling value of Bosnian degrees, women faced the

additional difference in female work culture between the countries. While agnostic on the

precise mechanisms at play, these results thus lend strong support to the hypothesis that

host-country education can help overcome cultural barriers to the labour market. Addi-

tionally, the results could reflect that Bosnian women were more strongly affected by the

institutional setting that incentivised them to enter into employment shortly upon arrival.
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Qualitative research on the situation of Bosnian women in Austria during the Bosnian

war years conducted by Franz [2005] emphasises the important role of Bosnian women in

securing “their families’ residence rights as well as such social benefits as health insurance”

(p.55) when Bosnians first came to settle in Austria. Thus, the institutional structure in

Austria that discouraged humanitarian migrants from attaining formal education beyond

a certain age may well have exacerbated existing cultural effects.

3.7 Concluding discussion

In this paper, I contribute to the question of how labour market outcomes of humanitarian

migrants are shaped by the institutional setting they migrate into. Using the example

of Bosnian refugees in Austria, I show that, vis-à-vis similar levels of education attained

from the country of origin, a degree from the host country dramatically improves the

labour market position of humanitarian migrants.

The causal results obtained from instrumental variable regressions recover local av-

erage treatment effects only valid among the young humanitarian migrant population.

However, young humanitarian migrants from less developed regions seeking asylum in EU

member states were not only a highly relevant group in the past but also feature promi-

nently in current inflows of asylum seekers. 81% of the 5.7 million migrants who lodged

an asylum application in an EU member state between 2008 and 2018 were aged below

35, originating predominantly from Syria, Afghanistan and Iraq. The gap between the

quality of education differs widely between EU destination countries and these more re-

cent countries of origin [Hanushek and Woessmann, 2011, Bonfanti and Xenogiani, 2014].

For these inflows, the estimates obtained in this paper are thus likely to present a lower

bound. Supporting asylum seekers to attain host-country education would likely have

larger payoffs to migrants when the origin-destination distance in human capital is large;

on the other hand, the public investment required is a similarly positive function of this

distance.

It is important to note that the analyses in the paper do not require humanitarian

migrants to upgrade their education. The study makes the simple point that, if humani-

tarian migrants were to be integrated into the host-country education system until they

achieve the same qualification they had previously attained in their country of origin, this

would dramatically improve their position on the labour market. The estimates should

thus not be interpreted as returns to schooling estimates as in, for example, Oreopoulos
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[2006], but as explicitly comparing the value of education in the country of origin to the

destination country for humanitarian migrants. Thus, they combine the theoretical effects

of quality differences in education, signalling, screening and potential peer effects.

A natural follow-up question is to what extent it is realistic to integrate humanitarian

migrants into the host-country education system swiftly upon arrival. An efficient policy

approach would allocate significant resources into thorough assessments of existing skills.

Austrian authorities did not invest into procedures to assess and recognise degrees from

Bosnia when refugees started arriving during the Bosnian war, leaving many new-arrivals

with few options on the labour market [Tretter, 2000]. An acknowledgement of foreign

degrees or an assessment of shortcomings vis-à-vis an equivalent degree in the host coun-

try could be followed by training in host-country specific language skills. Humanitarian

migrants would then be able to enter the host-country education system at an appropriate

level.

In this context, the external validity of the results found in this study require a careful

reflection: Depending on the design of policy interventions that aim to increase host-

country education among refugees, the treatment effects may differ depending on policy

parameters that determine the depth of integration into the host-country education sys-

tem. For example, in Austria, no parallel education system existed that kept humanitarian

migrants separate from the native population [Tretter, 2000]. If, instead, migrants are

taught in classes separate from the host-country population, this could potentially dimin-

ish the positive effect on their future performance on the labour market. The literature on

peer effects in schools shows that these are generally complex across different student sub-

groups [Lavy et al., 2012]. However, network formation with host-country students may

be relatively more important for humanitarian migrants than for the general population.

Further research is required on the mechanism that guides the impact of host-country

education on future labour market performance through exposure to native peers.

A key finding of this study is that host-country education benefitted female Bosnian

refugees significantly more regarding their labour market position than their male coun-

terparts. Attaining education in the host-country drastically remedies the education-

employment mismatch for women. The cultural background of Bosnians, where women

traditionally held low-level positions on the labour market may thus well have translated

into worse employment outcomes in Austria, where the institutional setting discouraged

host-country education. The finding suggests that the education system can play a de-

cisive role in overcoming cultural barriers in the labour market. This is important going
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forward as the gender dimension of labour market integration is likely to play an even

more important role for more recent inflows of humanitarian migrant in Europe. For ex-

ample, less than 15% of Syrian women were economically active prior to the breakout of

the civil war in Syria that caused more than a million Syrians to flee to Europe [Barslund

et al., 2017b]. Policy measures specifically targeted towards women are thus inevitable and

host-country education could play a crucial role in the efficient labour market integration

of female humanitarian migrants.

The findings of this study further raise the question why even young humanitarian

migrants, who are (made) aware that their education is discounted upon arrival, may still

decide not to invest into formal host-country human capital. The answer is twofold and

lies in the incentive structures created by institutions in the European context. First,

humanitarian migrants face significant uncertainty regarding the duration of stay in EU

host-countries which has been shown to be an important determinant of migrants’ human

capital investment decisions [Cortes, 2004, Dustmann, 1997, 1999]. If migrants expect

to stay in the host-country with high certainty, they undertake costly investments into

human capital as they anticipate that short-term foregone income will be more than

compensated for by higher future earning potential [Duleep and Regets, 1999, Cortes,

2004]. In the EU, a large share of humanitarian migrants faces uncertainty regarding

the length of their stay in EU member states. Upon arrival, asylum seekers go through

asylum procedures of unknown outcome where even the first instance lasts between six

and twelve months on average [Commission, 2016a].9 Since only 50 percent of asylum

seekers ultimately gain humanitarian protection, it is rational to discount the probability

of an extended stay. After these asylum procedures, the share of asylum seekers receiving

full Geneva Convention refugee status, the status that grants humanitarian migrants

the most rights, is small in the EU and stood at less than 25 percent of all asylum

applicants over the past decade.10 Thus, even for those 50 percent of asylum seekers who

ultimately obtain protection, this does not necessarily mean certainty: A range of different

protection regimes exist across the EU and even in the best possible outcome when asylum

seekers gain full Geneva convention refugee status, the length of stay is far from certain.11

9If an asylum decision is rejected, asylum seekers have the chance to appeal this decision. Around 13
percent of all asylum applications were granted after the asylum seeker had appealed the initial rejection
between 2008 and 2017 (Eurostat data).

10Calculations based on Eurostat data, 2008-2017.
11Residence permits granted to recognised Geneva Convention refugees are initially limited to three to

five years in the majority of European countries [Commission, 2016a]. Very large cross-country differences
in the management of humanitarian migrants of the same protection status across EU member states
further add to the uncertainty regarding the probability of stay. For example, when Bosnian refugees
entered various European countries following the war in Bosnia in the early 1990s, they initially received
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Second, if there is a policy preference towards an economic integration and insufficient

infrastructure to support humanitarian migrants to integrate into education systems, this

presents a relative increase in the cost of human capital investment compared to taking

up low-skill labour.12

Finally, this paper focuses on the economic aspects of integrating humanitarian mi-

grants into host-country education systems. Policymaking may benefit from a deeper

understanding of the long-term societal costs a potential systematic clustering of specific

migrant groups in predominantly low-skill, low-income occupations incurs. For example,

studies have analysed the relation between immigrants’ access to the labour market and

crime rates, finding a strong negative link between the two [Freedman et al., 2018, Cout-

tenier et al., 2019]. Future research could specifically look into the effect of the clustering

of migrants in low-quality employment on measures of social cohesion in the host country.

temporary protection in all host countries. As soon as the war ended in 1995, Germany repatriated
almost all refugees. On the other end of the spectrum, Sweden granted refugees permanent residency
soon after arrival. Other main recipient countries such as Austria, Denmark or the Netherlands fell in
between [Barslund et al., 2017a].

12In Europe, the prioritisation of integrating humanitarian new arrivals into the labour market over an
integration into the host-country educational system manifests itself in several practical dimensions. In
its 2019 evaluation of the Recast QD, the European Commission concludes that 20 out of 29 EU member
states grant refugees access to adult education under the same conditions as legally residing adult third-
country nationals [Commission, 2016b]. However, unlike employment assistance, only a “limited number of
Member States have provided beneficiaries of international protection with additional support to facilitate
access to the national education system” [Commission, 2016b, p.213]. Neither the European Statistical
Office (Eurostat) nor any EU member state currently collects data on the number of beneficiaries of
humanitarian protection accessing host-country education, with the exception of Slovenia where the
number of beneficiaries in the country is small and the total number of adults and minors accessing
education stood at 62 in 2015. Reports on more specific aspects of integration into the education system
reach similar conclusions. For example, a recent review of asylum seekers’ access to (higher) education by
the European Commission concludes that “the majority of [EU] countries have no specific policy approach
to integrate asylum seekers and refugees into higher education” [Crosier and Kocanova, 2019, p.24].
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Appendix

3.A Facilitators of early employment of Bosnian refugees

Two mediating channels may have had a positive impact on the integration of Bosnian

refugees into Austrian labour markets. First, due to large guest worker movements from

Bosnia in the preceding decades, Bosnians had extensive co-ethnic networks to draw on

all across Austria; even during the peak time of humanitarian inflows into Austria, only

about 50 percent of Bosnians relied on publicly organised accommodation [Bendl, 2014].

In total, about 198,000 foreigners born in the former Yugoslavia resided in Austria before

the start of the war in 1991 [Fassmann and Reeger, 2008]. The shares in table 3.10 below

are calculated based on Austrian microcensus data from 1995 and therefore capture only

those Bosnians still present in the country in 1995 who had migrated to Austria before

1992.

Notes: Table based on the total sampled population by federal state and unweighted counts of Bosnians who had migrated to Austria
in 1991 or before as reported in the 1995 Austrian microcensus. Columns (1), (2) and (3) show the share of the Austrian population
residing in each federal state, the share of Bosnians who arrived in 1991 or before in total Bosnians who arrived in 1991 or before
residing in each federal state and the share of Bosnian refugees in total Bosnian refugees residing in each federal state respectively.

Table 3.10: Bosnians in Austria before the start of the Bosnian war

The existence of co-ethnic networks in the destination country have been linked to

higher earnings among refugees in previous research. In particular informal channels

facilitate better job market matches [Damm, 2009, Edin et al., 2003]. On the other hand,
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Battisti et al. [2016] show that the existence of co-ethnic networks not only leads to

a faster integration of refugees into the labour market, but is also linked to lower host-

country human capital investments. It remains unclear if co-ethnic networks are structural

parameters in the human capital investment decision or should rather be considered a

facilitator of an underlying preference for employment. In this context, it should further

be noted that the large co-ethnic networks Bosnians could draw on in Austria may have

led to a negative selection of refugees from Bosnia along their education levels [Beine

et al., 2011].

Second, the labour market conditions in Austria were extremely favourable throughout

the 1990s with very small regional and annual deviation from the national mean unem-

ployment rate of around 4 percent. Official Austrian statistics did not report regional

unemployment rates but the total number of unemployed by federal state. Table 3.11

shows calculated unemployed-to-population ratios for each federal state. Thus, unem-

ployment was largely low and homogenous across the country. These favourable labour

market conditions likely benefitted Bosnians in particular in the beginning when barriers

to the labour market were still in place.

Notes: Calculations based on the number of unemployed and total federal state population reported by Statistics Austria. Statistics
averaged over the 1992 to 1995 period.

Table 3.11: Unemployment-to-population ratios in Austrian federal states between 1992
and 1995

3.B Labour market access of Bosnian refugees in Aus-

tria during and after the Bosnian war

A wider access to the labour market was granted with some initial limitations as Bosnian

refugees were initially placed last in a priority system that favoured native-born Austri-

ans, EU migrants and other third-country nationals. Table 3.12 provides a comprehensive
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overview of the timeline of labour market access that was gradually granted to Bosnian

refugees in Austria. The initial restrictions led to informal employment in the early years

[Franz, 2003]. However, formal employment rates then picked up quickly [Barslund et al.,

2017a].

Notes: Table based on Tretter [2000].

Table 3.12: Labour market access of Bosnian refugees in Austria over time

An important institutional feature that incentivised Bosnians to integrate into the

formal labour market quickly despite some early barriers was the fact that their residence

status could be converted into a more permanent status through employment if earnings

where sufficient to sustain themselves and their families. Around 30,000 to 40,000 Bosnian

refugees managed to get a permanent residence status through employment under this

so-called Aliens Act [Tretter, 2000].

3.C Further robustness tests

This section presents further robustness tests. Subsection 3.C.1 shows the results when

selection into employment is accounted for. Subsection 3.C.2 shows the results for differ-

ent definitions of the working sample. Subsection 3.C.3 analyses the effect of the forced

displacement experience on the level of educational attainment in Austria. Finally, sub-
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section 3.C.4 discusses the validity of the IV approach in light of the importance of the

external versus the internal margin of schooling in Austria.

3.C.1 Heckman correction for employment participation

We first use the entire sample of Bosnians, including those not in employment, to estimate

a selection equation of the form

Probit : Pr(Employed = 1|xi)i,t = Φ(Π0 + Π1EducationInAustriai,t + δZi,t + ξi), (3.5)

where xi is a list of regressors and Φ is the cumulative distribution function of the

standard normal distribution. We further note that the matrix of control variables, Zi,t,

differs slightly from IndividualCharacteristicsi,t in equation 3.3 since we are now explic-

itly modelling participation in employment instead of employment quality. The general

decision to obtain employment may, in addition to the individual level characteristics,

also depend on household characteristics such as the relationship status, the number of

persons in the household or the number of children in the household. These variables are

used to identify 3.5. Due to some missing values in these variables, the sample size is

reduced slightly.

Obtained from equation 3.5, the estimated inverse Mills ratio (IMR) denoted by λ is

a standard hazard function computed for each individual i by

λ̂i =
−φ(xi)

Φ(xi
, (3.6)

where φ is the probability density function. λ̂i is then included in equations 3.3 and

3.4 as a regressor. Since the IMR is estimated and not known, standard errors in the

regressions are cluster bootstrapped, based on 1000 bootstrap iterations.

The results of the regressions that include the Heckman corrections are shown in table

3.13.
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Employed Work in low-skill job Work below education

(1) (2) (3) (4) (5) (6)
Host-country education 0.045* 0.016 -0.051** -0.087*** -0.069*** -0.090***

(0.025) (0.033) (0.024) (0.031) (0.025) (0.031)
Time spent in Austria -0.005 -0.005 -0.007 -0.007 -0.010 -0.011

(0.015) (0.015) (0.011) (0.011) (0.011) (0.011)
Female -0.041* -0.045* 0.147*** 0.147*** 0.076*** 0.077***

(0.024) (0.024) (0.020) (0.020) (0.022) (0.022)
Lambda 0.326*** 0.255* 0.512*** 0.463***

(0.119) (0.130) (0.142) (0.153)
N 1354 1354 1089 1089 775 775
R2 0.048 0.005 0.246 0.087 0.263 0.097
Estimation method OLS 2SLS OLS 2SLS OLS 2SLS
Time FE Year Year Year Year Year Year
Federal state FE Yes Yes Yes Yes Yes Yes
Education category FE Yes Yes Yes Yes Yes Yes
First-stage F-test 1743.729 1729.983 1460.857
Standard errors cluster bootstrapped at the household level in parentheses.
* p<0.10, ** p<0.05, *** p<0.01
Notes: The sample consists of individuals aged between 13 and 22 when arriving in Austria during the war in
Bosnia that lasted from 1992 to 1995. The observation period is 1998 to 2019. Employed is a dummy variable
taking the value 1 if an individual is employed, and 0 otherwise. Regressions with employment as an outcome
are estimated on the whole sample of Bosnians. The outcome "work in low-skill job" is estimated on the sample
of all employed individuals. The variable takes the value 1 if the employed individual works in an occupation
that primarily employs low-educated workers as formally defined in equation 3.2. The outcome "work below
education" is estimated on the sample of all employed individuals with at least a medium level of education. The
variable takes the value one if the individual works in an occupation that is primarily carried out by workers of
lower educational attainment as formally defined in equation 3.1. "Host-country education" is a dummy variable
that takes the value 1 if the highest education was attained in Austria and the value 0 if it was attained in Bosnia.
"Time spent in Austria" is a continuous variable measured in years. "Lambda" is the inverse Mills ratio obtained
from a probit regression formally described in 3.5 and corrects for employment participation. The first-stage
F-test refers to the Kleibergen-Paap rk Wald F-statistic obtained from the first stage of an instrumental variable
regression with age at the time of forced displacement as the instrument for educational attainment in Austria
vis-à-vis Bosnia.

Table 3.13: Baseline results with Heckman correction for employment participation
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3.C.2 Adjusting the age bandwidth

The sample selection of 12 to 23 year olds is an arbitrary choice that balances the validity

of the instrument against the sample size. Figure 3.9 shows that the main results are

robust to different choices of the bandwidth.
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Figure 3.9: The effect of host-country education on employment and employment quality
for different bandwidths

Note: The plots show margins derived from 2SLS regressions as formally described in equations 3.3 and

3.4 for the estimated coefficients on a dummy variable that takes the value 1 if the highest education was

attained in Austria and the value 0 if it was attained in Bosnia. The bandwidths chosen correspond to

the age at the time of arrival in Austria. The observation period is 1998 to 2019. Employed is a dummy

variable taking the value 1 if an individual is employed, and 0 otherwise. Regressions with employment

as an outcome are estimated on the whole sample of Bosnians. The outcome "work in low-skill job"

is estimated on the sample of all employed individuals. The variable takes the value 1 if the employed

individual works in an occupation that primarily employs low-educated workers as formally defined in

equation 3.2. The outcome "work below education" is estimated on the sample of all employed individuals

with at least a medium level of education. The variable takes the value one if the individual works in an

occupation that is primarily carried out by workers of lower educational attainment as formally defined

in equation 3.1. The horizontal bars show 95% confidence intervals.
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3.C.3 Accounting for potential differences in educational attain-

ment by age

Figure 3.10 shows the conditional shares of low-educated, medium-educated and highly-

educated Bosnians in Austria by the precise age at forced migration. The green line shows

the sample mean for each education group among Bosnians aged 10 to 30 years at the

time of migration.

Figure 3.10: Educational attainment by age

Note: The sample for the shown margins consists of all individuals aged between 10 and 30. Margins are

derived from an OLS regression of a binary indicator that takes the value one if an individual fell into

the respective education category (and zero otherwise) on a fixed effects term capturing age at the time

of forced displacement. The estimates are conditioned on a dummy variable for females, a continuous

indicator for time spent in Austria (in years), survey year and federal state fixed effects. The green lines

show the sample mean for each education group. The vertical bars show 95% confidence intervals.

The figure shows that Bosnians aged 16, 17 and 18 at the time of forced displacement

were significantly more likely to be educated at a low level (upper left panel) than at a

medium level (upper right panel), compared to the sample average of Bosnians aged 10 to

30 years at the time of migration. Excluding individuals aged 16, 17 and 18 at the time

of forced displacement yields the results shown in table 3.14.
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Employed Work in low-skill job Work below education

(1) (2) (3) (4) (5) (6)
Host-country education 0.042 0.023 -0.066*** -0.062** -0.087*** -0.091***

(0.028) (0.033) (0.024) (0.028) (0.025) (0.030)
Time spent in Austria 0.002 0.002 0.001 0.001 -0.009 -0.009

(0.018) (0.018) (0.013) (0.012) (0.013) (0.013)
Female -0.045 -0.048* 0.202*** 0.202*** 0.138*** 0.137***

(0.028) (0.028) (0.024) (0.023) (0.026) (0.026)
N 996 996 807 807 590 590
R2 0.054 0.006 0.255 0.102 0.252 0.077
Estimation method OLS 2SLS OLS 2SLS OLS 2SLS
Time FE Year Year Year Year Year Year
Federal state FE Yes Yes Yes Yes Yes Yes
Education category FE Yes Yes Yes Yes Yes Yes
First-stage F-test 2235.278 1524.061 1249.213
Standard errors clustered at the household level in parentheses.
* p<0.10, ** p<0.05, *** p<0.01
Notes: The sample consists of individuals aged between 13 and 22 when arriving in Austria during the war
in Bosnia that lasted from 1992 to 1995 but excludes those aged 16, 17 and 18. The observation period is
1998 to 2019. Employed is a dummy variable taking the value 1 if an individual is employed, and 0 otherwise.
Regressions with employment as an outcome are estimated on the whole sample of Bosnians. The outcome "work
in low-skill job" is estimated on the sample of all employed individuals. The variable takes the value 1 if the
employed individual works in an occupation that primarily employs low-educated workers as formally defined in
equation 3.2. The outcome "work below education" is estimated on the sample of all employed individuals with
at least a medium level of education. The variable takes the value one if the individual works in an occupation
that is primarily carried out by workers of lower educational attainment as formally defined in equation 3.1.
"Host-country education" is a dummy variable that takes the value 1 if the highest education was attained in
Austria and the value 0 if it was attained in Bosnia. "Time spent in Austria" is a continuous variable measured
in years. The first-stage F-test refers to the Kleibergen-Paap rk Wald F-statistic obtained from the first stage of
an instrumental variable regression with age at the time of forced displacement as the instrument for educational
attainment in Austria vis-à-vis Bosnia.

Table 3.14: Main results excluding 16 to 18 year olds
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3.C.4 External versus internal margin of schooling

The instrumental variable approach described in section 3.4.2 makes the implicit assump-

tion that the age at the time of forced displacement is a valid instrument for having

received attained a degree from Austria vis-à-vis Bosnia (the external margin). This im-

plies that the years of schooling in Austria (the internal margin when total schooling is

held constant), does not predict employment quality in the particular setting at hand.

The years of schooling received is not directly reported in the Austrian microcensus such

that these regressions cannot be run using a 2SLS regression model. However, to test the

assumption, we can restrict the sample to humanitarian migrants who attained formal

education in Austria and specify a model of the form

Yi,t,e = βt + κe + γAgeWhenEnteringAustriai,t + ζIndividualCharacteristicsi,t + εi,t,

(3.7)

where γ, the coefficient estimated on the continuous AgeWhenEnteringAustriai,t

variable is the coefficient of interest as it may potentially predict the number of years of

schooling individuals received. Model 3.7 includes the same controls as model 3.3. It is

estimated by OLS.

Table 3.15 shows the results for the working sample, aged 13-22 at forced migration,

and a sample of 10 to 14 year olds at the time of forced migration, where the linear

AgeWhenEnteringAustriai,t variable serves as a more precise proxy for the years of

schooling attained in Austria vis-à-vis Bosnia.
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Aged 13-22 at forced migration Aged 10-14 at forced migration

(1) (2) (3) (4) (5) (6)
Employed Low-skill job Below educ. Employed Low-skill job Below educ.

Age when entering Austria 0.008 -0.001 0.006 0.015 0.004 0.005
(0.006) (0.005) (0.006) (0.011) (0.009) (0.009)

Time spent in Austria -0.018 0.005 -0.001 0.002 -0.006 0.005
(0.019) (0.011) (0.014) (0.024) (0.014) (0.010)

Female -0.048 0.100*** 0.045* -0.077** 0.062** 0.066***
(0.032) (0.023) (0.025) (0.035) (0.025) (0.024)

N 630 535 476 582 472 397
R2 0.075 0.197 0.257 0.106 0.145 0.134
Estimation method OLS OLS OLS OLS OLS OLS
Time FE Year Year Year Year Year Year
Federal state FE Yes Yes Yes Yes Yes Yes
Education category FE Yes Yes Yes Yes Yes Yes
Standard errors clustered at the household level in parentheses.
* p<0.10, ** p<0.05, *** p<0.01
Notes: The sample consists of individuals aged between 13 and 22 (columns 1-3) or between 10 and 14 (columns 4-6) when arriving
in Austria during the war in Bosnia that lasted from 1992 to 1995. The observation period is 1998 to 2019. Employed is a dummy
variable taking the value 1 if an individual is employed, and 0 otherwise. Regressions with employment as an outcome are estimated on
the whole sample of Bosnians. The outcome "work in low-skill job" is estimated on the sample of all employed individuals. The variable
takes the value 1 if the employed individual works in an occupation that primarily employs low-educated workers as formally defined
in equation 3.2. The outcome "work below education" is estimated on the sample of all employed individuals with at least a medium
level of education. The variable takes the value one if the individual works in an occupation that is primarily carried out by workers of
lower educational attainment as formally defined in equation 3.1. "Age when entering Austria" is a continuous variable. "Time spent in
Austria" is a continuous variable measured in years.

Table 3.15: Years of schooling

No significant association between the age when entering Austria and employment or

employment quality indicators is detected. This holds for the working sample (columns

1-3) and the sample aged 10 to 14 (columns 4-6).
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Chapter 4

Global food prices and migration in

Sub-Sahara Africa

4.1 Introduction

Variability in global food prices has increased significantly over the past two decades: The

annual standard deviation around the decade mean of the FAO food price index tripled

in the 2000s compared to the 1990s and remains high until today. This phenomenon

became most visible during the global food crisis of 2007/08, when international prices of

most commodities, including staple grains, increased to an all time high [von Braun, 2008,

Minot, 2010]. Over the next decades, the trend is likely to continue. Climate variability,

responsible for approximately one third of global crop yield variation between 1979 and

2008, is expected to increase further [Ray et al., 2015]. The resulting variation in global

agricultural output will significantly affect international food prices.

In this paper, we study how these increasingly volatile global crop prices affect the

household decision to send a member as a migrant in Sub-Sahara Africa. We start out by

positing that the main mechanism through which fluctuations in locally-relevant global

prices may affect these decisions is the direct effect of crop prices on agricultural house-

holds’ real income. Several recent studies have provided strong evidence that global crop

prices pass through to local agricultural producers and consumers in developing countries,

leading to exogenous shocks to households’ real income [Alem and Söderbom, 2012, Ivanic

et al., 2012, Verpoorten et al., 2013, Hallegatte and Rozenberg, 2017, McGuirk and Burke,

2020]. The aggregate impact of short-term income shocks on the migration decision is

then determined through an interplay of two opposing forces: Households’ ability to bear
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the up-front costs of migration on the one hand, and the opportunity costs of migration

that increase with rising income levels on the other. Exogenous variation in household

income has therefore been shown to be heterogenous across the household wealth distri-

bution [Clemens, 2014, Cattaneo and Peri, 2016, Hirvonen, 2016, Bazzi, 2017, Dao et al.,

2018]: For the credit-constrained poorest households, a positive (negative) income shock

increases (decreases) the propensity to migrate as liquidity constraints become less (more)

binding. For relatively wealthier households that are not constrained in their ability to

send migrants, a rise (fall) in income makes migration less (more) attractive. The main

focus of this study is therefore on the heterogeneous effects of locally-relevant global crop

prices on the migration decision along the household wealth distribution.

To test the hypothesis, we first build a unique household panel dataset for Burkina

Faso, Kenya, Nigeria, Uganda and Senegal, five countries in Sub-Sahara Africa charac-

terised by low average incomes and a high average share of households depending on agri-

cultural production. Thus, changes in agricultural prices in these countries significantly

affect real income of crop-producing households. We use retrospectively reported data

on internal and international migration to construct an annual measure of out-migration

on the household level for the years 2000 to 2008, differentiating between agricultural

and non-agricultural households. We then regress this measure on a producer price index

(PPI) for agricultural products we construct at the district-year level. Following McGuirk

and Burke [2020], the PPI combines high-resolution, time-invariant spatial data on crop-

specific agricultural land cover from 2000 with annual international commodity price data

over the subsequent years. To benchmark our results against local crop growing condi-

tions and to add precision to our estimates, we complement our data with information on

daily temperature and monthly precipitation averages during the growing season. Finally,

we further explore a possible mediating role of violent conflict triggered by fluctuations in

food prices, a link that has been documented in recent studies [Bellemare, 2015, McGuirk

and Burke, 2020, De Winne and Peersman, 2019].

Our results show that fluctuations in locally-relevant global crop prices indeed impact

the probability of agricultural households to send a household member as a migrant. The

effect is positive on aggregate, implying the existence of a household budget constraint

that becomes binding as income from agricultural production falls. On average, 7.6% of

agricultural households sent out a household member as a migrant in a given year over our

observation period. The estimated coefficients obtained from our preferred specification

show that a one standard deviation increase in the PPI over its long-run mean increases the

probability of observing household out-migration by 1.3 percentage points. Benchmarking
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the magnitude of these effects against those of local weather conditions during the crop-

growing season shows that a one standard deviation increase in locally-relevant global crop

prices increases household out-migration by 37% of the net effect of a comparable local

weather shock. This main result is further corroborated when analysing the effect of the

PPI along the household wealth distribution: For the poorest agricultural households,

a rise in producer prices strongly raises the probability of household out-migration in

a given year; for the relatively wealthier households, there is no link between the PPI

and the probability of a household member migrating. When turning to destination

choices, we find that, unlike positive weather shocks, which mostly facilitate internal

rural-urban migration, positive income shocks through rising producer prices only increase

migration to neighbouring African countries. We posit that this finding is likely due to

the simultaneous decrease in real income in nearby urban areas caused by rises in crop

prices.

Four reasons allow for a plausibly causal interpretation of the coefficients on global food

prices in this particular setting: First, our empirical analysis incorporates household fixed

effects such that our coefficients of interest capture the effect of global price deviations

from their location specific long-term mean over time, thus allowing us to compare a

given household under different global price regimes. Second, from 1989 to 2013, the

entire continent of Africa accounted for only 5.9% of global cereal production, minimising

its effect on global prices [McGuirk and Burke, 2020]. Our analyses further focusses on the

observation period from 2000 to 2008, a time span covering the global food price crisis of

2007/08, when global food prices rose sharply for reasons entirely exogenous to agricultural

activity in Sub-Sahara African [Berazneva and Lee, 2013, Demeke et al., 2009, Dorward,

2012]. To further support the argument that global crop prices move independently of

production in Sub-Sahara Africa, we show in all our analyses that the effect of global

prices on our outcomes are not sensitive to conditioning estimates on the local quantity

produced, proxied by local weather conditions. Third, our locally-relevant global price

measure holds the crop-specific agricultural land cover constant in the first year of our

observation period. The approach closely resembles a Bartik-style shift-share instrument

pioneered by Bartik [1991] and rules out an endogenous production shift towards specific

crops that experience a rise in their global price. Finally, to ensure that out-migration and

global food prices are not simultaneously determined by variation in third factors such as

time-varying oil prices or global economic activity, we incorporate time fixed effects into

our analyses.

Our findings complement the existing literature in a number of ways. First, by
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analysing implications of distant effects of climatic events, we depart from the existing cli-

mate migration research that has thus far primarily focused on locally occurring climatic

impacts as potential drivers of migration [Millock, 2015, Hoffmann et al., 2020, Sedova

et al., 2021]. We show that an increase in locally-relevant global crop prices by one stan-

dard deviation increases household out-migration from agricultural households by about

one third of the net effect of a comparable local weather shock. Global prices thus con-

stitute an important driver of household out-migration, implying that the link between

short-term variation in climate and labour migration from agricultural households has

thus far been underestimated due to second-order effects. Second, we contribute to recent

efforts to better understand the contextual effects of climate migration [Cattaneo et al.,

2019]. We show that implications for migration of both global and local shocks caused

by a changing climate similarly depend on the initial household wealth. Positive income

shocks caused by higher international food prices help to relax the budget constraint of

poor agricultural households and facilitate migration. The study thereby also contributes

directly to the growing literature on the income elasticity of migration [Cattaneo and Peri,

2016, Hirvonen, 2016, Bazzi, 2017]. Instead of solely focussing on income effects brought

about by shocks to the quantity produced by agricultural households, our study is the

first to use variation in global crop prices as a plausibly exogenous transitory shifter of

household income in Sub-Sahara Africa, the region with the largest share of households

dependent on small-scale farming globally. With the exception of Bazzi [2017], who stud-

ies the income elasticity of international migration exploiting a persistent import ban on

rice in Indonesia, prices of agricultural goods have thus far not been used as a source

of exogenous variation in income to study the probability of migration along the house-

hold wealth distribution. We further add to this literature by showing that the source of

the income shock agricultural households experience plays a role for destination choices

among migrants, likely due to the general equilibrium effects on real income induced by

a rise in agricultural prices. Finally, we further contribute to the literature on the link

between climate, migration and conflict. It has been shown that, while climate-related

migration can lead to conflict, climate-related conflict can also trigger migration [Ash and

Obradovich, 2020, Abel et al., 2019, Missirian and Schlenker, 2017]. In this study, we add

to this literature by considering the implications of conflict induced by global crop price

fluctuations for household out-migration. We show that neither factor nor output conflict

plays a role for this particular type of migration.

The remainder of this paper proceeds as follows. The next section presents the the-

oretical framework. In section 4.3, we provide an overview of the data and discuss our
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constructed variables in detail. In section 4.4, we lay out our empirical strategy. Our

findings are presented in section 4.5. In section 4.6, we extend the analysis to considering

conflict as a potential driver of climate migration. The last section provides a discussion

and concluding remarks.

4.2 Theoretical framework and research hypotheses

The framework we suggest to guide our thinking on the interdependence of global crop

prices and the household migration decision closely follows Dustmann and Okatenko [2014]

and incorporates insights from Bazzi [2017]. We use this parsimonious framework to

build the intuition that (i) the effect of global food prices on household out-migration

is a priori ambiguous on aggregate due to its differential effects along the household

wealth distribution and (ii) is expected to differ between agricultural and non-agricultural

households. We further compare income effects caused by locally-relevant global prices to

those caused by the local quantity produced to show that these effects are qualitatively

similar for agricultural households, but not for non-agricultural households.

4.2.1 General framework

In the simple framework we suggest in the following, households themselves are immobile

and all decisions they make relate to sending one of their household members as a migrant.

Similar to Dustmann and Okatenko [2014], we formalise this household decision as a

comparison of utility flows in the current location compared to potential destinations.

We use subscripts l = h (home) and l = d (destination) for all variables relating to

location choices l of the potential migrant. The subscripts y = a (agricultural household)

and y = n (non-agricultural households) describe the type of household y. The flow of

utility in location l for household type y is then given by:

Uhly = INChy(phy, qhy) + incly(ply, qly) + εly, (4.1)

where INC denotes the household real income generated by all non-migrant household

members and inc denotes the real income generated by the potential migrant. εly denotes

a random variable capturing all non-income utility components. Both INC and inc are

a function of the price of locally grown crops, pl, and the local quantity produced, ql.

Both pl and ql are exogenously determined. For pl, this is due to short-term fluctuations
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in world market prices. For ql, it is due to unpredictable fluctuations in local growing

conditions. In addition, we assume

corr(qh, ph) = 0. (4.2)

Thus, we rule out feedback loops between the local quantity produced at home and the

exogenously determined global prices, an assumption we will discuss further in section

4. The second term of incly(ply, qly) is a simplification: The income generated by the

potential migrant is a future (expected) income flow; however, since no information on

the future is available, households maximise their utility based on contemporarily observed

income flows in all destinations d, which they assume to be accurate measures of what

the potential migrant would earn in the future.

Migration is costly and when households make the decision to send a migrant, house-

holds are budget constrained by their initial household wealth. Assuming that households

face borrowing constraints we can write this budget constraint as:

Wx + INChy(phy, qhy) + inchy(phy, qhy) ≥ Cd, (4.3)

where Cd is the location specific migration cost and Wx is the initial, idiosyncratic wealth

of household x. INChy(phy, qhy) is the income generated by the core household and

inchy(phy, qhy) is the income earned by the migrant at home.1 We therefore implicitly

assume that the household decision to send a migrant is made after income is earned at

home. Equation 4.3 thus describes the threshold above which we could potentially observe

migration from a given household. Combing equation 4.1 and 4.3 allows us to write the

probability of a household sending a migrant as:

Pr(migration) = Pr(Uhdy > Uhhy,Wx + INChy(phy, qhy) + inchy(phy, qhy) ≥ Cd). (4.4)

Thus, two potential reasons may lead us to observe changes in household out-migration

rates when households experience exogenous shocks to their household income: First, for

non-budget constrained households, i.e. when the following equation holds

Wx + INChy(phy, qhy) + inchy(phy, qhy) ≥ Cd,

1The assumption that borrowing constraints are a negative function of household wealth would lead
to a qualitatively similar conclusion.
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the opportunity costs of migration are altered in response to income shocks. A positive

income shock increases Uh and renders staying home more attractive, while the reverse

holds for a negative income shock. However, for households whose household budget

lie marginally above Cd, a negative shock to INChy(phy, qhy) + inchy(phy, qhy) may push

them below the budget constraint such that it becomes binding and out-migration rates

decrease from these households.

Second, for households that are initially budget constrained such that

Wx + INChy(phy, qhy) + inchy(phy, qhy) < Cl,

a positive income shock may increase migration if the shock to INChy(phy, qhy)+inchy(phy, qhy)

is sufficiently large and Ud > Uh still holds. This is, household out-migration only increases

if the increase to Uh is not too large to make staying the relatively most attractive option.

For budget-constrained households, negative income shocks have no effect on the decision

to send a migrant since they simply remain below Cl.

4.2.2 Agricultural and non-agricultural households

In this subsection, we turn more closely to the household income, given by

INChy(phy, qhy) + inchy(phy, qhy),

and its dependence on globally determined prices and the growing conditions of locally

produced crops by type of household. For the remainder of this section, we assume that

both INCh,y and inch,y are differentiable in ph and qh. The sign of the first derivative

then depends on the type of household, y. We expect changes in global food prices of

locally grown crops ph to have a strictly non-negative effect on the household income

of agricultural households, a, which we define as net producers. All other crop prices

equal, only subsistence farming households that consume all their produce do not expe-

rience a positive income shock to their household wealth. Thus, we assume the following

derivatives:
∂incha
∂pha

≥ 0;
∂INCha
∂pha

≥ 0. (4.5)

Similarly, a positive (negative) shock to local growing conditions that increases (de-
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creases) the quantity produced, increases the income of agricultural households:

∂incha
∂qha

≥ 0;
∂INCha
∂qha

≥ 0. (4.6)

Note that in some cases, households farming at subsistence levels may consume all addi-

tional produce such that the derivative in equation is not strictly larger than zero.

For non-agricultural households, which we define as consumers of agricultural goods,

this relation is unambiguously non-positive. If locally consumed and produced crop va-

rieties partly coincide, i.e. if local crop consumption patterns are partly correlated with

locally produced crops, real income - and thus household wealth - declines for non-

agricultural households. If the correlation between local consumption patterns and lo-

cal production equals zero, we would observe no effect of global prices relevant for lo-

cal production on the household budget of non-agricultural households. Thus, for non-

agricultural households, we have

∂inchn
∂pha

≤ 0;
∂INChn
∂pha

≤ 0. (4.7)

We further expect non-agricultural households to be significantly less affected by

changes in local growing conditions. With their household income not directly related

to the local quantity produced and local consumer prices following the world market, we

expect real income of non-agricultural households to remain unaffected by the quantity

of crop harvested locally. Thus, we assume that

∂inchn
∂qha

= 0;
∂INChn
∂qha

= 0. (4.8)

In summary, we derive the following research hypotheses from the above simple frame-

work: The aggregate observed effect of exogenously determined fluctuations in household

income on household out-migration is a priori ambiguous. It depends on two factors.

First, it depends on the initial wealth distribution of households through the interplay of

three forces: the opportunity costs of migration, the household budget constraint and the

migration costs. Second, the aggregate effect depends on the type of household, which

determines the direction of the wealth shock induced by global prices and the quantity

produced locally: Agricultural households can be expected to experience an income (and

thus, wealth) increase when locally-relevant global crop prices rise or local growing con-

ditions improve, whereas non-agricultural households experience an income shock that is
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unambiguously non-positive for global prices or strictly zero for local growing conditions.

In the following, we describe in detail how we test the derived hypotheses empirically.

4.3 Data

To create our dataset, we draw on several data sources. The household data are presented

in section 4.3.1. Data used to generate the producer prices are discussed in section 4.3.2.

Our variables related to weather data are presented in section 4.3.3. In section 4.3.4, we

introduce the conflict data.

4.3.1 Household data

To generate our main dependent variable and the various derivatives of it, we draw on

the World Bank’s African Migration and Remittances Surveys (AMRS).

Within AMRS, households were surveyed in five countries in Sub-Saharan Africa. In

Kenya, Burkina Faso, Nigeria and Senegal interviews were conducted in late 2009, in

Uganda in early 2010.2 AMRS contains retrospective information on non-resident house-

hold members’ years of out-migration as well as their destination choices and their reasons

for moving. In sum, this information is available for approximately 2000 households in

each country. We draw on these household-specific migration histories to generate the de-

pendent variable. To minimize the errors related to the retrospection, we limit our sample

to the ten years prior to the year of the interview to generate a nine-year household time

series from 2000 to 2008.3 We restrict our sample to households whose head is 25 years

or older in 2000 to account for the fact that households with heads younger than 25 years

old were unlikely to exist in 2000 [Gray and Wise, 2016]. We further include return mi-

grants, defined as migrants who left the household in the past and returned at a later

stage; however, these constitute less than 5 per cent of our migrant sample. Household

members that left for the purpose of studying are not treated as migrants to account for

the fact that migration for education reasons is guided by different dynamics than labour

migration, which is the primary focus of our analysis. Our main dependent variable (M)

is binary and takes on a value of one if the sum of households’ (h) migrants (m) in a given

year (t) increases compared to the preceding year and is equal to zero otherwise. More
2We treat all countries in our sample as being interviewed in 2009 for consistency reasons.
3Using the AMRS data, Gray and Wise [2016] apply a similar approach to generate their migration

variables for a six-year migration panel.

155



formally, we define

Mht =

1, if mht > mht−1

0, otherwise.

To test our hypotheses as presented in section 4.2, we split our sample into house-

holds whose livelihoods do (throughout the text referred to as agricultural) and do not

(throughout the text referred to as non-agricultural) depend on agricultural production.

Households are considered to depend on agriculture if they own agricultural land or at

least one of their members is full-time employed in agriculture. Non-agricultural house-

holds, on the contrary do not own land and none of their members works in agriculture.

Districts are the finest geographical level on which we are able to reliably identify our

households.

Table 4.1 presents the corresponding summary statistics where N indicates the number

of household-years. The table shows that almost 8% of agricultural and almost 7% of

non-agricultural households experience out-migration of at least one household member

in every given year. Most of household out-migration takes place internally to urban

areas for both types of households. International migrants from agricultural households

are likely to move to other African countries, while international migrants from non-

agricultural households are likely to move to OECD countries.

Variable Mean Std. Dev. Min. Max. N
Agricultural households
Overall 0.076 0.265 0 1 52101
Internal 0.058 0.235 0 1 52101
Internal: Rural 0.013 0.113 0 1 52101
Internal: Urban 0.046 0.209 0 1 52101
Africa 0.02 0.141 0 1 52101
OECD 0.008 0.091 0 1 52101
Non-agricultural households
Overall 0.066 0.248 0 1 17307
Internal 0.046 0.209 0 1 17307
Internal: Rural 0.007 0.082 0 1 17307
Internal: Urban 0.04 0.195 0 1 17307
Africa 0.009 0.093 0 1 17307
OECD 0.019 0.135 0 1 17307
All variables were constructed at the household-year level using World Bank’s African Mi-
gration and Remittances Surveys data. They are binary and take on a value of one if a
household increased its number of out-migrants to a given destination compared to the year
before, and zero otherwise.

Table 4.1: Summary statistics: Households’ migration (by destination)

To proxy household wealth in the cross-section, we construct a household wealth index
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similar to Dustmann and Okatenko [2014]. The index is based on the following seven

survey questions:

• Does the household own the house it lives in? Yes/No.

• Does the household have access to electricity? Yes/No.

• Does the household have access to piped water? Yes/No.

• Does the household own a television? Yes/No.

• Does the household own a computer? Yes/No.

• Does the household own a bank account that was not set up in response to a migrant

leaving the household? Yes/No.

• Has the head of household attended a school? Yes/No.

We conduct a principal component analysis on these variables and use the factor

loadings of the first principle component as weights to construct an aggregate wealth

index. The corresponding Kaiser-Meyer-Olkin measure of sampling adequacy indicates

a value of 0.74, supporting the suitability of the approach [Dziuban and Shirkey, 1974].

The resulting wealth index is then normalised to lie between 0 and 1.

Since the variables which we use to construct the wealth index can only be observed

in 2009, they can be endogenous to the previous migration decision. We therefore also

approximate wealth by a wealth measure based only on variables with information for the

year 2000, the first year in our household panel. The first variable we use to calculate the

pre-migration wealth is the indicator on whether or not the household head received any

kind of formal education, guided by the idea that the level of education of the household

head is a good predictor of household wealth in African countries [Duflo, 2001, 2004,

Maccini and Yang, 2009, Wantchekon et al., 2015]. We implicitly assume that the decision

to receive formal education is finalised at the beginning of the observation period and does

not change over time.4 The second variable is based on the question whether the respective

household - this is, anyone in the household - owns a bank account. The question is

followed up by a second question on whether this bank account was opened in response

to a previous member of household leaving the household, allowing us to correct the bank

account indicator for reverse causality. We then combine these two survey questions to

construct a parsimonious wealth measure exogenous to the household decision to send a
4Since we limit our sample to households whose head is 25 years or older at the beginning of the

observation period, the assumption of schooling being finalised is plausible.
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migrant. This measure divides households into the following three categories: low wealth

households (0) with no bank account and where the head has zero years of schooling,

medium wealth households (1) with either a bank account or where the head has received

some schooling and upper-wealth households (2) with both a bank account and where the

head attended school. Table 4.2 presents the corresponding summary statistics.

Variable Mean Std. Dev. Min. Max. N
Owns house 0.716 0.451 0 1 7712
Access to electricity 0.482 0.5 0 1 7712
Access to piped water or public well 0.718 0.45 0 1 7712
Attended school (head) 0.569 0.495 0 1 7712
Owns computer 0.116 0.32 0 1 7712
Owns television 0.471 0.499 0 1 7712
Bank account (pre-migration) 0.335 0.472 0 1 7712
Wealth index 0.406 0.297 0 1 7712
Wealth index pre-migration 0.903 0.813 0 2 7712
All wealth index variables were constructed at the household level using World Bank’s African Migration and Remit-
tances Surveys data. The variable Wealth index is a binary indicator constructed using household level information
from 2009 as shown in the upper part of the table, with higher valuer indicating more wealth. Wealth index pre-
migration uses information from 2000. It is a categorical variable dividing households into low (0), medium (1) and
upper-wealth (2) categories.

Table 4.2: Summary statistics: Households’ wealth indexes

4.3.2 Global prices

We follow McGuirk and Burke [2020] in the construction of a plausibly exogenous price

index that allows us to analyse the causal effect of price changes on migration. Similar

to the authors, we require price data that varies sufficiently over time, is not determined

by local factors and that allows us to differentiate real income effects across households.

We therefore generate district-specific price time series by combining exogenous tempo-

ral variation in global crop prices with local spatial variation in crop production at the

beginning of our observation period.

(Producer) Price Index (PPI): To generate the spatial variation in the PPI, we

utilise the high-resolution crop-specific fraction of harvested area in year 2000 (i.e. the first

year of our observation period) which contains information on harvested area and yield

for 175 crops, initially compiled by Monfreda et al. [2008]. The authors create this land

use dataset by combining national-, state- and county-level census statistics with a global

dataset of croplands with a 5×5 minute grid cell resolution. Using these data, in Figures

4.8, 4.9, 4.10 and 4.11 in Appendix 4.B, we provide illustrative examples of how production

of different commodities differs by country. To generate the temporal variation in the
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PPI, we draw on annual global commodity prices from the IMF International Finance

Statistics series and the World Bank Global Economic Monitor. Prices are indexed at

100 in year 2010. We then compute the annual district-specific PPI by combining the

temporal variation of commodity prices and the spatial variation of crop-specific fraction

of harvested area in 2000 in the following way:

PPIdt =
n∑
i=1

(Pit × Fidc), (4.9)

whereby crops (i...n) capture a set of 12 major traded crops for the five countries

in our dataset that are simultaneously covered by the land use dataset and for which

international prices exist, Fidc captures the district-specific crop share of land. For a full

list of crops used to generate the international food prices, see Table 4.10 in Appendix 4.B.

To better capture the nature of unexpected shocks, we express the PPI as a percentage

change from its district-specific long-run mean constructed for the pre-sample period 1990-

1999. To summarise, the district-level variation of PPI comes from annual global crop

price changes and a district-specific mix of locally produced crops. In addition, following

McGuirk and Burke [2020], we also generate two disaggregated versions of the PPI for

robustness checks: i) PPI (food), which captures price index for crops that constitute more

than 1% of calorie consumption in the overall sample as suggested by food consumption

data from the UN Food and Agriculture Organization (FAO), and ii) PPI (cash) which is

the price index covering the remaining crops.

Figure 4.6 in Appendix 4.B further captures how the PPI developed over time, sug-

gesting a sharp spike during years of the food price crisis in 2007/08 in all countries. The

spatial distribution of average PPI for the years of 2007/08 food price crisis in Figure

4.7 in Appendix 4.B suggests that, likely due to the spatial correlation of soil-suitability

in combination with spatially correlated climatic conditions that result in geographically

correlated crop-production, our price index shows patterns of spatial correlation. We will

attend to this phenomenon in more detail in section 4.5.3.

One of the key identifying assumption in all subsequent analyses - and in fact, of all

empirical studies utilising local weather as a source of exogenous variation in local agricul-

tural income - is the exogeneity of global crop prices to local production in Sub-Saharan

Africa. If the quantity of agricultural goods produced locally was a predictor of global

commodity prices, these prices would, to some extent, co-move with local production and

attenuate shocks on quantities produced locally. A number of reasons should convince
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the reader that agricultural households in Sub-Saharan Africa are indeed price takers:

First, to isolate the effect of global crop prices from local weather conditions, we focus

on the observation period from 2000 to 2008. This time span covers the global food price

crisis 2007/08, when global food prices rose sharply for reasons entirely exogenous to agri-

cultural activity in Sub-Sahara African [Berazneva and Lee, 2013, Demeke et al., 2009,

Dorward, 2012]. Second, between 1989-2013, the entire continent of Africa accounted for

only 5.9% of global cereal production, minimising its effect on global prices [McGuirk

and Burke, 2020]. Finally, we show in all our analyses that the effect of global prices on

our outcomes are not sensitive to conditioning estimates on the local quantity produced,

proxied by local weather conditions.

4.3.3 Local weather

To generate a set of climate-related variables, we draw on ERA5 reanalysis data produced

by the European Centre for Medium-Range Weather Forecasts (ECMWF) [Copernicus

Climate Change Service (C3S), 2017]. ERA5 is the fifth generation of ECMWF atmo-

spheric reanalyses of the global climate. It is a high quality reanalysis dataset which

relies on information from weather stations, satellites, and sondes. ERA5 provides data

at a geographical resolution of 31km and has been regridded to a 0.25×0.25 degrees

latitude-longitude grid. Currently, the weather data is available from January 1979 with

a temporal resolution of up to one hour. We use the daily mean temperature as well as

total monthly precipitation and aggregate these to the district level, using Google Earth

Engine.

The existing literature shows that the effect of temperature on economic outcomes is

highly non-linear [Burke et al., 2015, Carleton and Hsiang, 2016, Schlenker and Roberts,

2009, Kalkuhl and Wenz, 2020]. Growing degree days (GDD) is one common way to

capture this non-linear relationship. One degree day counts the total amount of degrees

above a lower threshold as long as the mean local temperature is below an upper threshold

on a given day. If mean temperature (T ) exceeds the upper threshold, degree days are

counted as the difference between the upper bound and a lower bound. More formally,

growing degree days D above a lower threshold l1 and below an upper threshold l2 are
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defined as:

D =


l2 − l1 if T > l2

t− l1 if l1 < T ≤ l2

0 if T ≤ l1.

GDD then capture the total number of degree days over the crop-growing season, defined

as the time period stretching from June to August (JJA) [Dell et al., 2014, Schlenker

et al., 2007, Schlenker and Roberts, 2009].

Following the literature, we generate two GDD-related variables at the district-level:

i) degree days between 10 and 30◦C, and ii) degree days above 30◦C. The intuition behind

the choice of the bounds is that temperature between 10-30◦C generally enhances yield,

while temperatures above 30◦C is considered yield-decreasing [Schlenker and Roberts,

2009, Schauberger et al., 2017]. We control for the average growing season precipitation,

measured as the average of daily (total) precipitation during the growing season in meters

height collected on each square meter. However, precipitation is not of the main interest in

our analysis for several reasons. First, in the context of Sub-Saharan Africa, precipitation

has been shown not to be an important predictor of migration [Missirian and Schlenker,

2017] and conflict [Burke et al., 2009]. Second, relative temperature changes under future

climate change scenarios translate into much larger changes in yields than do precipitation

changes in Sub-Saharan Africa [Schlenker and Lobell, 2010]. Third, even though weather

data sets agree on long-run averages, particularly in the case of precipitation they do not

necessarily agree on anomalies [Auffhammer et al., 2013]. Since deviations from the mean

are the main source of identification in our setting, this could potentially be problematic.

We nevertheless control for precipitation in all regression analyses for completeness. Table

4.3 presents the summary statistics of main local climatic variables of interest at the

district-level.

Variable Mean Std. Dev. Min. Max. Units
Growing Degree Days (10-30◦C) (GDD1030) 13.993 2.844 4.889 17.722 Hundred
Growing Degree Days (>30◦C) (GDD30) 0.299 0.492 0 3.1 Hundred
Precip. (JJA) 0.121 0.073 0.008 0.45 m

N 1260
All weather variables were constructed at the district-year level using ERA5 reanalysis data and capture conditions during
the growing season covering months June-August.

Table 4.3: Summary statistics: Climate-related variables at the district-year level
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4.3.4 Conflict data

We follow state-of-the-art approaches in conflict analyses [McGuirk and Burke, 2020,

De Winne and Peersman, 2019] and distinguish between i) small-scale output conflicts

associated with appropriation of surplus, and ii) large-scale factor conflicts over the control

of territory. We only focus on conflicts in the second half of each year (i.e. the period

from July to December) to link all conflict events to the district-specific crop yield of each

growing season from June to August. Mid-growing season, households will have plausibly

assessed their potential agricultural income.

Output conflicts: To capture output conflict, we draw on the Armed Conflict Loca-

tion and Event Data Project (ACLED) database [Raleigh et al., 2010]. ACLED provides

temporally and geographically disaggregated data on dates, actors, locations, fatalities,

and types of all reported political violence and protest events, collected from a range of

media and agency sources. Since output conflict is likely to be transitory and disorganised,

we further draw on information on riots, protests and violence against civilians [McGuirk

and Burke, 2020, De Winne and Peersman, 2019]. We then construct a binary output

conflict variable on the external margin of output conflict incident, covering our sampling

period from 2000 to 2008.5

Factor conflicts: We further draw on geo-coded conflict-related fatality count data

from the Uppsala Conflict Data Program (UCDP) [Sundberg and Melander, 2013, Pet-

tersson and Öberg, 2020]. UCDP provides temporally and geographically disaggregated

information on conflict events, which entail the use of armed force by an organised actor

against another organised actor, or against civilians, resulting in at least one direct death.

It covers all dyads that have crossed a threshold of 25 battle deaths per year. The data is

gathered from local and national media, agencies, NGOs and international organisations.

Since UCDP data capture relatively larger scale conflicts, the data is suitable to approx-

imate conflicts associated with the control of territory, i.e. factor conflicts [McGuirk and

Burke, 2020]. We aggregate the fatality counts to the district-year level for the period

2000-2008 to match the fatality counts with our other data sources. Similar to output

conflict, our main variable of interest is binary and takes the value one if any conflict

event took place in a given district-year between July to December, and zero otherwise.

The constructed conflict-related variables at the district level are summarised in Table
5The decision to code our conflict variables as binary (and thus only consider the external margin) is

guided by the conflict literature [Bazzi and Blattman, 2014, Berman et al., 2017, Nunn and Qian, 2014,
McGuirk and Burke, 2020] and reduces the potential measurement error stemming from the recording of
the original conflict events [McGuirk and Burke, 2020]
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4.4 below.

Variable Mean Std. Dev. Min. Max.
Output conflict (July - December) 0.2405 0.4275 0 1
Factor conflict (July - December) 0.0722 0.259 0 1

N 1260
Output conflict was constructed using Armed Conflict Location and Event Data Project data and
captures occurrence of smaller-scale conflicts at the district-year level. Factor conflict was constructed
using Uppsala Conflict Data Program data and captures occurrence of large-scale conflicts at the district-
year level.

Table 4.4: Summary statistics: Conflict occurrence at the district-year level

4.4 Methodology

We first examine the effect of the exogenous variation in international food prices measured

by the PPI on households’ decision to send out a migrant, while controlling for local

climatic variables. To do so, we estimate the following baseline equation:

Pr[Mhdt = 1|xdt, φt, αh] = β0 + β1PPIdt + β2GDDdt;10:30 + β3GDDdt;30:∞ + β4GPdt

+ αh + φt + εhdt. (4.10)

Thus, our binary indicator capturing a household-specific (h) increase in migration in

a given year (t) relative to the preceding year (Mhdt) is regressed on yearly district-specific

(d) food price index (PPI), district-specific number of growing degree days (GDD) be-

tween 10-30◦C and above 30◦C, district-specific average precipitation during the growing

season and its squared term (summarised by GP) and year (φt) and household (αh) fixed

effects. By applying a two-way fixed effects approach, the identification comes via de-

viation of global prices from their historical district-specific mean over time. Thus, a

given households’ out-migration rate is compared under different price regimes. The year

fixed effects ensure that out-migration and global food prices are not simultaneously de-

termined by variation in third factors, such that the estimated effect can be interpreted

causally. Figure 4.1 presents the yearly, district-specific variation in PPI from the district-

specific mean from 2000 to 2008, which serves as the main source of identification of the

response coefficient. We cluster standard errors at the level of the treatment, i.e. at the

district-level.
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Figure 4.1: Within-district variation in PPI

In our next specification, we then study how international prices interact with house-

holds’ wealth and affect households’ migration decision in the following way:

Pr[Mhdt = 1|xdt, φt, αh] = β0+β1PPIdt+σPPIdt×Wealthh+β2GDDdt;10:30+β3GDDdt;30:∞+

β4GPdt + αh + φt + εhdt. (4.11)

Thus, the coefficients on β1 and σ combined capture the differential effect of locally-

relevant global prices along the household wealth distribution. Wealthh enters the equa-

tion as either a continuous (post-migration wealth) or categorical (pre-migration wealth)

variable as explained in the previous section.

We estimate equations 4.10 and 4.11 using both a reduced-form linear probability

model (LPM) and a logistic (Logit) model. The LPM assumes a linear relation between

the household decision to send a migrant and the changing local income conditions. While

no additional modelling choices are required, this assumption is potentially strong in a

setting when the majority of household-years contain zero values. Maximum likelihood

based probability models such as the Logit allow for a more flexible, non-linear probability

function more suitable for such a setting and recent advances in logistic models that

incorporate large number of fixed effects also overcome the incidental parameter problem

inherent to these models (see [Lancaster, 2000] for a detailed discussion).

However, maximum-likelihood based fixed effects Logit models also have their disad-
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vantages in the setting at hand: First, since it is mathematically impossible for maximum-

likelihood models to converge when there is no within-category variation, these models

often fail to converge when high dimensional fixed effects are incorporated. For example,

when including country-by-year fixed effects, the likelihood function fails to find a global

maximum for all subsamples. Second, when reporting the marginal effects from the Logit

models, additional assumptions on the values of the fixed effects -which are not estimated

- are required.6

We therefore suggest an estimation strategy based on an LPM with a common time-

trend and climatic controls to obtain our parameters of interest as our preferred specifi-

cation. To ensure that the choice of the model does not drive our results, we also show

obtained average marginal effects from the conditional fixed effects Logit specification

following Kitazawa [2012] and Kemp et al. [2016]. We then also estimate a more con-

servative specification of our models that include country by year fixed effects (LPM) or

country-specific linear time trends (Logit). We do not choose these specification as our

preferred ones for two main reasons. First, because of within-country spatial correlations

in our main variable of interest - which we will explore further in subsection 4.5.3 - the

country-year trends could potentially absorb a significant share of the variation of interest.

Second, the additional loss in degrees of freedom is critical compared to the additional

precision our estimates gain in a setting where the essential household fixed effects absorb

a high number of degrees of freedom. Nevertheless, we will present these estimates for

robustness.

As outlined in the introduction, we further aim to examine conflict as a potential mech-

anism that could in part explain the relationship between producer prices and household

out-migration. The analysis of the channeling effect of conflict in similar econometric set-

tings is a widely discussed empirical challenge (see for example Berlemann and Steinhardt

[2017]). Including conflict as a control variable in 4.10 could bias the coefficient on our

main independent variables if conflict itself is an outcome of changes in locally-relevant

food prices and local climatic conditions, a problem commonly referred to as an over

controlling [Dell et al., 2014] or a bad control problem [Angrist and Pischke, 2008].

We therefore structure our thinking on the global prices-conflict-migration nexus as

follows. We start out by estimating the association of household out-migration and the

different types of conflict in the following parsimonious regression framework:
6Some modellers in the migration literature choose to report the marginal effects by setting the fixed

effects to zero (see for example [Bazzi, 2017]. However, this is an arbitrary choice.
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Pr[Mhdt = 1|xdt, φt, αh] = θ0 + θ1Conflictdt + αh + φt + εhdt (4.12)

where the dependent variable is defined as the household out-migration from house-

hold h, residing in district d in year t as before. We distinguish between output and

factor conflict, both of which enter equation 4.12 separately as Conflictdt. The estimated

coefficient on conflict, θ1, should not be interpreted causally due to the potential problems

of reverse causality and omitted variable bias. Nevertheless, these correlations can pro-

vide us with first valuable information as they reveal how household out-migration and

conflict relate to one another. To more directly explore the link between locally-relevant

global prices and conflict, we study the district-level association between the PPI and the

different types of conflict in Appendix 4.F.

4.5 Results

In this section, we present all outcomes from our regression analyses. Specifically, in

section 4.5.1, we present results of the aggregate association between global food prices

and migration. In section 4.5.2, we study the heterogeneity of these effects along the initial

household wealth distribution. Finally, in section 4.5.3, we turn to destination choices in

response to changes in locally-relevant global food prices. We present outcomes from both

the LPM and the Logit model in all of our main analyses and for the more specific results,

we only show our preferred specification as described in the previous section.7

4.5.1 Aggregate effect of global food prices

Tables 4.5 and 4.6 show the estimated effects of changes in global food prices (PPI) on

the probability of migration for agricultural and non-agricultural households respectively.

We will refer to model (5) as the result from our preferred specification.

For the sub-sample of agricultural households, both the LPM and the Logit

show similar outcomes throughout different specifications. Our preferred specification (5)

suggests that a one percentage point increase in locally-relevant global food prices over its

district specific long-run mean increases the likelihood that households send out a migrant
7Note that output tables of the Logit regressions show the average semi-elasticity of Pr[Mhdt =

1|xdt, φt, αh] with respect to our variables of interest. The magnitude of these coefficients is therefore not
directly comparable to the OLS estimates, which capture level-level (percentage point) changes.
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by 0.06 percentage points. Even in the most demanding model specifications (3 and 6), the

effect remains highly visible and does not change in its order of magnitude. Importantly,

comparing models (1) to (2) and (4) to (5), it becomes evident that the magnitude of the

effect of producer prices on household out-migration remains unchanged when conditioned

on local weather. These controls even add precision to the obtained estimates, albeit only

marginally. This first finding provides reassurance that international food prices and local

weather are not linked causally.8

The estimated coefficients on the local weather variables indicate that an increase of

the number of degree days during the growing season above 30◦C by 100 decreases the

likelihood of households sending one of their members as a migrant in the same year by

almost three percentage points (model 5). On the other hand, 100 additional growing de-

gree days between 10 and 30◦C significantly increase the likelihood of households sending

out a migrant by 2 percentage points. A note of caution is warranted when interpreting

these findings. While the sign of the estimates on our generated weather variables is

stable throughout all specifications, the coefficients are not always significant at conven-

tional statistical levels. A potential reason for this is the inherent collinearity of the two

variables at their intersection points around the bounds defined in the previous section;

however, the particular modelling of the variables is necessary to capture the non-linearity

in increasing temperatures as discussed in 4.3.3.

For the sub-sample of non-agricultural households, we generally do not find any

statistically significant effects of global food prices on household out-migration. However,

the sign of the association is positive throughout specifications and turns significant at

the five percent level in model (3); these outcomes could capture the pull effects of the

agricultural sector, a potential explanation we will offer more detail on in section 4.5.3

and Appendix 4.E. We do not find a significant impact of adverse local weather on non-

agricultural households. This suggests that if local production conditions deteriorate,

non-agricultural households are able to diversify their consumption via world markets, as

implied by equation 4.8.

Taken together, for households whose livelihoods depend on agricultural production,
8To further test that PPI is exogenous and thus is not determined by local conditions we regressed it

on local climatic variables. By using a fixed effects panel data regression, location and time effects absorb
potential large-scale correlation of climatic events and related trends. The remaining variation identifies
responses from deviations of local climatic conditions over time from the long-term, location-specific
mean. The results suggest that local climate-related variations do not significantly predict variation in
PPI. Since we use the same identification strategy in the main analysis, we can plausibly claim that the
variation that identifies PPI responses is not defined by local conditions as potential sources of correlation
are captured by fixed effects. The estimation results are available upon request.
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we find that higher international food prices facilitate migration, an indication that pos-

itive producer price shocks have a similar migration-inducing effect as positive weather

shocks. Our explanation as proposed by the theory in section 4.2 is that positive income

shocks, either via increases in the PPI or yield enhancing temperatures, push households

above the previously binding budget constraint. Lower PPI or yield decreasing temper-

atures, on the contrary, reduce migration by imposing a stricter budget constraint [Cat-

taneo and Peri, 2016, Deaton, 1989, Bellemare et al., 2018, McGuirk and Burke, 2020].

Households in the agricultural context of Sub-Saharan Africa are typically characterised

by low income levels [McGuirk and Burke, 2020]. Thus, the migration-inducing effect of

the PPI appears to be larger than the rising opportunity costs of out-migration due to

better income opportunities at home. We turn to these suggested interpretations of our

aggregate findings in more detail in the next section.

To better understand the estimated associations, we further run the fully specified

LPM model by distinguishing the PPI of cash and food crops (see Table 4.11, Appendix

4.C). Finally, we also run the fully specified LPM models with common and state-specific

trends, presented in Appendix 4.C, to check our results for robustness with respect to

alternating definitions of the growing season. In Tables 4.12 and 4.13 we present the out-

comes for agricultural and non-agricultural households respectively. Even though none

of these robustness checks seem to change our main results, we find that these results

are mainly driven by price changes of food crops rather than cash crops, further sug-

gesting that domestic consumption plays an important role in the setting of Sub-Saharan

Africa. Moreover, the sensitivity tests confirm that households respond most strongly and

consistently to the growing season conditions as defined in the main analysis.
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(1) (2) (3) (4) (5) (6)

PPI 0.0051* 0.0052** 0.0106*** 0.0006*** 0.0006*** 0.0004*
(0.0026) (0.0025) (0.0025) (0.0002) (0.0002) (0.0002)

DD1030 0.1800 0.0885 0.0219* 0.0203
(0.1703) (0.1493) (0.0112) (0.0135)

DD30 -0.3563 -0.2043 -0.0254* -0.0448***
(0.2322) (0.2007) (0.0148) (0.0167)

N 23742 23742 23742 52101 52101 52101
R2 0.012 0.013 0.017
Time trend Year Year Country x Year Year Year Country x Year
Model Logit Logit Logit LPM LPM LPM
Precip. controls No Yes Yes No Yes Yes

The dependent variable is binary and captures household-level out-migration incidence in a given year. The producer
price index (PPI ) is measured in percent and captures PPI change (%) compared to the long-run average (1990-1999).
DD1030 captures 100 degree days between 10 and 30◦C and DD30 above 30◦C during the growing season (June-August).
The migration variable is constructed using World Bank’s African Migration and Remittances Surveys data. Weather
variables are constructed using ERA5 data. PPI is constructed by combining crop-specific fraction of harvested area data
by Monfreda et al. [2008] and annual global commodity prices from the IMF International Finance Statistics series and
the World Bank Global Economic Monitor. The sample captures agricultural households only. Models 2-3 and 5-6 further
control for growing season precipitation and their squared terms. Models 1-3 are estimated with fixed effects logit model
and models 4-6 with LPM. Models 1-2 and 4-5 use a common and models 3 and 6 country-specific time trend. Model 5
corresponds to the preferred specification. Standard errors clustered at the district level are displayed in parentheses.*
p<0.10, ** p<0.05, *** p<0.01.

Table 4.5: Aggregate effect of PPI on the probability of migration: Agricultural house-
holds

(1) (2) (3) (4) (5) (6)

PPI 0.0039 0.0037 0.0077** 0.0004 0.0004 0.0003
(0.0031) (0.0031) (0.0034) (0.0003) (0.0003) (0.0004)

DD1030 0.2265 0.1836 0.0156* 0.0208*
(0.1378) (0.1380) (0.0093) (0.0113)

DD30 0.3363 0.5591 0.0205 0.0031
(0.3793) (0.3751) (0.0214) (0.0201)

N 7443 7443 7443 17307 17307 17307
R2 0.016 0.016 0.023
Time trend Year Year Country x Year Year Year Country x Year
Model Logit Logit Logit LPM LPM LPM
Precip. controls No Yes Yes No Yes Yes

The dependent variable is binary and captures household-level out-migration incidence in a given year. The producer
price index (PPI ) is measured in percent and captures PPI change (%) compared to the long-run average (1990-1999).
DD1030 captures 100 degree days between 10 and 30◦C and DD30 above 30◦C during the growing season (June-
August). The migration variable is constructed using World Bank’s African Migration and Remittances Surveys
data. Weather variables are constructed using ERA5 data. PPI is constructed by combining crop-specific fraction of
harvested area data by Monfreda et al. [2008] and annual global commodity prices from the IMF International Finance
Statistics series and the World Bank Global Economic Monitor. The sample captures non-agricultural households
only. Models 2-3 and 5-6 further control for growing season precipitation and their squared terms. Models 1-3 are
estimated with fixed effects logit model and models 4-6 with LPM. Models 1-2 and 4-5 use a common and models 3
and 6 country-specific time trend. Model 5 corresponds to the preferred specification. Standard errors clustered at
the district level are displayed in parentheses.* p<0.10, ** p<0.05, *** p<0.01.

Table 4.6: Aggregate effect of PPI on the probability of migration: Non-agricultural
households

Finally, to put the effect of locally-relevant prices into perspective, it is useful to

compare changes in the PPI to the effect of local weather directly. To do so, consider
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a hypothetical scenario where both the PPI and the DD30 increase by one standard

deviation over their long-run mean. A back-of-the-envelope calculation that considers the

non-linear effect of local temperatures on household out-migration (i.e. that accurately

factors in the corresponding changes in DD1030), then shows that the overall climatic

effect on migration of both, global prices and local temperature is positive. More precisely,

the standardised effect of a global price increase on household out-migration is around

37% of the standardised (and so comparable) net effect of a rise in local temperature.

Overall, these findings therefore suggest that in the context of Sub-Saharan Africa, the

magnitude of short-term climatic effects on migration have thus-far been underestimated.9

4.5.2 The role of household wealth

In this section, we explore the role of households wealth, one of the contextual factors

that could determine the direct associations between PPI and migration. To explore

this particular heterogeneity, we turn to the results of regression model 4.11, detailed in

section 4.4. First, in Table 4.7 we interact the PPI with the continuous wealth index

and present the results from a series of fully specified LPMs and Logit models with

and without country-specific trends for agricultural (models 1-4) and non-agricultural

(models 5-8) households. Second, because the continuous wealth index is based on values

partially measured in 2009 and the wealth it captures could therefore be endogenous to

the migration decision, in Appendix 4.D in Tables 4.14 and 4.15, we interact the PPI

with the exogenous categorical wealth index based on values from 2000 for agricultural

and non-agricultural households respectively. Using this more exogenous measure without

time variation also solves the over-controlling problem [Dell et al., 2014].

For the sub-sample of agricultural households, in Table 4.7 we find robust evi-

dence across all specifications that wealthier households are less likely to send out migrants

when the locally-relevant global prices increase. The marginal effects of PPI by wealth,

i.e. the outcomes from the main specification (model 3), are depicted in Figure 4.2. The

marginal effect is positive but decreases with increasing wealth. It remains statistically

significant only for approximately the lower half of the wealth distribution. In Table 4.14

(in Appendix 4.D), we draw on the exogenous measure of wealth to test the validity of

these results. In five out of six specifications, we find further evidence that richer house-

holds are less likely to send out migrants when the PPI increases. In our preferred model 5,

the interactions show that if PPI increases by one p.p., medium-wealth and upper-wealth
9These calculations are available upon request.
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households become 0.03 p.p. and 0.09 p.p. less likely to send out migrants respectively,

compared to households with low levels of wealth. Figure 4.3 further presents these out-

comes visually only for the lower and upper wealth categories (i.e. the medium wealth

households are not included). It shows that a higher PPI increases the marginal prob-

ability of low-wealth and decreases the probability of upper-wealth households to send

out migrants. When using this more exogenous wealth measure, the effect of the PPI

is statistically significant from zero along the entire wealth distribution. The presented

evidence underlines the interpretation of the direct effects of locally-relevant global prices

on household out-migration, as suggested in the previous section. Implications of global

price changes for migration differ depending on households’ wealth. The findings strongly

suggest that increases in household income induced by exogenous changes in relevant

agricultural commodity prices push poor households above the previously binding budget

constraint and facilitate their out-migration, exceeding contrary opportunity costs effect.

The opportunity costs only start to play a more significant role for wealthier households,

reducing their likelihood to send out migrant as income increases.

We do not find similar evidence for sub-sample of non-agricultural households.

Both the baseline effect of the PPI and its interaction with household wealth show no

statistically significant association with household out-migration, visible in both Table

4.7 and 4.15 (in Appendix 4.D). We interpret this as evidence that PPI does not capture

prices of locally consumed crops, but rather captures the conditions in the agricultural

sector. Thus, the weak evidence of positive aggregate effects of the PPI on out-migration

from non-agricultural, net-consuming households shown in 4.5.1 seem to rather capture

pull effects. We will discuss these in more detail in the next section.
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Figure 4.2: Partial effects of PPI by wealth according to model 3, Table 4.7 with 90% CIs
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Figure 4.3: Partial effects of PPI on agricultural households by wealth according to model
5, Table 4.14 (Appendix 4.D) with 90% CIs

4.5.3 Destination choices

Throughout this paper, we have made the case for both global prices and local weather

being a) exogenously determined and b) the two factors being uncorrelated. A third,

albeit less crucial source of potential bias in our estimates is the spatial correlation in
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production pattern and local weather conditions. Due to the necessary arbitrariness

in drawing district borders, neighbouring districts tend to grow similar crops and may

therefore experience income shocks that are spatially correlated. Similarly, neighbouring

regions may experience climatic and weather conditions that are not entirely dissimilar

across districts. We illustrate the presence of spatial correlations in our setting in figures

4.7, 4.4 and 4.5 of appendices 4.B and 4.A.

The consequence of these spatial correlations follows immediately from our character-

isation of the household out-migration probability in equation 4.4: For example, spatial

correlations in local production patterns mean that a positive income shock through a

rise in locally-relevant global crop prices that increases the utility of the potential mi-

grant staying home, Uhhy, simultaneously changes the households’ expected utility flows

in destination districts, Uhdy. Thus, the attractiveness of some nearby destinations may

co-move when locally relevant global prices change. It follows that, due to spatial correla-

tions, locally-relevant global prices can be expected to have less of an impact on internal

rural migration, a type of migration that makes only for a very small share of total mi-

gration (see Table 4.1).

However, destination choices may not only be influenced by spatial correlations. Unless

local production and local consumption of agricultural products are uncorrelated, the real

income in urban areas will be negatively affected by increases in locally relevant global

crop prices (see equation 4.7). For potential migrants in agricultural rural households, this

means that with rising income at home, urban destinations in the same district (or nearby

districts if spatial correlations are considered) may become less attractive whenever income

at home rises through increases in producer prices. We note that the same reasoning does

not hold for local weather shocks: Local weather conditions, which act on the locally

produced quantity have no effect on the attractiveness of urban areas (see equation 4.8),

where real income remains unaffected. In sum, these points lead us to conclude that the

aggregate positive effect of locally-relevant global prices on out-migration in agricultural

households is unlikely to be driven by an increase in rural-urban migration.

We test these consideration within our baseline specification (4.10) for each of the

destination choices we observe in the data.10 Table 4.8 shows the results of these analyses

derived from our preferred specification. For completeness, we present the results for non-
10We consider each destination separately at a time and set all other destinations to zero in these

analyses. An alternative econometric approach would be to condition estimates on locally-relevant global
producer prices and weather conditions in nearby district, potentially weighing these by distance. How-
ever, due to the high spatial correlation of adjacent districts in our setting, the collinearity introduced
by such an approach does not allow for reliable inference.
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agricultural households in Appendix 4.E, Table 4.16. We also present robustness tests of

specifications that include country-by-year fixed effects in the Appendix 4.E in Tables

4.17 and 4.18 gor agriculutral and non-agricultural households, respectively. Including

these more demanding fixed effects does not alter our results.
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(1) (2) (3) (4) (5) (6)
Total Internal Internal: Internal: Other OECD

rural urban African
PPI 0.0006*** -0.0001 -0.0000 -0.0001 0.0006*** -0.0000

(0.0002) (0.0002) (0.0001) (0.0002) (0.0001) (0.0000)
DD1030 0.0219* 0.0233*** 0.0006 0.0234*** 0.0033 0.0031

(0.0112) (0.0081) (0.0033) (0.0079) (0.0041) (0.0048)
DD30 -0.0254* -0.0257** 0.0002 -0.0261** -0.0068 -0.0043*

(0.0148) (0.0118) (0.0040) (0.0100) (0.0061) (0.0026)
N 52101 52101 52101 52101 52101 52101
R2 0.013 0.014 0.004 0.011 0.008 0.000
Time trend Year Year Year Year Year Year
Model LPM LPM LPM LPM LPM LPM

The dependent variables are binary and capture household-level out-migration incidence by destination
in a given year. The producer price index (PPI ) is measured in percent and captures PPI change (%)
compared to the long-run average (1990-1999). DD1030 captures 100 degree days between 10 and
30◦C and DD30 above 30◦C during the growing season (June-August). The migration variable is
constructed using World Bank’s African Migration and Remittances Surveys data. Weather variables
are constructed using ERA5 data. PPI is constructed by combining crop-specific fraction of harvested
area data by Monfreda et al. [2008] and annual global commodity prices from the IMF International
Finance Statistics series and the World Bank Global Economic Monitor. All models capture agricultural
households, control for growing season precipitation and their squared terms and are estimated with
LPM. Standard errors clustered at the district level are displayed in parentheses.* p<0.10, ** p<0.05,
*** p<0.01.

Table 4.8: The effect of PPI by destination choice: Agricultural households

The results confirm that the aggregate effect of changes in locally-relevant prices on

household out-migration among agricultural households is driven by migration to des-

tinations in other African countries. On the contrary, changes in local weather mostly

affects internal migration into urban areas within agricultural households. While our data

does not allow us to precisely pin down the effect of spatial correlations, our results are

highly suggestive of a simultaneous decline in real income in urban areas when locally-

relevant prices rise. Thus, while the aggregate income effect of locally-relevant global

prices and local weather is positive in our sample, the type of migration induced through

the income channel differs: A rise in global prices increases migration into neighbouring

African countries, while an improvement in local weather conditions increases internal

rural-urban migration.

It should be noted that the income fluctuations agricultural households experience

from exogenous changes in global prices and local weather conditions are unlikely to

be sufficient to cover the necessary investment cost of migration into OECD countries.

These have been shown to be significantly higher than the costs of internal migration

and migration into nearby African destinations [Marchal and Naiditch, 2020]. Dao et al.

[2018] further show that for international migration flows to OECD countries, slow-moving

macroeconomic drivers are more important to explain the positive association between

income and emigration at early stages of development. Our results indeed suggest that
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migration to these destinations are unaffected by short-term fluctuations in both prices

and weather.

4.6 The role of conflict

Here, we explore whether in addition to wealth, conflict is a concurring mechanism be-

hind the PPI - migration association, revealed in section 4.5.1. Socio-political conditions

importantly affect the relationship between climate-related events and human migration

[Black et al., 2011, Cattaneo et al., 2019]. Ample evidence suggests a general link between

local climatic pressure and conflict [Abel et al., 2019, Hsiang et al., 2013], which can spill

over into migration and displacement [Missirian and Schlenker, 2017, Abel et al., 2019].

Fluctuations in global food prices specifically have been shown to affect political instabil-

ity and violent conflicts [Bazzi and Blattman, 2014, Bellemare, 2015, McGuirk and Burke,

2020, De Winne and Peersman, 2019]. Therefore, while not making general claims about

wider displacement, we study if these changes in international food prices can indirectly

influence the specific type of labour migration at hand, household out-migration.

As detailed in section 4.4, analysing the channeling effect of conflict in such settings is

connected to numerous empirical challenges. We therefore first estimate equation 4.12 to

study the general correlation between household out-migration and conflict in the setting

of Sub-Saharan Africa. The results are shown in Table 4.9. Models 1-2 and 5-6 show the

effects of output conflict on migration from agricultural and non-agricultural households,

respectively. Models 3-4 and 7-8 then show the effects of factor conflict for agricultural

and non-agricultural households, respectively. For agricultural households, we do not

find any statistically significant association between output conflict and migration or

between factor conflicts and migration. For non-agricultural households, we find weak

evidence that household out-migration may be negatively correlated with factor conflicts.

One explanation of this negative correlation could be that out-migration serves as an

escape valve for local tensions [Bosetti et al., 2020]; however, we abstain from a strong

interpretation of the result.

To complete our analyses, we also examine the general link between global commodity

price changes and their effect on output and factor conflicts in Table 4.19 of Appendix

4.F. Our results reveal that a rise in producer commodity prices decreases the likelihood

of output conflicts (for a more in-depth discussion, see Appendix 4.F). Thus, we find no

evidence for a link between rising producer prices and conflict onset as a mechanism for
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migration in our particular setting. Taken together, the association between prices and

conflict previous studies have documented does not seem to play a role for the household

decision to send a member as a labour migrant, the predominant type of migration in

Sub-Saharan Africa. If anything, household out-migration shows a negative correlation

with conflict, possibly since migration decreases the local tensions and competition over

resources, as documented by previous literature [Bosetti et al., 2020].
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4.7 Concluding remarks

In this paper, we conduct household-level analyses on the relation between global prices

and the household decision to send a migrant and derive a series of new conclusions on

climate-related migration. We study how international crop price changes, to a large

extent induced by distant climatic shocks in agricultural production, affect migration

in Sub-Saharan Africa. By acknowledging the importance of transmission of climatic

shocks in an interconnected world, our study provides a new perspective on climate-

related migration dynamics.

We further provide new evidence on the income elasticity of migration that can affect

households’ ability to use migration as an adaptation strategy. We find that higher food

prices can help agricultural households overcome their budget constraint. Higher producer

prices thus facilitate migration similar to positive income shocks brought about by spells

of good local weather conditions during the growing season. This aggregate positive effect

of global prices on household out-migration is driven by the low average household wealth

level in agricultural Sub-Saharan Africa. In the future, with household wealth rising over

time, the opportunity cost channel is likely to take over, at least in partial equilibrium.

Our findings further show that, unlike positive weather shocks which mostly facilitate

internal rural-urban migration, positive income shocks through rising producer prices only

increase migration to neighbouring African countries, likely due to the simultaneous de-

crease in real income in nearby urban areas. This finding has important implications for

projected migration dynamics in the poor regions of Sub-Saharan Africa: While we con-

firm that climate change scenarios rightly assume that local climatic conditions mostly

drive internal migration, interconnected global shocks with repercussions for wider geo-

graphical areas may trigger migration into regions outside the home country.

The implications of our results will become increasingly important in the future and

have direct policy implications. Episodes of rising food prices are expected more frequently

as a result of the adverse climate change impacts on agricultural productivity [Lobell et al.,

2011, Burke and Emerick, 2016]. On the one hand, higher food prices could help poorer

agricultural households in particular to cover migration-related costs. Migration is often

used as an important livelihood strategy for these households and a rise in income could

ease existing budget constraints. On the other hand, higher international prices are likely

to have adverse income effects on net consumers. These redistributive effects should be

comprehensively considered by policy makers when designing policies to minimise welfare
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losses in a changing climate.

One limitation applies to our work and needs to be discussed in this context. Based

on our empirical results, we can only derive weak conclusions regarding the implications

of rising producer prices for non-agricultural households, which mostly reside in urban

areas. Data limitations do not allow the approximation of consumer prices relevant for

local consumption at geographical levels similar to the district level analyses we conduct

for producer prices. McGuirk and Burke [2020] try to overcome this issue by combining

annual variation in global crop prices with country-level variation of consumption patterns.

The authors thus calculate international consumer prices at the country-year level. In our

sample of five countries and nine years of observation, this approach would leave us with

45 data points, insufficient to capture meaningful effects. Future scientific efforts should

therefore aim to improve the evidence base on migration implications of international

price changes for non-agricultural households who suffer losses in real income when crop

prices rise.

A second limitation of this study pertains to the global prices - conflict - migration

nexus. Considering migration of whole households rather than household out-migration

could shed more light on how global prices may result in forced displacement. Such

analysis would enable policymakers to evaluate the overall welfare effects of international

price variations in a changing climate.
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Appendix

4.A Local weather

(a) (b) (c)

(d) (e)

Figure 4.4: District-specific growing degree days (10-30◦C): average for 2000-2008 ((a)
Burkina Faso (b) Kenya (c) Nigeria (d) Senegal (e) Uganda)
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(a) (b) (c)

(d) (e)

Figure 4.5: District-specific growing degree days (30◦C): Average for 2000-2008 ((a) Burk-
ina Faso (b) Kenya (c) Nigeria (d) Senegal (e) Uganda)
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4.B International food price index

Crop Source PPI
Cereals
Maize IMF Yes (food)
Rice IMF Yes (food)
Wheat IMF Yes (food)
Fruits and vegetables
Soybean IMF Yes (cash)
Tomatoes IMF Yes (cash)
Vegetable oils
Palm oil IMF Yes (food)
Sugar
Raw equivalent IMF Yes (food)
Refined IMF Yes (food)
Beverages & others
Cocoa IMF Yes (cash)
Coffee IMF Yes (cash)
Tea IMF Yes (cash)
Tobacco World Bank Yes (cash)

Table 4.10: Commodity price data to generate PPI
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(a) (b) (c)

(d) (e)

Figure 4.7: Average PPI (district-specific percentage change from the long-run average)
during the 2007/08 food price crisis ((a) Burkina Faso (b) Kenya (c) Nigeria (d) Senegal
(e) Uganda)
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Figure 4.8: Fraction of harvested area of maize at the grid-cell level, darker color indicates
higher fraction

Figure 4.9: Fraction of harvested area of rice at the grid-cell level, darker color indicates
higher fraction
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Figure 4.10: Fraction of harvested area of cocoa at the grid-cell level, darker color indicates
higher fraction

Figure 4.11: Fraction of harvested area of tea at the grid-cell level, darker color indicates
higher fraction
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4.C Sensitivity tests: Aggregate effects

As suggested in the main text, we further run the fully specified LPM model by distin-

guishing the PPI of cash and food crops. The outcomes are presented in Table 4.11. For

the sub-sample of agricultural households, we find that the estimated effects in

Table 4.5 are mainly driven by price changes of food crops. Thus, in our sample covering

the food price crisis, commodities that were both locally produced and consumed were

more prominently to help producing households relax their budget constraints than cash

crops. For the sub-sample of non-agricultural households, we find weak evidence

that an increase in PPI of food crops reduces the probability that households send out a

migrant. PPI of food crops better captures prices of locally consumed goods, suggesting

that higher food prices impose a stricter budgetary constraint on net consumers, reducing

their ability to move.
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We then turn to robustness checks on the alternative definition of the growing season.

In Tables 4.12 and 4.13 we present the outcomes for agricultural and non-agricultural

households respectively. First, in models 1-2 we extend the definition of the growing

season by one month in each direction. Second, in models 3-4 we look at the effects of

annual weather conditions. As for the agricultural households, in models 1-3 the effect

of 10 to 30◦C degree days remains positive, but is only significant in model 1. In model

4 the effect stays insignificant but swaps the sign. The effect of degree days above 30◦C

is insignificant throughout the specifications and except of model 3 it remains negative.

As for the non-agricultural households, the effect of 10 to 30◦C degree days remains pos-

itive but insignificant throughout the specifications. These outcomes suggest that even

though the direction of the local weather effects remain mostly unchanged when using al-

ternative growing season definitions, migration reacts significantly particularly to weather

conditions during the growing season as defined in the main analysis (June-August) and

suggested by broader literature. For non-agricultural households, we find new evidence

that degree days above 30◦C outside the growing season drive out-migration. Even though

analysis of weather-related migration from non-agricultural and urban households is an

existing gap in the literature [Sedova et al., 2021] this is beyond the scope of this paper

and thus we abstract from the interpretation.
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(1) (2) (3) (4)
PPI 0.0006*** 0.0005** 0.0006*** 0.0005*

(0.0002) (0.0002) (0.0002) (0.0002)
DD30 (May-Sep.) -0.0103 -0.0213

(0.0121) (0.0130)
DD1030 (May-Sep.) 0.0154** 0.0127

(0.0076) (0.0087)
DD30 (Annual) 0.0037 -0.0131

(0.0067) (0.0082)
DD1030 (Annual) 0.0033 -0.0005

(0.0036) (0.0049)
N 52101 52101 52101 52101
R2 0.013 0.017 0.012 0.017
Time trend Year Country x Year Year Country x Year
Model LPM LPM LPM LPM
Precip. controls Yes Yes Yes Yes
Sample Agri. Agri. Agri. Agri.

The dependent variable is binary and captures household-level out-migration incidence in a given
year. The producer price index (PPI ) is measured in percent and captures PPI change (%) compared
to the long-run average (1990-1999). DD1030 (May-Sep.) and DD1030 (Annual) capture 100
degree days between 10 and 30◦C and DD30 (May-Sep.) DD30 (Annual) above 30◦C between May
and September and annually. The migration variable is constructed using World Bank’s African
Migration and Remittances Surveys data. Weather variables are constructed using ERA5 data.
PPI is constructed by combining crop-specific fraction of harvested area data by Monfreda et al.
[2008] and annual global commodity prices from the IMF International Finance Statistics series and
the World Bank Global Economic Monitor. The sample captures agricultural households only. All
models further control for precipitation and their squared terms during the considered time frame.
All models are estimated with LPM. Models 1 and 3 use a common and models 2 and 4 country-
specific time trend. Standard errors clustered at the district level are displayed in parentheses.*
p<0.10, ** p<0.05, *** p<0.01.

Table 4.12: Effects of PPI and local weather on the probability of migration of agricultural
households: Alternative growing season definition
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(1) (2) (3) (4)
PPI 0.0003 0.0003 0.0004 0.0003

(0.0003) (0.0004) (0.0003) (0.0004)
DD30 (May-Sep.) 0.0443*** 0.0361*

(0.0148) (0.0206)
DD1030 (May-Sep.) 0.0051 0.0078

(0.0051) (0.0081)
DD30 (Annual) 0.0233** 0.0082

(0.0117) (0.0157)
DD1030 (Annual) 0.0038 0.0010

(0.0034) (0.0046)
N 17307 17307 17307 17307
R2 0.017 0.023 0.017 0.023
Time trend Year Country x Year Year Country x Year
Model LPM LPM LPM LPM
Precip. controls Yes Yes Yes Yes
Sample Non-agri. Non-agri. Non-agri. Non-agri.

The dependent variable is binary and captures household-level out-migration incidence in a given
year. The producer price index (PPI ) is measured in percent and captures PPI change (%) com-
pared to the long-run average (1990-1999). DD1030 (May-Sep.) and DD1030 (Annual) capture 100
degree days between 10 and 30◦C and DD30 (May-Sep.) DD30 (Annual) above 30◦C between May
and September and annually. The migration variable is constructed using World Bank’s African
Migration and Remittances Surveys data. Weather variables are constructed using ERA5 data. PPI
is constructed by combining crop-specific fraction of harvested area data by Monfreda et al. [2008]
and annual global commodity prices from the IMF International Finance Statistics series and the
World Bank Global Economic Monitor. The sample captures non-agricultural households only. All
models further control for precipitation and their squared terms during the considered time frame.
All models are estimated with LPM. Models 1 and 3 use a common and models 2 and 4 country-
specific time trend. Standard errors clustered at the district level are displayed in parentheses.*
p<0.10, ** p<0.05, *** p<0.01.

Table 4.13: Effects of PPI and local weather on the probability of migration of non-
agricultural households: Alternative growing season definition
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4.D Sensitivity tests: Household wealth

(1) (2) (3) (4) (5) (6)

PPI 0.0057** 0.0059** 0.0110*** 0.0007*** 0.0007*** 0.0005**
(0.0027) (0.0025) (0.0025) (0.0002) (0.0002) (0.0002)

PPI × Medium-Wealth -0.0026 -0.0026 -0.0025 -0.0003* -0.0003* -0.0001
(0.0016) (0.0016) (0.0017) (0.0002) (0.0002) (0.0002)

PPI × Upper-Wealth -0.0089** -0.0088** -0.0079** -0.0009** -0.0009** -0.0004
(0.0044) (0.0044) (0.0040) (0.0003) (0.0003) (0.0003)

DD30 -0.3586 -0.2100 -0.0254* -0.0438***
(0.2265) (0.1974) (0.0145) (0.0167)

DD1030 0.1783 0.0934 0.0215* 0.0204
(0.1701) (0.1479) (0.0111) (0.0135)

N 23742 23742 23742 52101 52101 52101
R2 0.013 0.013 0.017
Time trend Year Year Country x Year Year Year Country x Year
Model Logit Logit Logit LPM LPM LPM
Precip. controls No Yes Yes No Yes Yes
Sample Agri. Agri. Agri. Agri. Agri. Agri.

The dependent variable is binary and captures household-level out-migration incidence in a given year. The wealth variable is
categorical and takes on values for the year 2000: low wealth (0), medium wealth (1) upper wealth (2). The producer price index
(PPI ) is measured in percent and captures PPI change (%) compared to the long-run average (1990-1999). DD1030 captures 100
degree days between 10 and 30◦C and DD30 above 30◦C during the growing season (June-August). The migration and wealth
variables are constructed using World Bank’s African Migration and Remittances Surveys data. Weather variables are constructed
using ERA5 data. PPI is constructed by combining crop-specific fraction of harvested area data by Monfreda et al. [2008] and annual
global commodity prices from the IMF International Finance Statistics series and the World Bank Global Economic Monitor. The
sample captures agricultural households only. Models 2-3 and 5-6 further control for growing season precipitation and their squared
terms. Models 1-3 are estimated with fixed effects logit model and models 4-6 with LPM. Models 1-2 and 4-5 use a common and
models 3 and 6 country-specific time trend. Model 5 corresponds to the preferred specification. Standard errors clustered at the
district level are displayed in parentheses.* p<0.10, ** p<0.05, *** p<0.01.

Table 4.14: Heterogeneous effects of PPI on migration by household wealth: Agricultural
households
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(1) (2) (3) (4) (5) (6)

PPI 0.0061 0.0059 0.0102** 0.0007 0.0007 0.0006
(0.0043) (0.0044) (0.0049) (0.0005) (0.0005) (0.0005)

PPI × Medium-Wealth -0.0037 -0.0038 -0.0049 -0.0005 -0.0005 -0.0004
(0.0034) (0.0035) (0.0036) (0.0004) (0.0004) (0.0004)

PPI × Upper-Wealth -0.0053 -0.0053 -0.0051 -0.0007 -0.0007 -0.0005
(0.0078) (0.0079) (0.0081) (0.0007) (0.0007) (0.0007)

DD30 0.3779 0.6080 0.0220 0.0042
(0.3685) (0.3776) (0.0208) (0.0196)

DD1030 0.2256 0.1854 0.0157* 0.0205*
(0.1381) (0.1379) (0.0094) (0.0112)

N 7443 7443 7443 17307 17307 17307
R2 0.016 0.017 0.023
Time trend Year Year Country x Year Year Year Country x Year
Model Logit Logit Logit LPM LPM LPM
Precip. controls No Yes Yes No Yes Yes
Sample Non-agri. Non-agri. Non-agri. Non-agri. Non-agri. Non-agri.

The dependent variable is binary and captures household-level out-migration incidence in a given year. The wealth variable is
categorical and takes on values for the year 2000: low wealth (0), medium wealth (1) upper wealth (2). The producer price index
(PPI ) is measured in percent and captures PPI change (%) compared to the long-run average (1990-1999). DD1030 captures 100
degree days between 10 and 30◦C and DD30 above 30◦C during the growing season (June-August). The migration and wealth
variables are constructed using World Bank’s African Migration and Remittances Surveys data. Weather variables are constructed
using ERA5 data. PPI is constructed by combining crop-specific fraction of harvested area data by Monfreda et al. [2008] and annual
global commodity prices from the IMF International Finance Statistics series and the World Bank Global Economic Monitor. The
sample captures non-agricultural households only. Models 2-3 and 5-6 further control for growing season precipitation and their
squared terms. Models 1-3 are estimated with fixed effects logit model and models 4-6 with LPM. Models 1-2 and 4-5 use a common
and models 3 and 6 country-specific time trend. Model 5 corresponds to the preferred specification. Standard errors clustered at
the district level are displayed in parentheses.* p<0.10, ** p<0.05, *** p<0.01.

Table 4.15: Heterogeneous effects of PPI on migration by household wealth: Non-
agricultural households
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4.E Sensitivity tests: Destination choices

(1) (2) (3) (4) (5) (6)
Total Internal Internal: Internal: Other OECD

rural urban African
PPI 0.0004 0.0002 0.0000 0.0002 0.0000 0.0001

(0.0003) (0.0002) (0.0001) (0.0002) (0.0001) (0.0001)
DD1030 0.0156* 0.0165* 0.0059** 0.0106 0.0051 0.0050

(0.0093) (0.0094) (0.0026) (0.0095) (0.0032) (0.0071)
DD30 0.0205 -0.0186 -0.0082 -0.0106 0.0255** 0.0058

(0.0214) (0.0210) (0.0073) (0.0206) (0.0103) (0.0091)
N 17307 17307 17307 17307 17307 17307
R2 0.016 0.023 0.006 0.018 0.003 0.002
Time trend Year Year Year Year Year Year
Model LPM LPM LPM LPM LPM LPM

The dependent variables are binary and capture household-level out-migration inci-
dence by destination in a given year. The producer price index (PPI ) is measured in
percent and captures PPI change (%) compared to the long-run average (1990-1999).
DD1030 captures 100 degree days between 10 and 30◦C and DD30 above 30◦C dur-
ing the growing season (June-August). The migration variable is constructed using
World Bank’s African Migration and Remittances Surveys data. Weather variables
are constructed using ERA5 data. PPI is constructed by combining crop-specific
fraction of harvested area data by Monfreda et al. [2008] and annual global commod-
ity prices from the IMF International Finance Statistics series and the World Bank
Global Economic Monitor. All models capture non-agricultural households, control
for growing season precipitation and their squared terms and are estimated with
LPM. Standard errors clustered at the district level are displayed in parentheses.*
p<0.10, ** p<0.05, *** p<0.01.

Table 4.16: The effect of PPI by destination choice: Non-agricultural households

(1) (2) (3) (4) (5) (6)
Total Internal Internal: Internal: Other OECD

rural urban African
PPI 0.0004* 0.0001 0.0000 0.0000 0.0005*** -0.0000

(0.0002) (0.0002) (0.0001) (0.0002) (0.0001) (0.0001)
GDD1030 0.0198 0.0223** 0.0034 0.0189* -0.0011 0.0038

(0.0150) (0.0102) (0.0039) (0.0102) (0.0065) (0.0060)
GDD30 -0.0473*** -0.0265** 0.0033 -0.0293*** -0.0166** -0.0054

(0.0167) (0.0132) (0.0062) (0.0110) (0.0070) (0.0046)
N 54099 54099 54099 54099 54099 54099
R2 0.017 0.018 0.005 0.014 0.009 0.002
Time trend CountryXYear CountryXYear CountryXYear CountryXYear CountryXYear CountryXYear
Model LPM LPM LPM LPM LPM LPM
Precip. controls Yes Yes Yes Yes Yes Yes

The dependent variables are binary and capture household-level out-migration incidence by destination in a given year. The
producer price index (PPI ) is measured in percent and captures PPI change (%) compared to the long-run average (1990-1999).
DD1030 captures 100 degree days between 10 and 30◦C and DD30 above 30◦C during the growing season (June-August).
The migration variable is constructed using World Bank’s African Migration and Remittances Surveys data. Weather variables
are constructed using ERA5 data. PPI is constructed by combining crop-specific fraction of harvested area data by Monfreda
et al. [2008] and annual global commodity prices from the IMF International Finance Statistics series and the World Bank
Global Economic Monitor. All models capture agricultural households, control for growing season precipitation and their
squared terms and are estimated with LPM employing country-specific trends. Standard errors clustered at the district level
are displayed in parentheses.* p<0.10, ** p<0.05, *** p<0.01.

Table 4.17: PPI and destination choices: Agricultural households
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(1) (2) (3) (4) (5) (6)
Total Internal Internal:rural Internal:urban Other African OECD

PPI 0.0003 0.0003 0.0001*** 0.0002 -0.0001 0.0001
(0.0004) (0.0003) (0.0000) (0.0003) (0.0001) (0.0002)

GDD1030 0.0186 0.0169 0.0106** 0.0073 0.0074 -0.0041
(0.0121) (0.0125) (0.0047) (0.0124) (0.0049) (0.0102)

GDD30 0.0142 -0.0072 -0.0124* 0.0039 0.0233** 0.0018
(0.0244) (0.0228) (0.0073) (0.0242) (0.0113) (0.0104)

N 18342 18342 18342 18342 18342 18342
R2 0.024 0.031 0.009 0.026 0.006 0.005
Time trend CountryXYear CountryXYear CountryXYear CountryXYear CountryXYear CountryXYear
Model LPM LPM LPM LPM LPM LPM
Precip. controls Yes Yes Yes Yes Yes Yes

The dependent variables are binary and capture household-level out-migration incidence by destination in a given year. The
producer price index (PPI ) is measured in percent and captures PPI change (%) compared to the long-run average (1990-1999).
DD1030 captures 100 degree days between 10 and 30◦C and DD30 above 30◦C during the growing season (June-August).
The migration variable is constructed using World Bank’s African Migration and Remittances Surveys data. Weather variables
are constructed using ERA5 data. PPI is constructed by combining crop-specific fraction of harvested area data by Monfreda
et al. [2008] and annual global commodity prices from the IMF International Finance Statistics series and the World Bank
Global Economic Monitor. All models capture non-agricultural households, control for growing season precipitation and their
squared terms and are estimated with LPM employing country-specific trends. Standard errors clustered at the district level
are displayed in parentheses.* p<0.10, ** p<0.05, *** p<0.01.

Table 4.18: PPI and destination choices: Non-agricultural households

4.F Further tests on the link between producer prices

and conflict

In this section, we present outcomes from a set of LPM regressions with and without state-

specific trends, analysing the association between PPI, local weather and the probability

of conflict incidence. We conduct the analyses at the district level. In models 1-2 and

5-6 of Table 4.19, we study the direct effects on output and factor conflict likelihoods,

respectively. In models 3-4 and 7-8 of Table 4.19 we then interact the PPI and local

weather variables with a district-specific fraction of agricultural households, to study if

the effect of international prices varies by districts’ dependence on agricultural production.

From the theoretical perspective, the direct effect of higher food prices on conflict is

a priori not clear. On the one hand, the predation (or rapacity) and deprivation theories

imply that higher food prices can result in more violent events. The so-called predation

effect suggests that higher prices increase the value of the appropriable surplus, leading

to more conflicts [Besley and Persson, 2008, Dube and Vargas, 2013]. The deprivation

effect indicates that among consumers, an increase in prices can induce perceptions of

relative deprivation in comparison to others and thus lead to public unrests [Hendrix and

Haggard, 2015]. On the other hand, the opportunity costs effect suggests that higher food

prices reduce conflicts, by increasing the opportunity costs of insurrection for farmers as

higher wages and revenues make it more attractive to work [Bazzi and Blattman, 2014,

Dube and Vargas, 2013, De Winne and Peersman, 2019]. Moreover, higher commodity
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prices can increase state revenues and so the capacity of the state to reduce conflicts

[Besley and Persson, 2008, De Winne and Peersman, 2019].

Our results reveal that a rise in producer commodity prices decreases the likelihood of

output conflicts. This is in line with findings by Brückner and Ciccone [2010] or Berman

and Couttenier [2015] and the opportunity cost theory [Bazzi and Blattman, 2014, Dube

and Vargas, 2013]. These findings contrast the evidence by Bellemare [2015], Hendrix and

Haggard [2015], Raleigh et al. [2015] or De Winne and Peersman [2019] in line with the

predation (also called rapacity) and deprivation effects, both of which outline how higher

food prices can increase violence. The magnitudes of the interaction terms between output

conflict and agricultural dependence are very close to zero.

The direct effect of yield decreasing temperatures (DD30 ) on the likelihood of output

conflict is negative and becomes significant only in models 3-4. When interacted with

the agricultural dependence, the effect is positive suggesting that yield decreasing tem-

peratures are more likely to increase the probability of output conflict in areas that are

more dependent on agricultural production. This outcome is in line with the findings on

PPI, namely that the opportunity costs of violence decrease with decreasing agricultural

incomes [Koubi, 2019].

The effect of yield enhancing temperatures (DD1030 ) on output conflict likelihood

is positive in models 1 and 3 but looses its significance in model 2 and additionally

swaps the sign in model 4. When it comes to factor conflict, the effect of yield enhancing

temperatures is positive throughout specifications but it only becomes significant in model

5. These generally positive associations are in line with the predation theory and seem

to be relevant primarily for net-consumers (the interaction with agricultural dependence

is insignificant), for whom the increase in agricultural surplus increases the rewards from

engaging in conflict.
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Chapter 5

Immigration and redistributive

spending: Evidence from English local

authorities

5.1 Introduction

Concerns about redistributing income to what are considered outsiders has featured as

a salient issue in the run up to the 2016 Brexit referendum that ultimately saw the UK

leaving the European Union (EU) by popular vote. Both UK transfers to the EU and the

pressure EU immigrants allegedly put on public service provision in the UK were platforms

the "Vote Leave" campaign heavily relied on to mobilise its supporters [Gherghina and

O’Malley, 2019, Goodwin and Milazzo, 2017, Becker et al., 2017].

In this paper, we investigate if the link between the inflow of EU "outsiders" and a

local loss of appetite for redistributing income was visible in the UK before the Brexit ref-

erendum took place. Specifically, we focus on the time period after the 2004 and 2007 EU

enlargement when the historically anchored EU scepticism in the UK took a turn against

migration following the large inflows of Central and Eastern Europeans (AC-12) into

UK territory [Gherghina and O’Malley, 2019]. We analyse the effect of the unexpected

and spatially heterogeneous AC-12 migration wave on English local authority level public

spending and revenue to answer the question if the local presence of migrants is indeed

associated with less redistributive spending patterns. We combine detailed local authority

revenue and expenditure data from the Chartered Institute of Public Finance and Accoun-

tancy (CIPFA) with annual data on local authority level migrant stocks calculated from
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the UK Labour Force Survey/Annual Population Survey (LFS/APS) obtained under a

special licence agreement over the 2000 to 2015 observation period. Due to the very low

number of AC-12 migrants present in England in the pre-enlargement period, the esti-

mated coefficients we obtain from our two-way fixed effects panel regressions correspond to

a difference-in-differences research design, allowing us to recover treatment-on-the-treated

effects of AC-12 migration on local authority revenue and spending.

Taken at face value, we find ambiguous results with regards to the hypothesis of

a closed in-group that cuts down on redistributing income when faced with outsiders.

On the one hand, AC-12 migration did not affect local authorities’ per capita spending.

However, once we zoom in on local revenue and spending patterns, we find that the

presence of AC-12 migration is associated with a decrease in locally generated revenue and

the unchanged per capita spending was heavily supported by an increase in funding local

authorities received from the central government. AC-12 migration is further associated

with both a decrease in means-tested social care spending per capita and an increase

in education expenditure per capita, an expenditure item where inter-group transfers are

likely to be relatively more salient compared to other non-means-tested services [Tabellini,

2020a, Speciale, 2012].

To further explain these results, we then disentangle local preferences for less redis-

tribution from mechanical changes in demand for local services brought about by the

distinct characteristics of AC-12 migrants. Our results show that the strong association

of AC-12 migration with a decline in social care and a rise in education expenditure per

capita is driven by changes this migrant group caused to local demographics. In fact,

social care expenditure per population aged 65 and above, the main recipient population

of social care services, increased strongly in response to AC-12 inflows. Similarly, when

normalising education expenditure per the rising local number of pupils in areas more

strongly affected by AC-12 migration, expenditure remained vastly unaffected. Thus, the

effects AC-12 migrants had on local authority expenditure patterns were in large parts

due to the shifts to local demographics these migrants caused and the corresponding in-

stitutional responses that were triggered by the resulting changes in local service demand.

The relative shifts from social care towards education expenditure further explain the ob-

served dynamics on the revenue side: In England, local authority education expenditure

is almost entirely funded through central government grants, while a larger share of social

care spending comes from locally generated revenue [Phillips, 2018]. It thus appears that

migration decreased the pressure local authorities faced on social care spending over our

observation period, allowing local authorities to take better care of their vulnerable older
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population while decreasing the need for raising revenue locally. On the other hand, we

do not find evidence that would support the hypothesis of a shift in local preferences to-

wards less redistribution in response to migration inflows, which we test by analysing local

voting patterns and native out-migration ("voting with their feet") following the 2004 EU

enlargement and the subsequent wave of AC-12 migration. Our results show that a larger

presence of AC-12 migrants is associated with a rise in local Council seats held by the

more redistributive Labour party (rather than the Conservatives) and a decline in net-

migration outflows. We note that the latter result, coined "fiscal externality" by Tabellini

[2020b], may also provide a partial explanation for the changes in local demographics

associated with AC-12 migration.

England is a suitable test bed for the local level link between migration and public

spending for a number of reasons. First, the country experienced large waves of migra-

tion in recent decades, including the both unprecedented and unexpected wave of AC-12

migrants following the 2004 enlargement of the European Union [Becker et al., 2016].

These successive waves have led scholars to test the impact of the intensity of migration

flows to the UK on numerous outcomes including crime rates [Bell et al., 2013, Jaitman

and Machin, 2013], house prices [Sá, 2015], hospital waiting times [Giuntella et al., 2018],

public budgets and the wages and employment of natives [Card et al., 2012, Manacorda

et al., 2012, Dustmann et al., 2013, Becker et al., 2018]. In this study, we exploit the

large and spatially heterogeneous shock to local migration stocks that stemmed from EU

enlargement in 2004 and led to more than one million people migrating from Central

and Eastern Europe to the UK. Second, the discretion in raising revenue and spending

decisions at the hands of local authorities in the UK makes it an appropriate case study.

Funded through a mix of central government grants and locally raised revenue, England,

and the UK more generally, is one of the European countries where local governments

have discretion over spending decisions that encompass several public expenditure items.

UK local authorities are responsible for policies concerning education, social care ser-

vices, highways, roads and transport, housing, cultural services, environmental services,

planning and development and protective services [Gavazza et al., 2019, Sandford, 2018,

Phillips, 2018]. Local authorities are required to balance their budget but can increase or

decrease their total spending through steering the local council tax, a property tax. They

can further shift their spending between more or less redistributive spending items, with

spending on means-tested social care services in particular reflecting the redistribution of

income towards the relatively less wealthy. Third, due to the limited scope the UK cen-

tral government had under EU law to target EU migrants directly over our 2000 to 2015

202



observation period, the central government could not use restrictive migration policies

in the years prior to the Brexit referendum, such that cutting public spending was the

only possible response to a decrease in appetite for redistributing resources. Finally, the

wealth of information available allows to disentangle local preferences and fiscal external-

ities from a more mechanical migrant demand channel, a mechanism frequently neglected

in the literature when studying the effect of migration on preferences for redistribution.

5.1.1 Contribution to the literature

Our results contribute to the literature on the impact of migration on redistribution in des-

tination areas. Pioneered by Freeman [1986], Alesina et al. [2001], Alesina et al. [2004] and

Easterly and Levine [1997], an important stream of literature argues that redistributive

policies are supported more strongly by homogeneous groups. These findings are driven

by in-group biases which translate into greater immigrant diversity lowering preferences

for redistribution. Following this work, several scholars have analysed the relationship

between immigration and preferences for redistribution in the context of migration to the

US and European countries with results pointing towards a negative association of the

two [Senik et al., 2009, Hopkins, 2010, Speciale, 2012, Halla et al., 2017, Dinas et al.,

2019, Steinmayr, 2020]. For example, Senik et al. [2009] finds some evidence of a negative

association studying Europe as whole. Speciale [2012] leverages the variation in inflows of

migrants to EU-15 countries stemming from the 1990s Balkan wars to study the impact

of migration on education expenditure and finds a small and negative association between

perceived migration and support for the welfare state. Both authors document consider-

able heterogeneity across countries and stress the importance of sub-national studies to

understand the mechanisms at play and allow for a causal investigation.

Some work at the sub-national level exists. Dahlberg et al. [2012] exploit a refugee

dispersal mechanism in Sweden and find a significant negative effect of immigration on the

local support for redistribution. In Denmark, Harmon [2018] uses an instrumental variable

strategy based on historical housing stock data and finds that greater migration inflows

leading to increases in local ethnic diversity shift election outcomes from traditional ”big

government” left-wing parties towards anti-immigrant nationalist parties. Both studies

suggest immigration may lower the level of redistribution or public spending but identify

further examination of the effect of immigration and ethnic diversity on more direct

measures of redistributive spending as an important topic for future work. Similarly, in

more recent work studying the effect of extending the voting franchise to non-natives,
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Ferwerda [2021] stresses that while evidence points towards European citizens preferring

less redistribution with greater migration, the evidence that this leads to a reduction on

public good provision is less well understood. Our work contributes directly to filling

this gap by measuring the impact of a large migration shock to England on local level

redistribution.

Closest to this present work are studies by Tabellini [2020b], Tabellini [2020a], Gerdes

[2011] and Jofre-Monseny et al. [2016]. Tabellini [2020b] studies the first "Great Mi-

gration" when 6 million black Americans migrated from the South to the North of the

US. The author specifically focuses on its impact on local public finances due to changes

in racial heterogeneity in Northern US cities between 1915 and 1930. After collecting

data on local finances for the years 1910, 1919, and 1930 and deploying a version of a

shift-share instrument based on historical settlements similar to Card [2001] and Boustan

[2010] to predict black migration, the author finds that larger inflows had negative im-

pacts on both public spending and tax revenues. The author then investigates whether

this result is driven by a change in local preferences or by second-order effects black mi-

grants had on out-migration of white Americans. While Tabellini [2020b] acknowledges

that these mechanisms are not necessarily mutually exclusive, the author argues that

the study’s results are rather driven by a negative fiscal externality due to white flight,

corroborated by the fact that cities did not change their allocation of spending. In a sec-

ond related study, Tabellini [2020a] jointly investigates the political and economic impact

of European immigration to the US between 1910 and 1930, using a similar shift-share

instrumental variable strategy. The author finds that reductions in redistribution stem-

ming from greater migration inflows were more likely driven by natives’ preferences and

cultural distance. Our study distinguishes itself from these contributions by investigating

the role of migration at a time where levels of discretion of municipal councils in Europe

differ from the early 20th century US. In addition to the mechanism linking migration to

local expenditure and revenue offered by Tabellini [2020b] and Tabellini [2020a], we are

able to study a third potential mechanism, namely the change stemming from mechanical

demand for local services induced by distinct demographic characteristics of migrants.

Exploiting a refugee placement policy in Denmark, Gerdes [2011] examines the effect

of immigration on municipal redistributive spending and does not find any evidence of a

change in public sector spending. However, as highlighted in Harmon [2018], the author’s

empirical strategy might suffer from the endogenous relocation choices of immigrants

not covered by the policy as well as the political discretion in assigning migrants to

different municipalities. We tackle the empirical issue of endogenous location choices
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of AC-12 migrants in England by presenting parallel trends comparing heavily and less

heavily affected local authority areas in our main outcomes. We further show that all

our results are robust to (i) matching local authorities on a wide range of 2001 Census

characteristics and (ii) deploying a shift-share instrumental variable strategy based on

historical settlement of AC-12 migrants in the tradition of Card [2001].

Jofre-Monseny et al. [2016] focus on the link between municipality-level variation in

extra-EU immigrant density and local social spending in Spain. Instrumenting migration

flows between 1998 and 2006 using the distribution of rental housing in 1991, the authors

find that per capita social spending increases less in municipalities that experience the

largest increases in immigrant density. While the authors report strong first-stage results

in their instrumental variable regressions, one main concern with this particular identifi-

cation strategy relates to the exclusion restriction. Municipalities with a relatively large

supply of rental housing six years before the migration inflows are likely to also be poorer

and larger than other cities and therefore may lie on differential trends that the authors do

not account for. Municipalities’ public finances might be affected in a way that social ser-

vices spending may slow down six years later for reasons other than migration. A second

concern relates to the authors’ interpretation of their results. While Jofre-Monseny et al.

[2016] do not study the impact of elections on native outflows and electoral outcomes,

they interpret their findings as evidence for a materialisation of a shift in preferences for

redistribution among the native population. We argue that this interpretation, although

in line with predictions of in-group-out-group theories, is only one possibility. A decrease

in redistributive public spending could also reflect a mechanical relationship introduced

by migrants’ socio-economic characteristics and/or their differing propensity to take up

social services if inflows are sufficiently large and migrant characteristics are distinctly

different from the local population.

The remainder of this paper is structured as follows. In the following section 5.2, we

introduce the institutional setting of local authority spending and describe the nature of

AC-12 migration flows. Section 5.3 discusses our data sources. Section 5.4 lays out our

main identification strategy. Section 5.5 presents and discusses our results. Section 5.6

discusses alternative identification strategies and robustness. Section 5.7 discusses the

main mechanisms of our results and section 5.8 concludes.
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5.2 Institutional setting

In this section, we first provide an overview of the level of discretion local authorities hold

over spending and revenue in subsection 5.2.1. We then describe the nature of AC-12

migration to England in more detail in subsection 5.2.2.

5.2.1 Local authorities in England

In total, there are 353 local authorities in England. England’s local government struc-

ture is not homogeneous across the country. Local governments either function under a

two-tier or a single-tier regime. The two-tier local authorities consist of an upper-tier, the

county councils, and a lower-tier, the district councils. Single-tier authorities encompass

55 unitary authority councils, 36 metropolitan boroughs, 32 London boroughs, the Com-

mon Council of the City of London and the Council of the Isles of Scilly for a total of

125. Of these, we exclude nine new unitary authorities from our analyses that were only

formed out of tow-tier authorities between 2007 and 2009. Two-tier authorities consist of

27 county councils which in turn are divided into 201 district councils.

While single-tier authorities bear the responsibility for all service spending decisions,

county councils and district councils divide responsibilities between themselves in two-tier

authorities [Sandford, 2018]. To make local authorities comparable across England, we

aggregate all lower-tier authority spending up into the upper tiers. This is unproblematic

for two reasons. First, the areas where spending decisions are not clearly distinguishable

only concern spending on cultural goods such as museums, transport planning, economic

development and tourism. Second, spending decisions on the largest expenditure items

such as education and social care - the focus of our study - are made on the upper-tier

county council level. We provide more information on how areas of responsibility are

divided between the two tiers in 5.B of the appendix.

On the revenue side, UK local authorities obtain their funding via a mix of specific,

ring-fenced grant funding, general grant funding, the collection of business rate revenue

and income from a local council tax. While there is currently a trend towards more

devolution in revenue, particularly regarding the retention of local business rates, the

discretion of local authorities was limited to steering the local council tax rate over our

main observation period from 2000 to 2015 [Phillips, 2018]. The council tax is a property

tax collected by local authorities and its amount is based on the value of property. Each
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property is categorised into one of eight bands (A to H) and the tax is then due annually

as a fixed fraction of local authority defined baseline tax band D. In 2001, the average

band D council tax rate stood at GBP 898, rising to GBP 1,459 in 2015. Total tax

income collected by local authorities is then simply the multiple of the band D tax rate

and the tax base, i.e. the number of band D equivalent dwellings. Over our observation

period, council tax income covers about 25% of annual total service expenditure. We

summarise the other main sources of income from central government grant and centrally

redistributed business rates in a ‘central government transfers’ measure.

The discretion of the elected Councillors over local authorities’ spending is not lim-

ited to revenue collected from council tax, as only a small share of funding from central

government grants is explicitly ring-fenced [Phillips, 2018]. England, and the UK more

generally, is one of the European countries where local governments have discretion over

spending decisions that encompass several public expenditure items. UK local authorities

are responsible for policies concerning education, social care services, highways, roads and

transport, housing, cultural services, environmental services, planning and development

and protective services such as fire and rescue [Sandford, 2018]. In this context, it is

important to note that, unless local authorities can temporarily draw on previously ac-

cumulated reserves, they are required to balance their budgets and are unable to borrow

on financial markets.

In 2000, British local public spending represented GBP 113 million, a value that

increased to GBP 198 million in 2015 in current prices and represents approximately 25%

of total government spending.1 English local authorities spend by far the largest share

of their total service expenditure on education. In 2001, education made for 53% of all

service expenditure, a value that has decreased slightly over time. The second largest

share of total expenditure is spent on social care services (23.5% in 2001) which has

increased over time. All other expenditure items combined make for less than one fourth

of total service expenditure throughout our observation period.

In our analysis, we are particularly interested in means-tested services for which local

authorities have discretion during our sample period. Social care services in particular

fulfil these criteria while education partially fulfils them.

Social care services in the UK consist of adult social care and child social care. Adult

social care entails a range of support services available to the physically or mentally
1OECD (2018a), ‘Consolidated government expenditure as a percentage of total general government

expenditure (consolidated), http://www.oecd.org/ctp/federalism/table5_gov_exp-tot_gov_exp.xls (ac-
cessed 14/05/2021).
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impaired as well as other items where the level of uptake is most highly correlated with

advanced age. It also assists disadvantaged groups such as asylum seekers or substance

abusers. Adult social care accounts for the bulk of social care service expenditure in

England over our main observation period (approximately 70% on average). Social care

service minimum eligibility criteria are set by the central government but the amount spent

on social care is at local authorities’ discretion [Simpson, 2017]. Phillips [2018] notes that

Councils’ discretion extended to determining what kind of services were offered, needs’

assessments and eligibility criteria over the 2000 to 2015 observation period. The latter

included different thresholds for what Councils considered the risk for an individual in

absence of treatment. A detailed overview of local authority social care services and its

means-testing criteria is provided in table 5.16 of appendix 5.B.

While there has been a trend towards centralisation, the sample period we study

still left room for local authority discretion when it comes to education expenditure.

Education expenditure in the U.K. has traditionally been locally-managed although school

funding was ring-fenced as of 2006 via the Dedicated Schools Grant (DSG), which de facto

represents a minimum threshold below which school spending cannot fall for most of the

sample period we study. However, local authorities could still exert upward discretion and

use their own revenues to additionally fund education. Recent moves by the Conservative

government to remove local governments from the education expenditure formula and

only have a national funding formula, whereby schools with similar characteristics receive

equal funding, are yet to come into place. As highlighted by Phillips [2018], education

expenditures was still partially locally managed in our sample period.

In summary, for the purposes of this paper, two observations are therefore impor-

tant: First, local authorities do have a significant amount of discretion over both the

revenue they collect and the allocation of their funds across different spending areas but

need to balance their budgets. Second, 1100 statutory spending requirements limit lo-

cal authorities in their spending decisions to some extent and do not always allow for a

clear distinction between mandatory and discretionary spending [Gray and Barford, 2018].

This means that the larger the level of disaggregation of spending items, the more detailed

knowledge of statutory spending requirements is necessary. We conduct our analysis on

expenditure items aggregated at a relatively high level within the different spending areas

to minimize this risk.

A local fiscal response to migration in England that reflects a change in redistribution

could thus become visible through two main channels. First, migration could affect total
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spending per capita and revenue. Second, less redistribution could also become visible

through a shift between expenditure items more strongly associated with redistribution

and those less associated with redistribution. In the analysis below, we focus on social

care spending per capita as the main redistributive item due to its free availability only

to low-income individuals. It is less clear to which extent education spending falls under

redistribution. Some authors have argued that inter-group transfers are more salient in

education expenditure than in other non-means-tested services [Tabellini, 2020a, Speciale,

2012]. In our analyses, we therefore leave education as a separate expenditure item. We

then aggregate all expenditure that falls outside of social care and education into a third

category.

5.2.2 The AC-12 migration shock

Following the EU accession of the so-called A-8 countries consisting of the Czech Republic,

Estonia, Hungary, Latvia, Lithuania, Slovakia, Poland and Slovenia, as well as Cyprus

and Malta in 2004 and Bulgaria and Romania in 2007, the UK experienced a large labour

migration inflow of a migrant group commonly referred to as AC-12. Due to the fear of

mass migration from the, on average, less wealthy accession countries, EU member states

were given the option to temporarily restrict the fundamental freedom of movement of

people originating from the 2004 Central and Eastern European joiners. This was possible

“under provisions in the Accession Treaty allowing the existing Member States to apply

national measures regulating access to their labour markets for nationals of A-8 countries

for up to seven years” [Kennedy, 2011, p.5].

All EU member states but Sweden, Ireland and the UK applied these regulations on

A-8 migrants [Anderson et al., 2006]. Becker et al. [2016, p.11] explain that the decision

by Tony Blair’s labour government not to limit labour market access to A-8 migrants was

driven by “a thriving economy and a misunderstanding of the consequences of decisions

by other big EU countries to keep their borders closed to Eastern European workers for a

transition period”. As highlighted by the authors, a UK Home Office commissioned study

conducted in 2003 by Dustmann et al. [2003] computed their migration projections under

the false assumption that other countries such as Germany would also open their borders

in 2004. The government then failed to adjust their initial projections when other EU

member states did not open their border immediately and estimated that “only around

5,000-13,000 Eastern Europeans would arrive to the UK per year” [Dustmann et al., 2003]

(as cited in Becker et al. 2016, p.11). However, between 2004 and 2007, more than 500,000
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migrants arrived to the UK from Central- and Eastern Europe, vastly exceeding the initial

projections [D’Auria et al., 2008].

Thus, overnight on 1 May 2004, workers from the A-8 accession countries, Malta

and Cyprus obtained full rights to live and work in the UK, including the right to stay

permanently and the right to be joined by dependants [Anderson et al., 2006]. Workers

from A-8 countries (but not Malta and Cyprus) were obliged to register on the so-called

Workers Registration Scheme (WRT). Registration on WRT gave A-8 workers access to

in-work benefits but they only had access to out-of-work benefits after they had been in

registered employment for 12 months [Kennedy, 2011]. For the purposes of this study,

it is important to note that local authority services, including social care and education,

were accessible to AC-12 workers as soon as they were registered on WRT.

Table 5.1 summarises the AC-12 migrants’ socio-economic characteristics relative to

British natives, EU-15 migrants and the rest of the world based on the 2011 UK Popula-

tion Census. The table shows age and employment characteristics that could potentially

have had an impact on the local population’s attitude towards AC-12 migrants. Both

employment and young age may thereby reflect a lower likelihood of welfare dependency

[Gherghina and O’Malley, 2019, Goodwin and Milazzo, 2017, Becker et al., 2017]. As

noted above, these characteristics may also reflect the group’s need for local authority

services. The migration inflow to the UK stemming from the EU enlargement was indeed

both sizeable and characterised by the distinctive features of AC-12 migrants in terms of

age, education and employment.

Most of the AC-12 migrants living in the UK in 2011 were in the 25 to 39 years’ old

categories. This contrasts sharply with the age structure of AC-12 migrants we observe in

the 2001 UK Population Census where the distribution was much flatter. Other migrants

from EU-15 countries and the rest of the world are also younger than the UK born on

average but their age-distribution is less skewed to the left than that of AC-12. Cross-

checking these numbers with those from the 2001 Census shows little to no movement.

Taken together, this suggests that the inflow of migrants from AC-12 countries was dis-

tinctively younger than AC-12 migrants living in the UK pre-enlargement and that this

change in the pattern of their age-structure was distinct to this group of migrants.

In terms of qualifications, the bulk of AC-12 migrants living in England in 2011 were

categorised in the “apprenticeships and other” qualifications section that does not directly

translate into the UK system of qualifications but is indicative of relatively low and

medium skills. It is further worth noting that the 24% share in the highest skill category
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did not translate into a similar share of employment in high-skill professions [Drinkwater

et al., 2009]. Most of the residents born in AC-12 countries as per the 2011 census were

working in routine or semi-routine occupations, again contrasting with the 2001 situation

for AC-12 migrants residing in England in 2001 and other groups in both 2001 and 2011.

Thus, at least over the years following the 2004 accession, the AC-12 migration flow was

in its majority a labour migration flow into low and medium skills’ professions. 80% of

AC-12 migrants were economically active in 2011, a share significantly above that of UK

born and other migrant groups.
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Notes: Own table based on data from the 2011 UK Census

Table 5.1: Socio-economic characteristics of immigrants vis-à-vis UK citizens and other
migrants in 2011
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Finally, it should be noted that AC-12 migration inflows into the UK were also ge-

ographically and compositionally different from migrants of AC-12 countries that had

settled in the UK prior to the 2004 enlargement shock [Becker et al., 2018]. Before the

AC-12 countries joined the EU, the stock of individuals who were born in any of the ten

Central- and Eastern European accession countries was around 193,180. Unlike AC-12

migrants arriving in the UK after 2004, these migrants were mostly concentrated in the

London area [Becker et al., 2016]. Approximately 30% of this group had arrived before

1981 and consisted mostly of people born in Poland, who made up 42% of the stock of

Eastern Europeans having arrived prior to 2004 [Becker et al., 2016]. The number of

these Polish-born migrants increased by a factor of seven, and the number of Eastern

Europeans in the UK by a factor of five, such that the number of AC-12 migrants living

in England represented approximately 2% of the English population in 2011, reaching

1,085,351 inhabitants.

5.3 Sampling frame and data sources

In this section, we first describe both the data on local authority expenditure and revenue

and the migration data we use for our subsequent analyses, in subsections 5.3.1 and 5.3.2

respectively. We then describe additional data sources we draw on to obtain control

variables and for the analyses of mechanisms that may explain the obtained results in

section 5.3.3.

5.3.1 Local authority expenditure and revenue

Detailed panel data on local authority public finances is available from the Chartered In-

stitute of Public Finance and Accountancy (CIPFA) website which gathers local authority

budgeted expenditure and revenue data. We use this data set to identify exactly how the

116 single-tier authorities and 27 authorities operating under a two-tier regime allocated

their funds between all different spending areas annually. We obtain these data for the

period from 2000 to 2015 such that our sample consists of a total of 143 local authori-

ties observed over a 16-year period. Table 5.2 summarises our main expenditure related

dependent variables and also expresses these as expenditure shares for comparability.
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Variable Mean Std. Dev. N
Total expenditure per capita (pc) 1450.07 330.32 2028
Central government transfer (pc) 1086.04 335.83 2028
Council tax required (pc) 364.03 80.90 2028
Social care expenditure (pc) 375.15 102.68 2028
Education expenditure (pc) 734.42 189.07 2028
Other expenditure (pc) 340.66 94.51 2028
Share spent on social care 0.258 0.039 2028
Share spent on education 0.506 0.057 2028
Share spent on other items 0.236 0.037 2028

Table 5.2: Summary statistics outcomes

The main variables we construct from this data set are our measures of expenditure

and revenue per capita: total service expenditure, central government transfers and the

required locally generated revenue to balance the budget. We also use this data set

to construct our set of expenditure measures on education, social care and aggregate

measures of spending on other items.

5.3.2 Migration data

We draw our yearly data on population for each local authority from a special license

of the UK Annual Population Survey (APS) between 2000 and 2015. This sample is

obtained by aggregating waves of the Labour Force Survey (LFS) and the Labour Force

Survey Boosts for England.2 We refer to this data set as LFS/APS. We are then able to

compute immigration figures of AC-12 migrants as well as natives, EU-15 and the rest of

the world based on their country of birth. There are approximately 350,000 individuals per

wave, making the LFS/APS the largest annual household survey in the U.K.. Although

the LFS/APS is more robust than estimates based on one single LFS wave, concerns

regarding the accuracy with which this survey precisely measures the shares of immigrant

population at the local authority level remain, especially in years preceding the 2004

shock when the AC-12 stock in England was relatively small. In our empirical strategy,

we explain that the way we construct our main variable of interest does not require us to

make use of the AC-12 migrant population pre-2004 in our regression analyses.

We further verify the robustness of our results by exploiting 2001 and 2011 British

Censuses, which capture information for the entire British population by country of birth

by local authority at these two points in time. Despite the 2011 Census’ advantage of
2See [Cangiano, 2010] for more details on the APS.
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reporting data on the self-reported year of arrival of different migrant groups for the years

2009, 2006, 2003, 2000 and 1990, concerns when using this data set remain. Differential

rates of out-migration across local authorities by AC-12 migrants by year of arrival could

mean that an imputed measure of migration stocks would have a poor relationship with

the actual stock for years further in the past. We find a local authority level correlation

between the number of foreigners from AC-12 migrants having arrived before 2000 as per

the 2011 Census and the number of AC-12 migrants as reported by the 2001 Census of

0.77. Overall, this suggests the LFS/APS is the preferable data set. We nevertheless use

the 2001 and 2011 Censuses to check our results for robustness.

In sum, given several missing values in CIPFA and LFS/APS data, our total sample

consists of 2,028 observations spanning from 2000 to 2015 for 143 English local authorities.

5.3.3 Additional data sources

Our main specification measuring the effect of AC-12 migration controls for a number

of local authority level time varying characteristics. First, we control for local area pop-

ulation obtained from CIPFA to account for potential scale effects in service delivery,

especially regarding education. Since the effect of AC-12 on local redistribution may also

be conditional of the existing composition and heterogeneity of the population, we further

control for the share of EU-15 and non-EU migrants obtained from the LFS/APS [Alesina

et al., 2019, Tabellini, 2020b]. Finally, we also control for local unemployment rates to

account for the fact that local economic conditions are an important pull factor for labour

migrants such as those originating from AC-12 countries.

We then construct additional dependent variables to understand the mechanisms driv-

ing our main results. These variables include information on the number of pupils per

local authority, and the age structure of the population (both obtained from CIPFA). To

test for a change in political preferences, we use yearly data on the political composition

of local Councils compiled by “The Elections Centre” at Nuffield college, Oxford.3 In

England, local Councillors are elected in a staggered way for 4-year terms by the local

population, with some Councils electing all of their Councillors at the same time and

other Councils electing half or a third of their Councillors at each election.4 In our anal-

yses, we are particularly interested in the shares held by the Conservative and Labour
3The data can be accessed on http://www.electionscentre.co.uk.
4See https://www.gov.uk/understand-how-your-council-works/local-councillors-and-elections for de-

tails.
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party, England’s two main parties of government. The Conservative party is tradition-

ally regarded as representing less redistributive "small government" platforms during our

period of study as highlighted by [Fetzer, 2019] who studies the impact of austerity mea-

sures conducted by the Conservative government in the 2010s on Eurosceptic attitudes

and [Taylor-Gooby, 2013] who shows that an "analysis of manifestos for the two main

UK parties from 1987 to 2012" shows two patterns: First, Labour manifestos score higher

than Conservative manifestos on references to social justice and pro-welfare content. Sec-

ond, Conservative interest in social justice as equality or redistribution is limited, and is

"virtually non-existent for the 1987, 2001 and 2005 elections" (p.36).

We further substantiate the strong differences between the Conservative and Labour

party on redistribution in figure 5.1.

Figure 5.1: Redistribution preferences among voters of major British parties

Note: Figure based on data from the British Election Study (Wave 4, March 2015). The redistribution

preference are calculated from the question "Should the government redistribute income?" to which re-

spondents could respond on a scale from 0 ("make much greater effort") to 10 ("be much less concerned").

Respondents answering 0,1,2 or 3 are categorised as "favours more redistribution". Respondents answer-

ing 7,8,9 or 10 are categorised as "favours less redistribution". N=2840.

The figure based on data from the March wave of the British Election Study 2015

shows that more than 50% of Labour voters favour more redistribution of income, whereas
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that share stood at less than 20% among Conservative voters, who tend to favour less

redistribution. Voters of Liberal Democrats, SNP and UKIP fall in between.

Unfortunately, the Council composition dataset aggregates information on the Council

seat share of the UK Independence Party (UKIP) into an "other" category. Founded in

1991 and until the 2016 Brexit referendum, UKIP was essentially a single-issue party

campaigning for an exit from the EU and made strong gains in European elections at the

expense of the Conservative Party over our sample period [Ziebarth, 2020, Becker et al.,

2016, Fetzer, 2019]. However, it is is not clear that more votes for UKIP are a signal

of preferences towards less redistribution, as highlighted by figure 5.1 . Nevertheless,

greater vote shares for UKIP in the face of AC-12 migration still suggest greater distaste

for migration, which could potentially result in changes in local Councillors’ spending

decisions. We therefore additionally match our database with information on all local

election results from [Fetzer, 2019], which contains election results of almost all parties

including UKIP. Finally, we also use information from the second quarter of each LFS

wave as well as NHS data to build local authority level measures of internal inflows and

outflows.

We note that not all data we use for our analyses of mechanisms is available for the

entire 2000 to 2015 observation period. We summarise data availability, sources and the

measures we construct in table 5.11.

5.4 Empirical strategy

In this section, we first lay out our main empirical strategy in subsection 5.4.1. We

then turn to the main empirical issue in our setting at hand, the potentially endogenous

location choice of migrants within England in subsection 5.4.2.

5.4.1 Main specification

The AC-12 migration wave to England, and the U.K. more generally, was a grand-scale

natural experiment due to its large and unexpected nature. To capture its magnitude

by local authority, we closely follow [Becker et al., 2018] and build the following shock
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measure:5

Shockc,t =
AC12migrantsc,t

LApopc,t
− AC12migrantsc,2001

LApopc,2001
(5.1)

where AC12migrantsc,t represents the number of AC-12 migrants in local authority

c in year t and LApopc,t local authority c’s population in year t as per the APS while

AC12migrantsc,2001 and LApopc,2001 represent the AC-12 stock and total population in

2001 as per the 2001 Census. The shock measure thus represents the change in percentage

points of the share of AC-12 migrants living in a given local authority relative to the share

of AC-12 migrants in 2001. As argued earlier, the APS might not capture the share of AC-

12 migrants by local authority pre-2004 well because of their low numbers. We therefore

use the more precise 2001 census as our benchmark share of AC-12 migrants. Furthermore,

we never use APS information regarding the AC-12 population pre-2004 as highlighted in

our main empirical specification:

Yc,t = αc + βt + γPost2004 ∗ Shockc,t + δXc,t + εc,t (5.2)

In equation 5.2, Post2004 is a dummy equal to 1 after 2004 such that its interaction with

Shockc,t identifies a treatment on the treated effect of AC-12 migration on the outcome

measures. Xc,t represents our vector of controls which includes the local share of EU-15

migrants, the share of non-EU migrants, the local authority population and the local

unemployment rate. We further include year fixed effects βt and local authority dummies

αc to account for unobservable year-specific variation common to all local authorities and

time-constant local authority level variation respectively. Due to the spatial nature of

our data, we cluster the error term εc,t at the local authority district level in all analyses

to correct standard errors for within local authority correlations [Bertrand et al., 2004].

Our estimation is therefore akin to employing a two-way fixed effects panel model that

combines features of a continuous Difference-in-Differences and event study as we set the

pre-accession AC-12 stocks to zero. We do this due to the to the strong differences between

AC-12 pre-and post 2004 and expect a gradual divergence of treated and untreated local

authorities in the post treatment period, as not all migrants moved to the UK at the start

of our treatment period.

Table 5.3 describes our main variable of interest - AC-12 migration shock - and controls’

summary statistics.

5The main contrast in the construction of our shock measure is that we use the LFS/APS instead of
only using the 2001 and 2011 Censuses to measure changes in migrant shares.
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Variable Mean Std. Dev. N
AC-12 migration shock 0.011 0.015 2028
Share EU-15 migrants 0.027 0.023 2028
Share non-EU migrants 0.101 0.097 2028
Unemployment 0.068 0.026 2028
Population 358010 270538 2028

Table 5.3: Summary statistics AC-12 shock and controls

Local authorities’ average population stands approximately at 358,000 inhabitants

with the average increase in the share of AC-12 migrants representing a 1.1 percentage

point increase in the share of a local authority’s population compared to the 2001 baseline.

5.4.2 Endogenous location choices

The main concern for causal interpretation of γ is the endogenous location choices of

AC-12 migrants. Despite the exogenous nature of the shock at hand, immigrants were

not randomly allocated across local authorities and sorting into local authorities might

be endogenous to migrants’ underlying preferences for redistribution or other unobserved

characteristics that determine both migration and trends in local authority spending.

We first address this concern by presenting evidence in favour of the common trends

assumption by showing that all measures of interest did not move systematically differently

between affected and unaffected local authorities prior to 2004 in 5.5 and 5.6.

We then show that our results are practically unchanged when matching local author-

ities affected by AC-12 migration inflows to unaffected local authorities using propensity

score matching. To do so, we follow an approach similar to Becker et al. [2018] and

first apply a corrected Akaike Information Criterion (AICc) algorithm to a large set of

local authority characteristics we gather from the 2001 Census to find the best predic-

tors for AC-12 migration inflows and then match our sample based on these variables

(with replacement). While this approach reduces our sample size, it mitigates remaining

concerns that destination choices were not picked at random and should be treated as

complementary to our main difference-in-differences results.

Finally, we proceed to showing the results when using a shift-share "Bartik" instru-

mental variable approach based on historical settlement [Bartik, 1991]. The problem of

endogenous sorting of migrants has indeed often been tackled by using such an approach

pioneered by Card [2001]. It is based on the premise that immigrant networks are an im-

portant determinant of locational choices and allows to identify local average treatment
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effects of current migration inflows induced by these historical settlement patterns. In

the context of the UK, this instrument has been used by Bell et al. [2013], Sá [2015] and

Giuntella et al. [2018] in their studies on the impact of migration to the UK and its effect

on crime, house prices and hospital waiting times respectively. The validity of such an

instrument relies on the assumption that the past settlement of immigrants is uncorre-

lated with changes in economic outcomes between local authorities prior to 2003. Thus,

it assumes that immigrant settlement patterns years before 2004 are only correlated with

measures of local authority spending patterns though their effect on post-2004 inflows.

While we show that our results are stable when using such an approach based on

1991 settlements of AC-12 migrants, several problems have been identified in shift-share

instrumental variables. Jaeger et al. [2018] first show that such instruments run the

risk of conflating the short- and long-run responses to immigration shocks if the spatial

distribution of immigrant inflows is stable over time. Second, Lee et al. [2020] find that

current practice using instrumental variables typically relies on the first-stage F-statistic

exceeding a threshold of 10 as a criterion for showing instrument relevance and trusting

t-ratio inference yield an anti-conservative test. In addition to these concerns, we believe

this approach is potentially less relevant when applied to AC-12 migrants. Becker et al.

[2018] point out that the historical distribution of Central and Eastern European may

not capture subsequent AC-12 migration inflows well because of the stark differences

between the two waves. The authors argue that migrants from Poland – the country

where the largest share of AC-12 migrants originate from - who resided in the UK in 2001

mainly consisted of people of pension age, having lived in the UK since the second world

war as remnants of the Polish Free Army, or of migrants who had entered before 1991

for graduate studies under high-skill visas. Thus, the baseline distribution of Central and

Eastern European migration into the UK in 2001 would act as a weak proxy for subsequent

migration flows or could pick up very specific parts of these migration flows. This is

confirmed when conducting standard first-stage relevance tests but also by comparing

the distribution of AC-12 migrants in 1991 and in 2015 as highlighted in figure 5.2. The

figure shows that recent AC-12 migration was more heterogeneously distributed across

England than in 1991, when a concentration in London and its surroundings was more

clearly visible.
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Figure 5.2: Contemporaneous AC-12 shock and historical distribution

5.5 Results

In this section, we turn to the results and split our analyses into two parts. Subsection

5.5.1 provides evidence in support of the identifying common trend assumption. Subsec-

tion 5.5.2 then shows the main results.

5.5.1 Pre- and post trends

In this subsection, we analyse the main outcomes of interest before and after the opening

of UK borders to AC-12 migrants in 2004. Figure 5.3 shows that the share of AC-12

migrants indeed gradually picked up after 2004, starting from a level close to zero before

the accession of the AC-12 countries.
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Figure 5.3: Migration to the UK by region of origin

The mean annual local population share of AC-12 born migrants in English local au-

thorities fluctuated between 0.6% and 0.7% in the pre-accession years and then gradually

increased to 2.8% in 2015. In relative terms, the average English local authority saw their

AC-12 migrant population rising by more than 400% over an 11 year period.

Figure 5.3 further shows an increase in the local authority mean population share

of non-EU migrants between 2004 and 2015 while the EU-15 population share remained

stable on average. One of the concerns in our empirical analysis when focussing on one

migrant group specifically is that location choices of AC-12 migrants may coincide with

inflows of other migrant groups. In appendix 5.C we show that the spatial distribution

of non-EU and EU-15 migrant inflows does not correlate visibly with the AC-12 shock

visualised in figure 5.2. We nevertheless control for these migrant shares in our preferred

specification to adequately capture the diversity of the local area population as discussed

in section 5.4.1.

To test for pre- and post-trends in our main outcome variables of interest, we define

local authority districts that were in the top 25% (Q4) of the 2015 migration shock

distribution as treated (“affected”) . We further define all local authority districts that

are within the bottom 25% (Q1) of the 2015 migration shock distribution as untreated

(“unaffected”). Formally, we define
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τc =

1, if AC12Shock2015,c > Q3(AC12Shock2015)

0, if AC12Shock2015,c < Q1(AC12Shock2015)
(5.3)

The categorisation is motivated by the distribution of the AC-12 shock measure in our

final observation year in 2015 shown in figure 5.4.

Figure 5.4: Distribution of AC-12 shock in 2015

Local authorities in the bottom quartile of the AC-12 shock distribution only saw their

population share of AC-12 migrants rising by between 0.1% and 1.4%. The frequency

distribution then has a long right tail with AC-12 migrant shares rising to between 3.4%

and 11.9% in local authorities in the top quartile.

Figures 5.5 and 5.6 show the trends in the main outcome variables of interest, with

the solid lines corresponding to regions most heavily affected by AC-12 migrant inflows

and dashed lines indicating the least affected regions.
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Figure 5.5: Pre- and post trend I

Figure 5.6: Pre- and post trend II
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We first note that pre-trends from 1999 to 2003 are parallel in all outcomes, validating

the difference-in-differences research design. We detect no visual changes in the total

expenditure per capita gap post accession (figure 5.5, upper left panel). Affected and

unaffected local authorities continue to move in parallel after the onset of treatment. The

parallel trend continues beyond 2010, when strict austerity measures were imposed on local

authorities, a topic we turn to in greater detail in section 5.6.1. The lower left and upper

right panel of figure 5.5 suggest a marginal effect of AC-12 migrant inflows on the funding

sources of local authorities. Taken together, the figures suggest that in affected areas,

less funding was raised locally and slightly more funding came from central government

sources following the inflow of AC-12 migrants, leading to the observed unchanged total

per capita spending in an institutional setting where local authorities have to balance

their annual budgets.

Figure 5.6 then turns to the spending mix. Social care expenditure per capita starts

to rise significantly less in affected local authority areas when AC-12 migrants start to

immigrate in 2004. The gap most visibly declines in the years from 2010 onwards (top

right panel). The change in trends becomes even more visible when graphing social

care as a share of overall local authority spending, where the social care expenditure

share in unaffected local authorities passes the share spent in affected local authorities in

2012 (bottom right panel). Similarly, trends in education expenditure per capita start to

diverge after 2004, with local authorities most heavily affected by AC-12 migrant inflows

spending relatively more on education in per capita terms (top centre panel). The share

spent on education in total spending surpasses that of unaffected areas in 2009 and the

gap continues to widen up to the final year of the observation period (bottom centre

panel). Other expenditure items expressed in per capita terms show slightly more noise

but tend to converge after 2004, with affected areas experiencing a small relative decrease

(figure 5.6, upper left and bottom left panel).

In sum, three main findings emerge from this first descriptive analysis. First, total

expenditure per capita remained unchanged following AC-12 migrant inflows. Second, the

funding mix slightly shifted away from locally raised budget towards central government

transfers. And third, AC-12 migrants shifted the expenditure mix away from social care

expenditure towards education expenditure.
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5.5.2 Main results

In this subsection, we turn to the regression results based on the empirical specification

introduced in section 5.4. Table 5.4 shows the results of the effect of AC-12 migration on

local spending and revenue sources. For the sake of clarity, we only show the coefficient of

interest in the following tables. A regression table also showing the coefficients estimated

on our main control variables is shown in table 5.14 of appendix 5.A. We will refer to the

specification with all controls as our preferred specification.

Total expenditure pc Central government transfer pc Locally raised budget pc

(1) (2) (3) (4) (5) (6)
AC-12 shock 460.44 525.65 1014.67** 976.97** -554.22*** -451.33***

(459.70) (457.89) (483.08) (472.25) (96.65) (87.04)
N 2028 2028 2028 2028 2028 2028
R2 0.879 0.890 0.821 0.834 0.819 0.826
Time FE Year Year Year Year Year Year
Model DiD DiD DiD DiD DiD DiD
Full set of controls No Yes No Yes No Yes
Sample LFS/APS LFS/APS LFS/APS LFS/APS LFS/APS LFS/APS
Standard errors clustered at the local authority level in parentheses.
* p<0.10, ** p<0.05, *** p<0.01
Notes: Outcomes expressed in per capita terms (pc). The AC-12 shock is defined as the difference in AC-12 population shares
in a given local authority-year and its 2001 baseline share as defined in equation 5.1 of section 5.4.1. All regressions include
local authority fixed effects. The full set of controls refers to the share of EU-15 migrants, the share of non-EU migrants, the
local authority unemployment rate and the total local population. LFS/APS refers to the UK Labour Force Survey and its
boost samples in the Annual Population Survey. The observation period is 2000 to 2015.

Table 5.4: Effect of AC-12 migration on local spending and revenue

Column (1) and (2) show that the association between the AC-12 shock measure

and total service expenditure per capita is positive, albeit not significant at any conven-

tional level. Similar to the descriptive analysis in subsection 5.5.1, local authority revenue

sources were indeed impacted by AC-12 migration: Column (3) indicates that a 1 per-

centage point increase in the AC-12 shock over the 2001 baseline shares is associated with

an annual increase of approximately GBP 10 in central government transfers per capita

to affected local authorities (p<0.05). The result is remarkably stable to the inclusion of

controls for local labour market conditions, population and other migrant groups (column

4). The results of column 5 and 6 show that a percentage point increase in the AC-12

migrant population share over the 2001 baseline is associated with a GBP 5 decline in the

locally raised budget per capita (p<0.01). The coefficients are again stable when adding

controls variables. It is worth noting that the coefficients estimated on EU-15 and non-EU

migrant shares point into the same direction. These coefficients shown in columns (1),

(2) and (3) of table 5.14, appendix 5.A, indicate that AC-12 migration affected central

government transfers in a similar manner compared to migrants from other regions.
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Table 5.5 then turns to the results of the effect of AC-12 migration on local expenditure

by area of spending.

Social care expenditure pc Education expenditure pc Other expenditure pc

(1) (2) (3) (4) (5) (6)
AC-12 shock -477.89** -414.47** 1214.59** 1179.50** -279.10 -238.21

(219.71) (204.35) (574.23) (564.80) (178.60) (152.78)
N 2028 2028 2028 2028 2028 2028
R2 0.771 0.790 0.750 0.757 0.641 0.654
Time FE Year Year Year Year Year Year
Model DiD DiD DiD DiD DiD DiD
Full set of controls No Yes No Yes No Yes
Sample LFS/APS LFS/APS LFS/APS LFS/APS LFS/APS LFS/APS
Standard errors clustered at the local authority level in parentheses.
* p<0.10, ** p<0.05, *** p<0.01
Notes: Outcomes expressed in per capita terms (pc). The AC-12 shock is defined as the difference in AC-12 population
shares in a given local authority-year and its 2001 baseline share as defined in equation 5.1 of section 5.4.1. All regressions
include local authority fixed effects. The full set of controls refers to the share of EU-15 migrants, the share of non-EU
migrants, the local authority unemployment rate and the total local population. LFS/APS refers to the UK Labour Force
Survey and its boost samples in the Annual Population Survey. The observation period is 2000 to 2015.

Table 5.5: Local authority spending by area

The results indicate that the AC-12 migrant shock indeed changed the local authority

spending mix. The results of our preferred specification of column (2) show that a 1

percentage point increase in the shock measure is associated with an approximate GBP

4 decrease in annual per capita spending on social care (p<0.05). Column (4) shows

that education spending per capita increased by approximately double that magnitude

(p<0.01). The increase in AC-12 migrant shares further had a small negative effect on

other expenditure items, albeit estimated effects are not significantly different from zero

at any conventional statistical level. In comparison, changes in migrant shares from other

regions of origin had less impact on the expenditure mix. Column (4) of table 5.14,

appendix 5.A, suggests that the positive association of EU-15 migrant shares and total

expenditure per capita (column 1, 5.14) is the result of an increase in additional spending

on education associated with this particular migrant group. Neither EU-15 migrants nor

non-EU migrants appear to be associated with changes in social care expenditure (column

4, table 5.14).

In sum, three main results emerge. First, the inflow of AC-12 migration does not show

a statistically significant association with total service expenditure per capita. Second,

AC-12 migration did impact on local authority revenue sources: They are associated

with an increase in funding received from the central government but decreased locally

generated income. Finally, AC-12 migration decreased social care spending per capita

and increased education expenditure per capita, while other expenditure items remained
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largely unchanged. We note that these findings do not allow for making definite statements

about the mechanisms at hand: A reduction in the mostly discretionary means-tested

social care services and the relative reduction of locally generated revenue in response to

AC-12 inflows could indicate both a shift in local preferences towards less redistribution

but could also capture changes in local service demand brought about by distinct socio-

economic characteristics of new-arrivals, with repercussions for necessary funding. We

analyse these mechanisms in more detail in section 5.7, after testing the robustness of our

results in section 5.6.

5.6 Robustness tests

In this section, we test the robustness of our main results along a range of dimensions.

Subsection 5.6.1 excludes all years post 2010 to account for the potentially endogenously

austerity measures imposed on local authorities in 2010 as well as the expiration of the

UK’s Worker Registration Scheme (WRS) in 2011. If, for example, austerity measures

were imposed on the central government level such that more diverse areas were more

heavily affected, these would not necessarily reflect a local change in preferences for redis-

tribution. In subsection 5.6.2 and 5.6.3 we further address potential endogenous sorting

of AC-12 migrants by showing the results of a matching and an instrumental variable ap-

proach. These robustness tests thus account for the risk that AC-12 migrants potentially

chose their destinations within England based on observed or unobserved local authority

characteristics that could be correlated with our outcome measures. Finally, in subsection

5.6.4 we use UK Census data instead of the more volatile Annual Population Survey data

as a more accurate but static measure of AC-12 migration.

5.6.1 Excluding austerity years and the end of WRS

Austerity measures imposed on local authorities by the central government dramatically

reduced transfers to local authorities from 2010 onwards, putting pressure on local au-

thorities to raise budget locally. These measures have been shown to have uneven effects

on local authorities across England, mostly affecting urban areas, the north of England,

parts of the East and Cornwall [Gray and Barford, 2018]. If these geographically het-

erogeneous budget cuts imposed by the central government correlate with the different

intensity of AC-12 migration inflows for either political or institutional reasons unrelated
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to local preferences for redistribution, they could potentially taint the estimated effects.

A further important institutional change coinciding with the introduction of austerity

measures is the expiration of the UK’s Worker Registration Scheme (WRS) in 2011. The

WRS stipulated that AC-8 migrants - that is, migrants who originate from the 2004

Central and Eastern European EU joiners - could claim out-of-work benefits and tax

credits on the same grounds as other EEA nationals only after being registered to the

WRS and in continuous employment for 12 months. [Giua, 2020] shows that the expiration

of the WRS had a positive impact on the probability of claiming out-of-work benefits by

these migrants. Access to some of the local authority services such as social care services

only required registering on the scheme, mitigating the concern of a pick-up in demand

after the expiration of WRS[Kofman et al., 2009]. However, the pick-up in claims of out-of-

work benefits by AC-8 migrants post 2011 may have had a second-order effect on demand

for means-tested local authority services due to its direct effect on income. A general

link between local unemployment rates and demand for means-tested social care services

is indeed visible in our regressions (column 4, table 5.14, appendix 5.A). To account for

these two important regime changes, we therefore test our results for robustness when

excluding post-2010 years.

Table 5.6 shows the results estimated in our preferred specification when excluding all

years post 2010.
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The results broadly confirm those of the longer panel shown in tables 5.4 and 5.5.

All coefficients are of the same sign in the early years of AC-12 inflows, suggesting that

neither the expiration of the WRS nor the centrally imposed austerity measures funda-

mentally changed the effect AC-12 migrants had on local authority spending and revenue.

Two observations are nevertheless noteworthy. First, all results are slightly less precisely

estimated, likely a consequence of the significantly smaller sample size. Second, the co-

efficient estimated on social care spending per capita is smaller than in the full sample

(column 4). One possible reasons for the amplification of observed changes in social care

spending during the austerity years is a progressive adaptation by local authorities to

changing demographics. A second possible explanation is a delay in the change in local

preferences for redistributive polices. On the other hand, the more gradual increase in the

demand for education services in local authorities more heavily affected by the migration

shock is in line with the observation that many AC-12 migrants were of child-bearing age

when they arrived to the UK, or required additional spending due on language schooling.

We analyse these hypotheses in more detail in section 5.7.

5.6.2 Matching

The pre-trends we present in figures 5.5 and 5.6 show that AC-12 migrants did not system-

atically sort into local authorities based on trends in local spending or revenue regimes.

However, a concern remains that destination choices were not picked at random: If AC-

12 migrants moved into local authorities of specific underlying unobserved characteristics,

these characteristics could have medium- to long-term consequences for local spending and

revenue patterns that are then picked up by our estimates. For example, since AC-12 mi-

grants were primarily labour migrants of a distinct skill profile, their destination choices

were likely based on labour demand from specific industries; if the presence of these in-

dustries was linked to future local economic development in local authority areas, the

association of AC-12 migrant shares and local area spending may be spurious.

In this subsection, we address this concern by matching affected and unaffected local

authorities based on a wide range of local authority characteristics we draw from the 2001

UK Census. The local area characteristics we use for the matching procedure range from

local authority expenditure and revenue measures to local household wealth indicators,

local industry composition and demographics. A full list of variables is provided in ap-

pendix 5.D. The simple matching-with-replacement estimation proceeds in three steps.

Similar to our pre and post-trend analysis, we first divide local authorities into affected
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(=treated) and unaffected (=untreated) based on the increase in AC-12 migrants they

experienced between 2004 and 2015. To increase the pool of potential matches, we de-

fine the top 50% receiving areas as affected and the bottom 50% of receiving areas as

unaffected for the sake of the matching exercise. In a second step, we then use a simple

stepwise Akaike’s corrected information criterion (aicc) to select variables that best predict

whether or not a local authority was treated, balancing an increase in the goodness-of-fit

against the additional information required to achieve it [Cavanaugh and Neath, 2019].

The variables selected by the algorithm are highlighted in the full list shown in appendix

5.D. In summary, AC-12 migrants were most likely to migrate into local authority areas

with relatively larger manufacturing, hotel, health, fishing, financial and domestic work

industry shares. Further variables that predict AC-12’s propensity to migrate into specific

areas include household shares deprived in one dimension and the share of social housing

provided by the local Council. In the final step, we then use propensity score matching

to match treated and untreated local authorities based on the selected variables.

Table 5.7 shows the results of the matching regressions.
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Matching local authorities based on their 2001 characteristics does not alter the main

results. All estimated coefficients are of similar magnitude compared to the results based

on the unmatched sample in tables 5.4 and 5.5. The results continue to indicate a shift

in revenue sources away from locally raised budget towards central government transfers

(columns 2 and 3) and a shift in expenditure from social care towards education (columns

4 and 5). The drop in local service expenditure outside education and social care in

response is more precisely estimated in the matched sample (p<0.05). Overall, the results

suggest that spatial sorting among AC-12 migrants based on observable local authority

characteristics is not a large concern in the post-accession English setting. To further

robustify this finding, we next turn to an an instrumental variable approach in subsection

5.6.3.

5.6.3 Instrumental variable approach

As discussed in subsection 5.4.2, a common way of dealing with endogenous destina-

tion choices is to instrument contemporaneous migration inflows by historical settlement

patterns. This instrumental variable was pioneered by Card [2001] and is based on the

premise that immigrant networks are an important determinant of locational choices [Al-

tonji and Card, 2018]. In the context of the UK, such a "shift-share" instrument has

been used by Bell et al. [2013], Sá [2015] and Giuntella et al. [2018] in their studies on

the impact of migration to the UK and its effect on crime, house prices and NHS waiting

times respectively. In our setting, the identifying assumption of such an instrument is

that the historical settlement of AC-12 immigrants is correlated with post-2004 changes

in local authority spending and revenue only through their effect on post-2004 inflows

of AC-12 migrants. In this subsection, we use 1991 UK Census data to construct the

instrument similar to Giuntella et al. [2018]. Specifically, we define λc,1991 as the share of

AC-12-borns living in local authority c in 1991 and calculate:

λc,1991
∑
AC12t

Popc,t
. (5.4)

Thus, for each local authority c and year t, we multiply the 1991 share of AC-12 migrants

residing in that local authority by the aggregate national level stock of AC-12 migrants

in year t to project the new stock of AC-12 migrants. We then divide this number by the

local area population Popc,t to derive the projected shares.

We do not use the IV approach as our preferred specification for a number of reasons.
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First, in the context of AC-12 migration, Becker et al. [2016] point out that it is unclear

whether such a shift-share instrument captures the skill-composition of AC-12 migrants

well. The authors argue that migrants from Poland – the country where the largest share

of AC-12 migrants originate from - who resided in the UK in 1991 mainly consisted of

people of pension age, having lived in the UK since the second world war as remnants of

the Polish Free Army, or of migrants who had entered before 1991 for graduate studies

under high-skill visas. This would mean that the baseline distribution of Eastern European

migration into the UK in 1991 would act as a weak proxy for subsequent migration flows,

a point confirmed by the relatively weak first-stage F-test of 5.93 shown in table 5.8. In

the context of our research question, the distinct nature of historical inflows from AC-12

settlement in the UK raises an equally important question pertaining to the specifics of

the local average treatment effects (LATE) such an instrumental variable identifies. The

subset of contemporaneous AC-12 migrants pulled in by historical settlers from AC-12

countries is likely to be different from those AC-12 migrants who came to England for

work. Thus, any LATE identified is potentially very different from the average treatment

effect of AC-12 migrants on local authority spending researchers and policymakers are

ultimately interested in.

With these caveats in mind, table 5.8 displays the results of the IV-regressions.
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The LATE estimates obtained from the instrumental variable regressions confirm the

main results. When interpreted causally, the results show that the subset of AC-12

migrants pulled in by historical networks had sizeable effects on both local authority

revenue sources and the spending mix. All estimated coefficients are between five and

eight times larger than those obtained in our preferred specifications of tables 5.4 and

5.5. We note that the difference in the magnitude of the obtained coefficients allows for

two possible interpretations: First, the treatment-on-the-treated effects obtained from

the difference-in-differences specification underestimate the effects AC-12 migration had

on local authority budgets and service provision. A second interpretation is that the

estimated LATE is identified based on a subset of migrants that differs significantly from

the average group characteristics of AC-12. For the reasons outlined above, we believe

that the second is more likely to hold true. We conclude that the estimates obtained in

tables 5.4 and 5.5 are likely to be closer to the true effect AC-12 had on local authority

service provision.6

5.6.4 Census data

Despite being relied on heavily in the UK-migration literature as a source of tracking

local authority level migration stocks over time in the UK [Bell et al., 2013, Sá, 2015,

Giuntella et al., 2018], the LFS/APS data we use as our primary data source has some

disadvantages regarding its ability to accurately capture migrants of specific countries of

origin on a granular geographical level [Cangiano, 2010]. The absolute number of AC-12

migrants or other migrant groups sampled in each local authority-year is sometimes too

low to rely on in our empirical analyses, leading us to discard observation points when

these counts fall below 10. In this section, we therefore confirm the main results using

2001 and 2011 Census data instead of the more volatile LFS/APS. Both censuses provide

data at the local authority level of residents by country or region of birth while the 2011

Census provides information on the time of arrival of 2011 residents in two- or three-year

brackets. As we do not have information within these year brackets, we calculate the

stock of migrants as the last year of each bracket: For example, a migrant reporting to

have entered a local authority district five to seven years ago in 2011 enters our stock

calculation for the year 2006. This way, we obtain stock data for AC-12 migrants in every

local authority district for the years 2000, 2003, 2006, 2009 and 2011. A disadvantage
6In theory, the relatively weak first stage F-test (F=5.93) may both lead to a bias of the estimated

coefficient towards OLS -in which case the true coefficients would be even larger than those obtained -
and an underestimation of the size of the standard errors around these point estimates Murray [2006].
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compared to our main AC-12 shock measure is that all results are estimated exploiting

year-on-year variation within local authorities only when stock data is available. The way

the stock of residents is reported in the Censuses further means that it does not count

migrants who arrived in England before 2011 and then left England before 2011 or who

died before 2011. The stock of migrants reported for every year is therefore a lower bound

estimate of the true migration inflow. The alternative shock measure is summarised in

table 5.9.

Variable Mean Std. Dev.
AC-12 migration shock (alternative) 0.013 0.017

N 2028

Table 5.9: Summary statistics

Table 5.10 then turns to the results using the alternative AC-12 migration shock

measure based on Census data.
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The results confirm the main results shown in tables 5.4 and 5.5. The estimated coef-

ficients on total service expenditure per capita (column 1), central government transfers

per capita (2), social care spending per capita (4) and education per capita (5) are by

a magnitude of 1.5 to three times larger than those estimated in the baseline specifica-

tion. All coefficients are slightly more precisely estimated. Due to the shortcomings of

the Census data discussed above, we do not overinterpret these differences in effect size;

however, the results show that imprecisely measured AC-12 migration stocks are unlikely

to be the drivers of the association between AC-12 migration and local authority spending

and revenue patterns.

5.7 Mechanisms

The results found in this paper document how a large migration shock translates into the

provision of different public goods. In aggregate terms, our results suggest that the AC-12

migration shock only marginally affected the overall supply of public services in both pre

and post-austerity years. On the revenue side, our results show a relative increase in

central government transfers and a relative decline in locally generated revenue in local

authorities affected by AC-12 migration inflows. We also observe important shifts in the

types of public goods local authorities provide following the migration shock brought about

by AC-12 migrants. Local authorities affected relatively more by migration inflows spent

relatively less on means-tested social care services and significantly more on education

services.

In this section, we investigate two important channels that might explain our observed

results. On the one hand, the change in local authorities’ populations stemming from AC-

12 migration could lead to changes in redistribution via a change in preferences towards

less redistribution or native flight lowering the tax base and local authority revenues. On

the other hand, these changes could also reflect a more mechanical response. Migrants’

have different socio-economic characteristics and different propensities to uptake services,

which could lead to changes in redistribution without reflecting any migration-specific

altruistic component. In this case, changes in redistribution from the rich to the poor do

not discriminate between native-born versus foreign-born poor and simply reflect changes

in the socio-economics characteristics of the population. Conditional on an institutional

response by local authority councils, changes in the allocation of spending would then

follow a mechanical response. We discuss both these channels separately in the following
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subsections. While we acknowledge that both channels are non-exhaustive and could be

at play simultaneously, we first discuss each of these channels and the hypotheses one can

derive from them before arguing, through a number of tests, that the demographic channel

better explains the observed changes in redistribution following AC-12 migration. For an

overview of all variables we analyse as mechanisms and their source, data availability and

construction, see table 5.11.

5.7.1 Migration and the altruism towards co-nationals: the pref-

erences channel

The shift in expenditure from social care services towards education and the decline in the

locally raised budget we identify could be interpreted as local authorities responding to a

change in local preferences towards less redistribution following the migration shock. The

link between migrant inflows and local preferences for redistribution could be a reflection

of people from different groups disagreeing on the optimal amount and composition of

local spending, or the dominant native group being less willing to redistribute towards

non-co-nationals. While one has to be careful with using vote shares as an indication

for an underlying preference for redistributing wealth or income in the population, we

showed in figure 5.1 that in England, it is clearly the Conservative party that has support

from voters less in favour of redistribution. We can thus test whether such a "demand"

for less redistribution effect could explain our results by measuring the impact of AC-12

migration on the composition of local Councils and test whether the Conservative less

pro-redistributive platform increased its seat share following a stronger migration wave.

In this context, it is also worth noting that all EU (and Commonwealth) migrants to

the UK have voting rights in local elections. Thus, an increase in the seats’ share of

Conservative Councillors, who represent the interest of voters with preferences for less

redistribution, could also reflect a change in the aggregates populations’ preferences if

migrants exerted their voting rights.

A second more indirect mechanism through which distaste for outsiders could lead

to less redistribution is a mechanism often referred to as "native flight" (see e.g. Cascio

and Lewis [2012]) or "voting by feet". In addition to a direct reduction in demand for

redistribution translating into changes in local spending, distaste for living near foreign-

ers can also affect redistribution via natives moving into different local authorities. Such

changes can indeed lead to a lowering of the tax base as the number of taxable properties

decline, leading to a deterioration of local authorities’ budgets and eventually a decline
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in local authority government spending. To analyse such second-order internal migration

in response to international inflows of migrants, we therefore report the impact of AC-12

migration on the number of taxable dwellings per capita (the tax base) as well as on the

Band-D council tax rate, a lump-sum tax due to be paid annually by the dwelling owner.

On average, this Band-D council tax stood at GBP 1278 over our observation period.

To test the native flight hypothesis, we create two measures of internal migration. First,

we draw on National Health Service (NHS) registration data. Getting basic access to

free public health care in the UK requires registration with a local general practitioner.

If individuals change their residence within the UK, they are required to provide their

new general practitioner with any previous registration. The data thus allows to calcu-

late both registrations and de-registrations for any given local authority and year. We

then subtract internal migration inflows from internal migration outflows to construct

a measure of net outflows of internal migrants at the local authority year level. Since

the measure does not allow us to distinguish internal migrants by country of birth, we

construct a second similar measure for UK native borns only, following [Giuntella et al.,

2018]. Between 2000 and 2013, the second quarter survey of the UK-LFS contained a

variable that asked respondents for their local authority of residence in the year prior to

the survey, as well as their current local authority of residence. We use this information

and calculate a "net internal native out-migration" variable for UK born individuals for

all local authority years. Unlike the measure based on administrative NHS registration

data, which is comprehensive, we normalise the UK-LFS data by the total number of

respondents in each local authority-year to account for fluctuations in the sample size of

the survey over time.
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5.7.2 Migration and changes to local authorities’ socio-economic

structure: the demographic channel

A second hypothesis that could explain the decline in local revenue and social care spend-

ing could simply be an institutional response to changes in impacted local authorities’

underlying demographics. In our setting, local authority demographics are likely to have

changed significantly in response to the distinct socio-economic characteristics of AC-12

migration inflows shown in table 5.1. These could have important implications for social

care expenditure, which is predominantly consumed by elderly segments of the popula-

tion. In 2004, the year of EU enlargement, the share of social care consumed by locals

aged 65 and above stood at 40.1%. The observed decline in spending on social care could

therefore simply reflect the per capita decline in demand for these services. We further

recall that English local authorities only have upward discretion over education spending

such that its relative increase could directly be linked to the rise in central government

transfers that are channeled through local authorities [Phillips, 2018]. To investigate this

institutional response, we begin by analysing changes in local demographics associated

with AC-12 inflows by constructing a measure for the population share of pupils and a

measure for the share of the population aged 65 and above to proxy demand for education

services and social care services brought about by demographics respectively. In a second

step, we then normalise changes in spending by these largest relevant consumer groups

for both total spending on education and social care instead of using the previous per

capita measure to test whether the observed changes were mechanical.

A second potential explanation for the uncovered association between AC-12 migration

inflows and changes in local authority spending and revenue is a second-order effects

brought about by an internal migration response to the new-arrivals: If, for example, the

availability of relatively cheap labour creates local economic opportunities, this could draw

in additional migrants from within the country. This, in essence, is the opposite of the

"native flight" mechanism and can therefore be tested using the same internal migration

measures as outcome variables as explained in subsection 5.7.3.7

7An additional mechanism we do not consider due to the lack of reliable data is migrants’ propensity
to demand local services, even once demographic differences are accounted for. For example, the "healthy
migrant effect" could decrease the demand for social care services [Abraido-Lanza et al., 1999]. While
data on social care referrals in England are available, these cannot systematically be divided into self-
referrals and referrals by doctors. This is problematic since doctors are likely to refer their patients to
social care services based on their understanding of availability of these services. A further issue with
data on referrals is that they do not indicate the type (and thus, cost) of services requested.
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5.7.3 The relative importance of the demographic channels: the

easing off of pressure on social care stemming from AC-12

migration

Table 5.12 reports the results testing the hypotheses we have brought forward to discuss

the relative relevance of the two main channels discussed above.
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We first turn to columns (1) to (4) to analyse the local demographic channel. AC-12

migration is strongly associated with an increase in the local population share of pupils

(p<0.01; column 1) and is similarly associated with a decline in the local population

aged 65 and above (p<0.01; column 2). The estimated coefficients indicate that a one

percentage point increase in the share of local AC-12 migrants relative to the 2001 AC-12

population share changes the share of pupils in the population and the share of individuals

aged above 65 by 0.15 percentage points and -0.26 percentage points respectively. Columns

(3) and (4) then show the spending on education and social care relative to their main

consumption groups. The coefficient estimated on education expenditure by pupil (3)

shows that the large increase in education expenditure per capita we documented in the

previous analyses is likely due to the change in underlying demographics associated with

AC-12 inflows. The estimated coefficient is still positive, but no longer differs from zero

at any conventional statistical level. In column 4, we show that the decline in social care

service spending per capita associated with AC-12 inflows disappears when spending is

calculated as a share of the main recipient group. In fact, increases in the local AC-12

migration share are associated with a large inrease in social care spending by population

aged 65 and above (p<0.01). The estimated coefficient shows that a one percentage point

increase in the AC-12 migrant shock measure leads to a GBP 56 increase in social care

spending by the population aged 65 and above.

We next turn to the local preferences for redistribution channel in column (5) and

(6) of table 5.12. The association of AC-12 migration inflows with the share of local

council seats held by Conservatives is negative and not significantly different from zero

(6). In fact, we find suggestive evidence that it is the share in Labour held seats that

increased following AC-12 migration inflows (p<0.1; column 5). Our data does not allow

us to disentangle whether the shift towards Labour votes were in parts caused by AC-

12 migrant voters themselves or if their presence causally affected the voting behaviour

of the local non-migrant population. However, our results allow us to conclude that, if

there was indeed a shift of native preferences towards the less-redistributive Conservative

party, this shift was smaller than any excess Labour votes cast by migrants themselves,

such that the aggregate local preferences showed no signs of a preference shift towards

less redistribution as a response to more heterogeneity. In appendix 5.E, table 5.18, we

find suggestive evidence that AC-12 did indeed increase UKIP votes by approximately the

same magnitude as Conservative seats decreased, although these results are only stable

when including controls.

Finally, columns (7) and (8) show the association of AC-12 migration with net total
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UK-internal migrant outflows and the net internal outflow of UK-borns respectively. Un-

like previous research by Sá [2015] and Giuntella et al. [2018], who analyse migrants as a

homogenous group, we find no evidence for a "native flight" following the inflow of AC-12

migrants into local authority areas. Instead, our estimates in fact suggest a decline in

the net outflow of both total and UK native-born internal migrants in response to AC-12

migration.

Taken together, we interpret these results as strongly suggestive of a greater role

played by the demographic channel. While the results on native flight and the increase

in the more pro-redistributive platform go against the preferences channel, the fact AC-

12 migrants were on average younger and more likely to be in employment suggests the

demographic channel played a significant role in explaining the reduction in social care

spending per capita. Furthermore, education spending per pupil remains stable and can

explain the rise in central government transfers per capita for this partially ring-fenced

expenditure item. While we cannot fully test this argument, it is also worth noting that

this increase in pupils per capita should not be fully attributed to a rise in pupils from

AC-12 countries only. As shown in table 5.1, AC-12 migrants were not particularly more

likely to have more children than other groups, such that the relative increase in pupils

may also reflect the second order effect a reduction in net outflows of potentially young

natives with children.

Table 5.13 then turns to a more detailed analysis of the effect of AC-12 migration on

local revenue sources by breaking up the local revenue measure into the council tax and

the tax base.
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(1) (2)
Council tax (Band-D) Taxable dwellings pc

AC-12 shock -395.33* -0.215***
(235.61) (0.050)

N 2028 2028
R2 0.949 0.789
Time FE Year Year
Model DiD DiD
Full set of controls Yes Yes
Sample LFS/APS LFS/APS
Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01
Notes: The Council tax (Band-D) is the baseline annual lump-sum Council tax
set by local authorities. Taxable dwellings is the number of Band-D equivalent
dwellings that are subject to paying Council tax. "pc" refers to per capita. The
AC-12 shock is defined as the difference in AC-12 population shares in a given local
authority-year and its 2001 baseline share as defined in equation 5.1 of section 5.4.1.
All regressions include local authority fixed effects. The full set of controls refers
to the share of EU-15 migrants, the share of non-EU migrants, the local authority
unemployment rate and the total local population. LFS/APS refers to the UK
Labour Force Survey and its boost samples in the Annual Population Survey. The
observation period is 2000 to 2015.

Table 5.13: Effect of AC-12 migration on local revenue sources

The results shown in table 5.13 suggest that, while it was indeed the case that the

housing stock did not keep up with the increasing number of migrants (column 2), AC-12

migration was also associated with a relative decrease in the local council tax (column 1,

p<0.1).

In light of the results on local voting patterns and internal migration responses to AC-

12 inflows shown in columns (5) to (8) of table 5.12, we do not interpret these effects as

reflecting the importance of the preferences channel. The provision of local housing units

naturally lags changes in the local population size, explaining the decline in the tax base

per capita as affected local authorities’ populations increased drastically. This decline in

the number of taxable dwellings relative to the local population did likely not require a

compensation by increasing the local council tax. This interpretation is corroborated by

the fact that the reduction in social care spending per capita was not conducted at the

expense, but rather at the benefit of the most vulnerable populations (column 4, table

5.12). Indeed, the most plausible interpretation of our findings is that the inflow of a

dynamic and young population eased pressure on local authorities who could now spend

relatively more on the social care of those aged 65 and above.

In summary, our analysis of mechanisms that explain the shifts in local authority ex-

penditure and revenue associated with AC-12 migration inflows leads us to three main

conclusions: First, the changes AC-12 migrants caused to local authority expenditure

and revenue patterns were in large parts due to the shifts these migrants caused to lo-
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cal demographics and the corresponding institutional responses that were triggered by

the resulting changes in local service demand. Second, AC-12 inflows were significantly

associated with a relative increase in internal migration. The increasing share of pupils

associated with AC-12 migration was likely linked to internal migrant inflows into the

same local authorities leading to increased education spending per capita. Finally, the

relative drop in demand for local social care services associated with AC-12 migrants did

not just result in a large inrease in social care spending by the population aged 65 and

above, but also allowed affected local authorities to keep their council tax rates relatively

low. Overall, our results suggest that the demographic channel was most relevant to ex-

plain the impact of AC-12 migration. Thus, they further strengthen previous research

findings of an overall net positive fiscal contribution migrants from 2004 EU accession

countries made to the UK government budget [Dustmann and Frattini, 2014].

5.8 Conclusion

In this study, we investigated the effect of the large and unexpected wave of Central and

Eastern European migrants starting in 2004 on local authority redistributive spending in

England. Our results suggest that AC-12 migrants indeed impacted on local authority

revenue sources and the local spending mix. We do not find evidence in favour of the hy-

pothesis that these large migration inflows impacted on local preferences for redistributing

income. We neither observe voting patterns in local elections that would indicate such a

shift in preferences, nor did local residents "vote with their feet" in response to migration

inflows. While our results clearly favour shifts in demographics as an explanation for the

observed changes in local authority revenue and spending, a limitation of our study is the

lack of survey data that could capture preferences for redistribution more precisely.

We interpret our results as a word of caution when relating them to the existing lit-

erature. A decrease in public spending can mean a lack of demand from newcomers due

to their distinct socio-economic characteristics, rather than the outcome of an increasing

local insider-outsider dynamic. Thus, our findings rather lend further support to Dust-

mann and Frattini [2014] who show that AC-12 migrants were positive net contributors

to the UK public purse.

It is worth reflecting on our results in light of the Brexit vote, where anti-immigrant

sentiment has played an important role [Meleady et al., 2017, Dennison and Geddes, 2018].

A possible interpretation of our results is that the national-level distaste for immigrants
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expressed in the Brexit vote was not driven by local level exposure to foreigners. This

explanation finds strong support in a recent study by Becker et al. [2017], who show that

local education, income and unemployment levels are strongly correlated with the local

Vote Leave share, whereas exposure to EU migrants has little explanatory power. Such

an interpretation would further corroborate the necessity to conduct studies relating the

presence of migrants to preferences for redistribution on the subnational rather than the

national level if the aim is to study direct exposure: On the national level, changes in

preferences for redistribution may capture an increased fear of foreigners in areas not

necessarily exposed to migration.

Finally, the interpretation of our findings with regards to the sustainability of social

care services in England requires a careful reflection. On the one hand, we show that the

distinct demographics of AC-12 migrants eased the pressure these means-tested services

face in England in the short-term. On the other hand, those migrants who arrived as part

of the post-accession waves are increasingly getting older and will likely demand social

care services in larger numbers in the future. Using migration as a tool to permanently

ease the pressure on local service provision would thus require a continuous inflow of

migrants. However, migration inflows from EU countries to the UK have slowed down in

response to recent political developments in the UK, with net migration flows from the

2004 Central and Eastern European countries turning negative in 2018 for the first time

[Sumption and Vargas-Silva, 2021]. These developments are likely to have repercussions

for local authority revenue and spending in the near future.

251



Appendix

5.A Main results with controls - full table

Table 5.14 shows the coefficients of the AC-12 shock as well as the coefficients of all our

control variables on our main outcomes of interest.
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5.B Local authority spending and funding

Table 5.15 is based on Sandford [2018, p.19] and provides a comprehensive overview of

how the different functions within two-tier authorities are split between the upper tier

(the county) and the lower tier (the district).
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Table 5.15: Overview of local authority services in England by government tier
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Table 5.16 provides an overview of social care services in English local authorities. 8

Notes: Own table based on Chartered Institute for Public Finances and Account data; [Jarrett, 2017] ; NHS9

Table 5.16: Overview of social care services in England

8Note that the thresholds for means testing changed over our observation period; however the general
setting remains the same

256



5.C Spatial distribution of other migrant groups

Figure 5.7 shows the change in the shares within the population of non-EU migrants and

EU-15 migrants between 2004, the year of enlargement, and 2015.

Figure 5.7: Changes in non-EU and EU-15 migrants by English local authority
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5.D 2001 Census variables for matching

Table 5.17 shows the full list of 2001 local authority characteristics drawn from the 2001

UK Census. The variables highlighted in grey were selected as best predictors for AC-12

inflows between 2004 and 2015.
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Variable Mean Std. Dev. N
Tax base 110.802 94.351 143
Council tax per capita required 304.85 446.339 143
Central government transfer per capita 839.677 1221.178 143
Share spent on social care 0.235 0.048 143
Share spent on education 0.525 0.066 143
Share spent on other items 0.24 0.068 143
Unemployment 0.059 0.025 143
Population 327418.182 257845.906 143
Household share - not deprived 0.413 0.061 143
Household share - deprived in one dimension 0.329 0.019 143
Household share - deprived in two dimensions 0.196 0.036 143
Household share - deprived in three dimensions 0.056 0.019 143
Household share - deprived in all dimensions 0.006 0.003 143
Household share - owns house 0.686 0.123 143
Household share - socially rented 0.196 0.093 143
Household share - socially rented from Council 0.137 0.08 143
Household share - privately rented 0.101 0.053 143
Share houses unoccupied in local authority 0.039 0.025 143
Share houses unoccupied - secondary houses 0.007 0.023 143
Share houses unoccupied - vacant 0.032 0.012 143
Share population in rural area 17.644 24.566 142
Share EU-15 born 0.015 0.015 143
Share AC-12 born 0.006 0.008 143
Share non-EU born 0.079 0.083 143
Share industry: Agriculture 0.011 0.012 143
Share industry: Fishing 0.001 0.001 143
Share industry: Mining 0.002 0.002 143
Share industry: Manufacturing 0.144 0.055 143
Share industry: Electricity 0.007 0.004 143
Share industry: Construction 0.065 0.016 143
Share industry: Whole Sale 0.167 0.025 143
Share industry: Hotels 0.05 0.024 143
Share industry: Transport 0.073 0.019 143
Share industry: Financial 0.051 0.029 143
Share industry: Real Estate 0.137 0.056 143
Share industry: Public sector 0.055 0.016 143
Share industry: Education 0.076 0.012 143
Share industry: Health 0.107 0.018 143
Share industry: Domestic work 0.001 0.001 143
Share aged 64+ 0.072 0.016 143

Table 5.17: Summary statistics matching variables
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5.E UKIP results

Table 5.18 shows the impact of our AC-12 shock measure on the electoral results of UKIP

in local elections that took place between 2000 and 2015.

(1) (2)
Vote share UKIP Vote share UKIP

AC-12 shock 0.78 0.37*
(0.23) (0.22)

N 878 774
R2 0.715 0.752
Time FE Year Year
Model DiD DiD
Full set of controls No Yes
Sample LFS/APS LFS/APS
Standard errors in parentheses
* p<0.10, ** p<0.05, *** p<0.01
Notes: Notes: Outcomes expressed in percentage points. The AC-12
shock is defined as the difference in AC-12 population shares in a given
local authority-year and its 2001 baseline share as defined in equation
5.1 of section 5.4.1. All regressions include local authority fixed effects.
The full set of controls refers to the share of EU-15 migrants, the share of
non-EU migrants, the local authority unemployment rate and the total
local population. LFS/APS refers to the UK Labour Force Survey and its
boost samples in the Annual Population Survey. The observation period
is 2000 to 2015.

Table 5.18: Effect of AC-12 migration on UKIP vote shares
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