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Abstract

Electricity networks are critical national infrastructure throughout the world, delivering vital

energy services and supporting interdependent assets such as transport and hospitals. The

network corridors are inspected and refurnished regularly to remain useful. Due to the

high number of components and the geographical spread of electricity networks, operating

costs can be very high. Inspection parameters include vegetation encroachment, sagging

lines, tower paintwork defects and numerous components on the towers. There are over

fifty inspection parameters that are critical along a network segment. The state-of-the-art

inspection process involves aerial surveys. Images are acquired and analysed manually,

which adds to the high cost of aerial surveys. In addition to being costly, this process can

suffer from inter-observer and intra-observer variability.

The condition-based risk management model is a popular network asset management

model within the industry. The model allows for individual components rating and then

enables a collective economic impact analysis for the medium and long term. The assessment

model has two main stages that inform if a tower requires intervention. An aim of the routine

analysis stage is to rate towers, select "at-risk" candidates for detailed investigation and

refurbishment. The effectiveness of the assessment model would depend on how quick and

accurate the routine assessment is able to highlight areas of need considering the limited

resources during the inspection window.

This thesis focuses on automating tasks within the routine analysis stage involving image

analysis. Specifically, this thesis identified towers that are at-risk of different failure modes
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using deep learning. The first step in the proposed pipeline involves the identification of tower

types as suspension and tension. We found that towers could be categorised automatically

by focusing on the configurations at tower cross-arms. In addition to tower type detection,

identifying images of cross-arm, body and foot would serve as precursor for effective

extraction of specific inspection parameters. Components such as anti-climbing devices

are found around tower body and not higher up the cross-arm or peak of the tower. Hence,

classifying tower images to reflect the region of interest would provide a filter for object

detection.

Tower conditions are often associated with the failure modes of components instances

they support. This thesis demonstrated an automated detection of insulators and U-bolts as

exemplar inspection parameters. Our method classified at-risk towers based on the detected

instances but without explicitly labelling the instances. Instead, learning was supervised

using only the condition labels of towers in their entirety. This enables us to use a real-world

industry dataset without the requirement of fine-grained data annotation of thousands of

individual components. While existing studies classified component instances on a tower,

we classified the tower as a whole and show that tower labels are adequate for the task.

Automated detection and analysis of U-bolts have not been previously reported.

Furthermore, the thesis presents the identification of paintwork deterioration for image-

based tower management. We argue that the classification of tower parts may be costly. While

identifying towers with immediate need for intervention, our approach to tower paintwork

classification could be used as an early warning system for assets approaching end-of-life.

The utility of each sub-system has been demonstrated using a real-world industry dataset

of over 7k towers and 300k images that are representative of asset failure modes and inspection

scenarios.
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Chapter 1

Introduction

1.1 Research Motivation

The generation, transmission and distribution of electricity are critical energy services

throughout the globe and underpin other vital services such as telecommunications, water

services, transport, and education. These services require substantial investment in physical

assets including overhead line (OHL) networks. Most power generating plants are located far

from load stations. Networks between generation and load points are known as transmission

lines. Transmission lines are usually high voltage lines. The high voltage is stepped down

and made available to end-users through a network of distribution lines. To ensure continuity

of services that depend on electrical power, distribution network operators inspect the assets

regularly for failures or conditions leading to faults. There are several reasons for inspecting

overhead line assets and these include safety and economic reasons.

The economic and societal implications of interrupting electrical supply have been

demonstrated throughout the world [32]. Specific accounts relating to failure of electrical

networks include blackouts in North America [4] and Europe [106]. Schmidthaler and Reichl

[106] assessed the impact of blackouts in Italy and estimated the damage to society in excess

of 1.15 billion Euros. The root causes of such power failures are diverse: loss of energy
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generation, switching failures, IT failure as well as failures on overhead line network assets.

OHL network failure has been attributed to disastrous environmental events such as the

California fires that destroyed over 150,000 acres and killed 85 people [94].

Distributed generation is increasing within electrical networks, and this creates more

complex bidirectional energy flows for a system that was originally designed to provide a one-

way centralised energy service [76, 116]. To support the continuity of reliable, affordable,

and increasingly more sustainable electrical energy, network reinforcement may be required,

and this represents a significant cost to network operators and consumers. For example,

modernisation of the electrical networks in the United States is expected to incur a $2 trillion

cost by 2030, which excludes generation asset investment [16]. To support the deferment

of network investment, and to ensure continuity of reliable service within a modernised

electrical network, asset management has a strategic role [75]. Miguelañez-Martin and Flynn

[75] highlighted the transition from time-based maintenance (TBM) to condition-based

maintenance (CBM) within the energy sector. Whereas TBM is a preventive maintenance

determined by failure time analysis, CBM recommends maintenance from actual condition

monitoring information [1]. A set of equipment may have the same useful life but fail at

separate times because of the different environmental factors and usage. Eyre-Walker et al.

[20] described an example of CBM operated by DNOs in the UK as key components of

inspection and refurbishment of OHL assets.

Electrical networks have benefited significantly from the roll out of advanced monitoring

technologies providing better knowledge of the electrical network [43, 72, 97]. The improved

monitoring of electrical networks has created challenges and opportunities with respect to big

data analytics [92]. The difficulties in managing the operational requirements and of dealing

with the vast amount of data, have resulted in significant research into Artificial Intelligence

(AI) to support automated decision making, control, and operational decision support for

network operators [5, 15, 77].
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To improve the quality of inspection and reduce costs and risks of failure, current efforts

focus on remote sensing techniques such as optical satellite images, optical aerial images,

and airborne laser scanners [73]. To carry out fine-grained inspection works, the focus

reverts to low altitude imagery. The use of helicopters for low altitude sensing of electricity

network assets is commonplace in the industry. Recently, there is an increasing usage

of drone technology for short-term, single mission focus but increased resolution image

capture [23]. A drone can be flown close to an asset and take high-resolution images from

different views. Other alternatives to drones in terms of flexibility and cost are climbing

robots [128]. Although there are proposals for the deployment of such alternatives for OHL

asset inspection, they are yet to be adopted as business-as-usual capabilities. The deployment

of drones, does represent an operational expense and risk [86, 108, 129, 137]. Therefore,

there is a need to optimise the value of the captured images from these systems to inform

predictive asset management operations. Irrespective of whether information is captured via

helicopter or drone, the acquired aerial images are manually analysed by experts for faults

or precursor signatures of faults. Manual analysis of towers from aerial images is a highly

labour-intensive and subjective process that is error prone and expensive [20].

1.2 Overhead Line Assets Inspection Methodology

An aim of OHL assets inspection is to ascertain the current operational status or health index.

The inspection procedure entails rating the condition of individual towers, which combines

with previous knowledge to determine the health index of a line segment. The health index

determines the network segment that must be scheduled for further detailed assessment or

refurbishment during a maintenance window. DNOs analyse aerial images to determine

tower ratings. As described in [20], the process includes routine assessment, which is where

the bulk of the data are generated. It consists of two steps:
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1. Data collection. Routine assessment of the assets is carried out from helicopters

with two experts on-board (to take digital photographs and to observe and highlight

(annotate) asset conditions).

2. Data analysis. The data collected comprising of aerial images and initial condition

ratings are further analysed (off-line analysis) for purposes of making intervention

decisions.

The condition ratings of each asset determined both during the survey and by further

analysis become inputs for estimating the proximity to end-of-life and the consequences

of failure of the asset. The use of human experts for both data collection and analysis are

challenging, and results are subjective. The need arises for automating tasks along this

pipeline for faster, cheaper, and more reproducible results.

1.3 Overview of Proposed Inspection Pipeline

This thesis focuses on automating the image analysis step for tower condition assessment.

Corrosion is a major threat to metal structures leading to the wearing of components. Tower

components such as insulators and U-bolts are prone to rust. As shown in Fig. 1.1 and

Fig. 1.2, these components can be detected on two types of towers (suspension or tension).

During an inspection process, detection of tower types facilitates component detection. The

determination of tower types is a precursor for extracting components. To classify towers

based on the components they support involves the extraction of assets on towers. The

analysis of extracted components leads to the determination of tower conditions. Specifically,

we aim to classify towers as healthy or unhealthy based on a collection of the assets they

support. This is achieved using a combination of deep learning methods (Figure 1.3). The

first stage in our pipeline involves object instance detection. This subsystem is responsible

for identifying sub-image regions of insulators and U-bolts from aerial images. The second



1.3 Overview of Proposed Inspection Pipeline | 5

(a) Suspension tower (b) Tension tower

Fig. 1.1 Bounding boxes showing insulator regions on towers.

(a) Insulator U-bolt (b) Earth wire U-bolt

Fig. 1.2 Bounding boxes showing U-bolt regions on towers.

stage involves tower condition classification. Multiple instances of the extracted objects

from multiple images of a tower are analysed. We also automate the classification of tower

paintwork failure modes.

Our methods are developed and validated using real-world electricity network inspection

data set comprising of visual images that are representative of the diverse component types

and failure modes encountered in real-world inspection scenarios.
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Fig. 1.3 Overview of inspection pipeline for overhead line towers with two stages: (1)
Instance detection to identify the regions of interest, (2) Tower condition classification to rate
towers based on the detected instances.

We explored two methods for the classification of tower conditions namely instance

classification and multiple instance learning (MIL). In the instance classification technique,

all detected object instances on a tower are classified and a tower label is determined by

aggregating instance class predictions. The MIL-based technique classifies sub-bags of

instances and aggregates sub-bag class predictions to determine tower labels.

1.4 Research Contributions

The main contributions of the thesis are:

1. Detection of four insulator types simultaneously, i.e., porcelain, ceramic, glass, and

composite.

2. Detection of U-bolts from aerial images. This thesis includes the first published study

on automated detection of U-bolts from aerial images [82].
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3. Classification of towers’ configurations as suspension or tension, which is a precursor

for the detection of assets on a tower [81].

4. Introduction of tower condition classification. While existing studies try to classify

every instance of detected components on a tower, this thesis classified towers. Our

approach achieved tower classification without explicitly labelling instances of insula-

tors or U-bolts. It demonstrates that tower level labels are adequate for the task thereby

reducing the requirement of data annotation [82].

5. Classification of tower paintwork directly from whole tower images instead of estimat-

ing the defect on different parts.

6. Evaluation of the proposed assessment pipeline using a real-world inspection dataset,

which is representative of the diverse component types, scenes, and views.

Minor contributions include:

• Comparative evaluation of Mask R-CNN and RetinaNet for electricity network assets

identification. To the best of our knowledge, these models have not been previously

comparatively analysed for this application.

• Application of multiple instance learning for the analysis of electrical OHL assets.

The focus of this thesis is not the development of new deep learning methods, per se.

Rather, it is interested in the development of novel techniques, combining existing methods

to solve difficult inspection applications.

1.5 Structure of Thesis

The rest of the thesis is structured as follows.



8 | Introduction

• Chapter 2: Literature review. This Chapter reviews the current state-of-the-art on

electricity overhead line tower assessment from aerial images. The focus of the

chapter includes a review of methods and the potential of deep learning for automated

assessment of towers.

• Chapter 3 describes the real-world data set used in this thesis. It also describes some

design considerations including annotations of instances for developing detectors and

preprocessing of the image data.

• Chapter 4: Classification of Tower Configurations. This chapter reports the results of

tower classification as suspension or tension. It uses majority voting as an aggregation

function for multiple images of each tower.

• Chapter 5: Detection of Insulators and U-bolts on Electricity Tower Images. This

chapter reports on automated extraction of assets from tower images. It investigated

the effect of occlusion and size of objects on the detection of insulators from aerial

images. It reports on the importance of multi-tasking for object detection.

• Chapter 6: Tower Condition Classification. This chapter describes the various methods

considered for this task including instance and multiple instance learning. It investi-

gated multiple instance learning when training with resource constraints. The methods

in Chapters 5 & 6 were evaluated using real-world inspection data. Insulators and

U-bolts are considered as exemplars of tower condition parameters.

• Chapter 7: Classification of Tower Paintwork Failure. This chapter reports automated

assessment of electricity overhead towers to determine the status of their paintwork.

Specifically, high-risk towers are classified against the rest of the towers that are within

normal operating conditions.
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• Chapter 8: Automated Tower Assessment System. The different components of the

proposed routing assessment pipeline are combined into a system. This represents a

use case scenario and shows the possible input and output requirements.

• Chapter 9: Conclusions. This chapter presents a summary of the main findings of this

thesis, describes the limitations of the experiments, and proposes future directions of

research in this area.





Chapter 2

Literature Review

2.1 Introduction

Electrical overhead lines comprise of components that are connected in a special way to de-

liver energy to point of use. These assets are integral to the profitable delivery of the services

that businesses depend upon [14]. The tangible assets on a distribution network include trans-

formers, high voltage towers and the components they support such as conductors, insulators,

and U-bolts. Various environmental factors such as tree encroachment and bush fire along

power lines need to be monitored to avoid power cuts. The California fires in 2019 caused

a wildfire in Northern California that destroyed over 150k acres and killed 85 people [94].

The incident in Texas was caused by extreme weather events, disrupting renewable energy

generation, and leading to overload of the distribution network [52]. Several other cases of

blackouts have been traced to these events and the economic and societal implications are

enormous. Other accounts relating to failure of electrical networks include the blackouts in

North America [4]. Schmidthaler and Reichl [106] assessed the impact of power failure in

Italy and estimated the damage to society to the tune of 1.15 billion Euros. The root causes

of such power failures are diverse. The degradation of network assets has also been linked

to disastrous environmental events such as the fire incident in California [94]. Component
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failures and human errors were reported to be responsible for a third of blackouts world-wide

between 2011 and 2019 [32].

As a result of the multifaceted implications of blackouts, operators in this industry

are required by law to inspect their networks. In the UK for example, section 24 of the

Electricity Supply Regulation 1988 requires distribution network operators (DNOs) to take

practical power line inspection steps to avoid unplanned outages [49]. Therefore, regulators

of the energy industry have a well-developed set of standards for assessing network assets.

Network operating costs for distribution network operators in the UK amount to over £6.31

billion between 2018 - 2022, covering faults, tree cutting, inspection and maintenance

programmes [83].

Inspection of OHL assets is a challenging and costly process. Inspection service is

expected to go on without interrupting critical services. As such, OHL surveys are scheduled

to minimise down-time. The use of men on patrol for monitoring OHL corridor and tower

components is now out of fashion because of the high risk involved. Men on patrol are

inefficient considering the coverage of the network and in terms of response time. The current

state-of- the-art for OHL inspection deploy from aerial platforms using visual and lidar

systems. Non-intrusive surveys of electrical assets are safe and economical and platforms

for delivering aerial photography are well developed. Helicopter survey is the current

industry standard for aerial inspection but more recently, unmanned aerial vehicles (UAV)

are becoming popular. UAVs can provide images with increased resolution [23], which are

better for automated image analysis. In addition, they are safer and easily maneuverable

compared to helicopters.

2.2 Overview of Existing Methods

Current OHL assets inspection deploys aerial sensors (visual or lidar) to obtain non-intrusive

survey that is both safer and more efficient than manual assessment. However, the acquired
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images are manually inspected, a process that is highly labour intensive and prone to sub-

jective human interpretation. To improve on the current pipeline, research into automating

tower image analysis is encouraged. Methods commonly reported for analysing OHL assets

images are predominantly domiciled within the computer vision and deep learning (DL) with

dominance of DL-based solutions.

Deep learning is a subset of artificial neural networks and provides promising approaches

for automated decision support systems. Convolutional neural networks (CNN) are important

for learning representations from images. CNNs have been used for detection, classification,

and segmentation tasks with high success in many domains. Depending on the complexity

of task, CNNs can be scaled to extract better features by increasing their depth and width.

Deep networks are useful and robust for some tasks, but there are some challenges in training

these models. They typically require at least thousands of correctly labelled data points,

depending on task, to achieve good results. There are different approaches to learning

and these can be classified under two broad types, namely supervised and unsupervised.

Fully supervised learning requires a label for every data point which can be costly to obtain.

Semi-supervised settings enable the use of labelled datasets in combination with, typically

much larger, unlabelled datasets. In a supervised learning scenario, the process of re-using

and adapting a network with previously learned features is known as transfer learning. The

scarcity of correctly labelled data necessitates alternative training pipelines in what is known

as weakly supervised learning [118]. One form of weakly supervised learning is multiple

instance learning (MIL) in which each data sample is presented as a bag of different instances.

The successes of DL networks have resulted in state-of-the-art applications e.g., medical

image analysis [10]. Recently, EfficientNet, a method for analytically determining the depth,

width, and resolution of convolutional neural networks (CNN) for optimised performance was

introduced [114]. EfficientNet achieved state-of-the-art results on ImageNet classification

challenge. There are many deep networks used for image classification tasks and have
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been used as backbones to extract rich features from images. ResNets are CNNs for image

classification with micro networks within the network. The micro networks are called residual

modules and connecting multiple residual modules facilitates the training of deeper CNNs.

Each residual module has two branches: a stack of convolutional block and the residual

link (input). Kaiming et al. [53] used bottle-neck structure building blocks. Each residual

module is a system of Convolution-Batch-Normalisation-Activation layers. Activation before

convolution within residual modules was found to improve classification accuracy in later

versions of ResNets [36].

Object detection involves the localisation and classification of sub-image regions. Gir-

shick et al. [27] introduced a region-based object detection network (R-CNN), which com-

bines CNNs for localisation and classification. A series of region-based detectors evolved

from the original model including Fast R-CNN [26] and later, Faster R-CNN [96]. The later

method found that sharing features between the ResNet backbone and the detection arm of

the network improved the speed and achieved 5 frames per second [96]. Mask R-CNN [35]

is an improvement on Faster R-CNN, which in addition to detection, provides instance

segmentation. Two-stage networks achieve good detections but at high computational costs

compared to one-stage detectors.

RetinaNet is a good example of one-stage model designed to bridge the gap between one-

stage and two-stage networks by eliminating the bottleneck posed by background-foreground

class imbalance [59]. It was based on ResNet architecture and feature pyramid backbone.

Other examples of detection using a single deep neural network include the single-shot

multi-box object detector (SSD) [64] and "You Only Look Once" (YOLO) [95]. The original

SSD used a VGG-16 [112] as backbone. There are several versions of YOLO up to the fourth

generation, with successive model improving on its predecessor.

The effectiveness of the detection networks listed above have been tested on a standard

public data set considering speed and accuracy [59]. While two-stage networks have better
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precision, one-stage models are faster. RetinaNet has been limited to the detection of pins

from overhead tower images [121].

2.3 Sensing Platforms

Several techniques have been tested for surveying the power line corridor. These include

the use of satellite, deployment from low altitude aircraft like helicopters and more recently,

unmanned aerial vehicles (UAV). These platforms are usually equipped with sensors such as

radar, thermal sensors, LiDAR, and visual devices [73]. Currently, low altitude aircraft such

as helicopters mounted with visual sensors (digital cameras) are used. Towers are scheduled

for inspection and flights are carried out with pilot and crew. During each flight, a crew of

specialists in the field (engineers) come aboard for online assessment of assets. Images are

collected and condition ratings were recorded during flight. Secondary off-line assessments

are carried out for selected network routes. The process of data collection from helicopter is

labour intensive and costly. An alternative inspection platform based on unmanned aerial

vehicles (UAVs) is becoming popular. UAVs have special features, which make them suitable

for aerial surveys. A helicopter is bigger, has people on-board and weighs more than a UAV.

In contrast, UAVs are remotely flown and are flexible to manoeuvre for data collection [37].

UAVs are low-cost equipment compared to helicopters and other platforms [8]. Additionally,

UAVs can be deployed very close to the asset without endangering the system or the network

[58] and can capture data good enough for component level inspection.

We could not access UAV-based inspection data for our experiments. In this thesis, we

report a real-world inspection data set collected from helicopters. This data set is the closest

we could find at the start of the research. The images provided will provide information

regarding the characteristics of aerial images of electrical networks and most importantly,

how the various image attributes affect the assessment and management of OHL assets.

Although UAVs are gaining popularity in the research community, for surveying power line
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corridors, it is yet to be accepted as business as usual by the industry due to issues of flight

safety and data protection. The public perceives UAV as infringing on privacy because they

are remotely operated and can collect business as well as personal information, sometimes

without notice.

The safety of flight along a power line corridor is key to a successful inspection be it from

manned or unmanned aerial platforms. There is a high possibility of accidents due to system,

human or environmental factors. Environmental factors that affect the navigation of aerial

platforms include gust wind and poor illumination. Liu et al. [62] proposed the creation of a

no-fly zone along the distribution network corridor using GPS coordinates of the towers to

solve the problem of gust wind. Due to the lightweight of UAVs, they could easily go adrift

by wind and collide with power lines.

Researchers have proposed several tracking methods for safe navigation of the networks.

Sa et al. [101] investigated vertical take-off and landing for the inspection of pole-like

structures. They combined monocular, inertia, and sonar data to help with navigating the

aircraft. Kalman filter has been employed by several authors to detect and follow applications.

For example, [101] employed the extended Kalman filter to maintain a safe distance from

a pole structure even in the presence of environmental disturbances. Golightly and Jones

[28] also combined Hough transform and Kalman filters to guide a rotor-craft along detected

power lines. Jones et al. [50] used an air vehicle simulator (AVS) to demonstrate that visual

data can be used to determine and regulate vehicle position relative to the overhead lines.

Cerón et al. [11] developed a system to detect and follow power lines from images. It is

evident from these studies that visual data can provide enough information for flight path

planning, which is an important step in the automation of power line inspection. Authors in

[132, 135, 136] have proposed different techniques for estimating the position of the assets

and landmarks in relation to the UAV.
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2.4 Overhead Line Assets and Failure Modes

Electrical overhead line networks comprise assets for transmission and distribution of energy

including towers and tower fittings. Fig. 2.1 shows a tower and several fittings like insulators

and cables. Electricity networks span communities, cities, and vegetation. While surveying

the lines, other components are sensed. The detection of obstacles like vegetation and

buildings along the power line is a useful aspect of automated assets inspection. The power

line is usually a corridor, which ideally should be free of obstacles like trees. However, the

line cannot be completely free from encroachment.

Tree cutting takes a huge chunk of the investments on OHL network maintenance.

Automatic measurement of vegetation in breach of the power line corridors from visual

images has been reported [51, 98]. There are other events on towers and lines that facilitate

the degradation of network components and should be detected. For example, Towers are

inspected for activities of birds such as bird nests and accumulation of droppings [13, 34, 93].

Bird droppings on insulators cause flashovers and power cuts. Zhai et al. [131] investigated

icing accumulation and employed Canny, Sobel, and Adaptive Weighted Sobel techniques.

They show that Adaptive Weighted Sobel performed better than the other edge detectors.

Due to the danger of prolonged icing on electrical towers, several authors have investigated

this event [30, 31, 55, 40, 41]. Early identification of these natural events is important as that

could facilitate quick intervention programs and avoid network failure.

2.4.1 Detection of towers

The detection of tower is perhaps the first task for aerial surveys of OHL networks. Most

of the components inspected are on the tower. The tower supports cables or lines and

other components like insulators and U-bolts. A number of researchers have investigated

electrical pylons from images [19, 102]. Dutta et al. [19] used gradient and cluster density-

based segmentation to minimise the clutter arising from heterogeneous background before
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detecting pylons and found that the method could detect pylons with the absence of false

positives. Detection of tower lattice is a useful step for the identification of their condition

parameters. There are different pylon designs and automatically categorising these may lead

to quick assessment of the components they support. Sampedro et al. [102] proposed an

automated pipeline to detect tower structures in images and classify them using multi-layer

perceptron. Histogram of oriented gradients (HOG) features were used to discriminate

between foreground and background in a sliding window fashion to suggest candidate tower

regions. The selected candidate was classified as one of four tower structures. In addition

to tower detection, it will be useful to identify their functions on a network segment, e.g., a

tower can be used as either suspension or tension.

2.4.2 Detection of Insulators

The condition ratings of towers on a line segment are usually determined by the aggregate

status of the components they support. Therefore, there is a need for fine-grained detection of

assets like insulators from towers. According to a recent review [65], insulators and insulator

failure modes are the most studied of OHL assets. Insulators can be described as devices

used in fitting a cable to the tower as shown in green boxes of Fig. 2.1. Insulators have been

detected in literature [46, 66, 80, 130]. Jabid and Ahsan [46] proposed encoding insulator

features using rotation invariant local directional pattern. These features were then learned

by an SVM to classify regions of the insulator. There are 2 categories of faults assessed on

insulators such as their electrical and mechanical failures. Insulator electrical failure modes

are faults that reduce or undermine the electrical properties of the device and could lead to

energy drain. Examples of insulator electrical failure modes are crack or chip insulator sheds

and sometimes completely missing sheds. Cracks and chips on sheds are typically found on

porcelain insulator types. Glass insulators would shatter. Insulator mechanical rust has to do



2.4 Overhead Line Assets and Failure Modes | 19

with rust or corrosion on the insulator string. Insulator mechanical rust could be local around

the cap region or the pin and in some cases affecting the entire device.

While there is a handful of reports handling insulator electrical type of failures [21, 24,

42, 61, 78, 111, 115, 123, 125], insulator mechanical failure is not as popular. Jalil et al. [47]

reported the detection of insulator instances as either rusty or normal. It is useful to classify

every instance of the multiple insulators on each tower. However, it may be too costly to

label every insulator instance, which may be the reason the industry handles failure modes

differently. Instead of detecting and classifying individual instances, the industry rates a

tower, albeit manually.

Computer vision traditionally relies heavily on feature extraction (e.g., shape and colour)

of assets and present fast processing. Specifically, insulators were detected in [80, 130]

using their shape attributes. Potnuru and Bhima [90], Zhang and Yang [133], Fang et al.

[21], Xin et al. [123] explored colour space transformation for insulator detection. To

enhance performance, [39] explored the fusion of features such as gray level, colour name,

and histogram of oriented gradients (HOG) features for insulator detection. Insulators come

in different shapes and colours. Shape and colour may not be sufficient in situations where the

object has poor contrast with the background, i.e., glass insulators. Yu et al. [127] highlighted

the difficulty of segmenting glass insulators in low contrast images and combined texture

and shape features for the task. Thus, texture, shape, and colour are important features for

detecting the insulators in images. An instrument based on such hand-crafted features may

be difficult to generalise because insulators are so diverse [61]. Therefore, a model that can

learn these features automatically would be preferred.

Deep learning bypasses the requirement to manually define discriminating features.

Within the OHL assets image analysis, several convolutional neural networks (CNN) have

been reported. CNNs used for object detection can be categorised into one-stage and two-

stage networks. A two-stage network incorporates two CNNs: the first for region proposal



20 | Literature Review

and the second to localise and classify the object of interest. Examples of two-stage detectors

are Faster R-CNN [96] and Mask R-CNN [35]. Both networks have achieved a state-of-the-

art results in object detection [24, 58, 61]. On the other hand, a one-stage detector achieves

object detection using a single network.

Gao et al. [24] used a two-stage model for the extraction and analysis of insulators. The

first component is the region proposal network and employed a VGG16-based network to

suggest regions in the image with insulator instances. Faster R-CNN was also applied in

[24, 61] for the detection of faulty insulator caps. While [61] explored glass insulators, [24]

worked on porcelain and composite types. Global detection and local segmentation of glass

and ceramic insulators were presented in [56] and they employed online hard example mining

to deal with class imbalance between foreground and background. The mined examples were

then forward propagated through a Faster R-CNN for insulator detection and a U-net for

segmentation. A system for the detection of insulators was proposed by [103] in which a fully

convolutional network (CNN) derived from a modified U-net was employed. The network

was trained within a generative adversarial network framework with some transfer learning.

Li et al. [56], Sampedro et al. [103] detect insulators and highlighted missing sub-insulator

regions. This requires annotating each insulator sub-region and is costly considering the vast

number of components on an OHL network.

Nguyen et al. [79] highlighted speed as a major consideration for using one-stage net-

works. Examples of one-stage models are Single-shot multi-box object detection, SSD [64],

YOLO [95] and RetinaNet [59]. These models have been cited in the literature for OHL assets

detection [12, 74, 79, 84, 121]. The method in [74] included fine-tuning an SSD-COCO

model with some aerial images, which they called basic data and comprising of different in-

sulators and backgrounds to derive a basic insulator model. The model was further fine-tuned

using a more specific data set of porcelain and composite insulators and considering scenes

with vegetation, roof-tops, etc. Another one-stage network named YOLO was employed in
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[12, 84] in which insulators have been detected. In [33], a ResNet was applied to extract

features of insulators for a YOLO and use different input scales. Chen et al. [12] enhanced

blurred images using Super-Resolution Convolutional Neural Network (SRCNN). While

[24, 74] detected porcelain and composite insulators, [61] was interested in glass insulator

type. However, [84] noted that a tower could be supported with a combination of insulator

strings. It would be more efficient to detect the different insulator types simultaneously.

The results of the reviewed papers and specifically [56, 103] are compelling in terms

of performance and they are related to the current study on insulator detection. However,

instead of instance-level condition assessment, an alternative approach is to classify the tower

as a whole. Automatic tower classification is a step further as it does not require exhaustive

annotation of individual components.

2.4.3 Detection of U-bolts

The detection of U-bolts is required since insulator U-bolts bear the load of the circuit cable

they support. This component may not have been painted and would rust at the link point

and then fail. This critical tower condition parameter has not been reported in the literature.

In addition to component detection, this thesis will focus on the automatic classification of

towers based on the detected fitting such as insulators or U-bolts.

2.4.4 Detection of lines (Conductor)

The conductor has been investigated by many researchers like [57, 109, 117, 124]. Yang

et al. [124] converted video frames into binary images using adaptive thresholding and

detected line candidates in the binary images by Hough Transforms. This was followed by

clustering using Fuzzy C-means (FCM) algorithm to discriminate between the power lines

and other line candidates. The technique showed successful discrimination of power lines

from patterns like roads, the edge of a river, and vegetation. A similar study in [57] used
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Pulse Coupled Neural Network (PCNN) filter to remove background noise from images

before Hough transform was employed to detect straight lines. Thereafter, knowledge-based

line clustering was applied to refine the detection results. The experiment showed that

applying knowledge to Hough line detection significantly improved detection from UAV-

based image data. Bhujade et al. [7], Sharma et al. [109] suppressed the natural surroundings

(region of sky and vegetation) and used morphological erosion operations that suppressed

patches in the thresholded binary image. This was followed by Hough transform. In [117],

power lines were extracted based on directional constraints using double-side filter. The

improved Hough transform with parallel constraint was used for power line recognition. The

results show significant improvement in power line recognition because of the addition of

direction & parallel constraints. Zhu et al. [139] presented a double-side filter-based power

line recognition method for UAV vision system. Their method was based on linear object

enhancement and parallel lines constraint just as in [117], and radon transform was used to

find the parallel lines that characterised power lines.

Still, visual images have been used in many studies for the investigation of power line

detection. However, [67] presented a real-time power line extraction from video signal.

Others like [45, 105] have shown the extraction of power lines from 3D LiDAR scanning.

Ippolito et al. [45] utilised a voxel-based method with a series of classifiers to identify and

reconstruct power lines. A mini-UAV mounted with LiDAR (AOEagle) was proposed in

[105] for sensing the power line corridor, for the detection of poles, transmission lines, span,

and sag. Most of the reviewed studies on the detection of cables focused on detecting the

conductor span. Fangzheng Zhang et al. [22] found abnormalities/defects such as broken

cable strands in images of transmission lines. They achieved this by first eliminating the

effect of fog and using histogram specification to detect the lines.
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Fig. 2.1 Tower at high risk of paintwork deterioration.

2.4.5 Tower paintwork degradation

Electrical overhead line towers are built from different materials, e.g., wooden and metal

towers. While wooden poles rot, especially at the foundation (footing), metallic towers cor-

rode (Figure 2.1). Early detection of these conditions is an important inspection requirement.

The prevention of corrosion using paint coatings is a common practice in many applications

including bridges, marine vessels, pipelines, and electricity towers. Automatic visual inspec-

tion has become a popular alternative to the manual estimation of paintwork defects across

different domains.

Computer vision and machine learning techniques have been applied for the automation

of image analysis of electricity towers [19, 71, 81, 82, 102, 130]. A method for estimating

corrosion from outdoor telescopic images of electric towers was presented by [119] and used a

support vector machine with radial basis functions. Synthetic images were added to originally
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acquired data to augment for training. Colour information is useful for detecting paintwork

defects on metal surfaces in different applications [3, 6, 38, 89, 104]. A detailed comparison

of the effect of colour transformation on image classification has been reported [29]. While

Hue Saturation Value (HSV) colour space performed better than RGB in [119], LAB was

better for CIFAR-10 dataset [29]. This means there is no one colour fits all for image analysis.

A colour space suitable for a particular task would need to be carefully determined in advance.

In this paper, we experiment with RGB colour space and compute RGB mean subtraction as

a normalisation technique. This technique helps to reduce the effects of lighting variations

during image classification [100].

Machine learning is popular for the detection of paintwork defects in several domains.

Specifically, it can provide a quick assessment of tower paintwork conditions. A support

vector machine was applied for corrosion in pipes [38] and a simple perceptron for corrosion

on vessel hull [85]. Both methods were based on features extraction (i.e., colour and

texture). Convolutional neural networks (CNNs) are well established for object detection,

segmentation, and image classification. CNNs have been used for paintwork classification [2,

6, 17, 63, 89]. CNNs often perform better than traditional computer vision methods. However,

the scarcity of properly labelled data is a challenge. Where there is a lack of sufficient data,

practitioners adopted transfer learning as a method of approximating a model’s capability

on a new task. Petricca et al. [89] fine-tuned AlexNet using 1,300 rusty images and 2,200

non-rusty images and evaluated on 100 images comprising 37 rusty and 63 non-rusty images.

Zhang et al. [134] used 700 cropped corroded regions. Cropping corroded sub-image levels

and annotating them can be very expensive and may explain why there is a limited number

of well labelled image data for the application.

A deep extreme learning machine with local receptive field was used by [68] to estimate

paintwork levels using a small number of tower images. Their private data set comprises

2,797 images of cropped tower parts at different levels of paintwork failures/corrosion. There
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are three classes in their data set comprising of 940 images with newly coated steel-work

(class A), class B has 1,184 images of regions with cracked and peeling paint coating, class

C has 673 images of exposed and rusty metal structures. The motivation for a deep extreme

learning machine was the limited amount of data. An extension of [68] was presented in

[69] and combined images and text data to improve performance. While [68, 69] used

parts of towers, i.e., sub-images of 50×50 pixels for learning, this thesis classifies towers

without explicitly labelling tower parts. Identifying at-risk-towers using tower labels would

potentially reduce the cost of data annotation and speed up processing.

2.5 Challenges of Deep Learning Approach

Although traditional computer vision tools have been used extensively for the analysis of

OHL assets, deep learning methods have dominated the research in this area. The reason for

the popularity is that DL learns features automatically instead of using predefined features.

Deep learning methods have shown real value in domains such as medical image analysis

and automated driving. However, there are some requirements of this method that are still

very challenging. Deep learning requires a good quantity of properly labelled data to achieve

good results. Unfortunately, the process of collecting and annotating aerial images is costly.

Also, there are several levels of restrictions especially with regards to protecting company

business as well as data protection guidance. Different proprietary data sets such as those

mentioned above are in use by researchers to answer the same question of automating the

inspection pipeline. Because of insufficient quantity, authors increase the size of small data

sets by applying several augmentation protocols [33, 84, 115]. Ohta et al. [84] sourced image

data from the internet.

Other challenges include an imbalance between the normal and abnormal targets. For

example, in [115], 60 defective insulators were photographed from towers. To solve the

problem of imbalance between these and the non-defective examples, 996 synthetic images
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were generated from the 60 original images. Most of the previous works on tower image

analysis e.g., [24, 33, 47, 61, 74, 84, 115] have relied on augmenting relatively small data

sets to try to avoid over-fitting. For example, [47] used a data set of 132 images from which

160 insulator regions were labelled. Zhou et al. [138] reported a significant number of images

for insulators and vibration hammer detection. It would be useful to know how the images

were collected, i.e., the distribution of images across towers. Images from the same tower

will likely present the same failure signs and therefore should be properly partitioned to avoid

bias.

Jiang et al. [48] presented a combination of visual and infrared image data. Fusing

multiple sensors may enhance the representations and possibly improve the performance

of asset detection. Data fusion may be helpful in areas where visibility is challenging. In

this thesis, we make use of a real-world electricity network data set from many years of

assets inspection. The data comprises visual images and are representative of the diverse

component types and failure modes encountered in real-world inspection scenarios.

For traditional computer vision methods, the features are defined in advance. In contrast,

deep learning methods were designed to learn the association between features. In other

words, they derive the discriminating features required to solve the task. Although deep

learning has shown superior performance in many application areas over traditional computer

vision methods, the question of what the network’s decision is based on persists. Selvaraju

et al. [107] presented a technique to visualise CNN predictions using gradient based class

activation mappings (Grad-CAM). The method provides some clue about the features in an

image responsible for image-based classification tasks.

2.6 Summary

The survey of electrical overhead lines for prognostics purposes is an age-long practice,

traditionally, by humans on ground patrol. Due to the span of the networks and the need
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for quicker response time, ground patrol is out fashioned and replaced by aerial platforms.

For fine-grained component level inspection, low altitude image collection methods have

dominated the inspection space with the current standard being from helicopters. Helicopters

are bulky to fly especially with the hovering requirement over multiple towers. There are

numerous proposals for alternative aerial platforms and the development of unmanned aerial

vehicles is prominent within the research community.

There are several components inspected by distribution network operators along the

power line and on the tower. The last two decades have witnessed a high volume of research

focusing on the use of image processing techniques including deep learning for applications in

medicine, autonomous vehicle, and importantly for the automation of OHL assets inspection.

Research has demonstrated that deep learning can deliver high precision in image analysis

for detection, classification, and segmentation tasks. However, the lack of properly labelled

data in the right quantity is a major challenge for this method. The use of UAVs for aerial

photography can lead to the quick collection of OHL assets data. DNOs are looking at the

demands of the future including electric vehicle charging and smart streets. New demands

mean new challenges and would need methods for network reinforcement. Digitisation and

automation of OHL inspection pipelines are required for efficient energy service delivery

and there is evidence in the literature that the industry is investing along that line.

Some components of electrical towers have already been detected. Some authors focus

on events that could lead to faults like the activities of birds, icing, and vegetation. Most of

the reviewed papers target the failure of specific components like insulators. U-bolt has not

been detected. For insulator detection and condition classification, existing studies annotate

sub-component faults like segmenting missing insulator sheds. Considering the huge cost

associated with labelling data and the vast amount of assets/components on the network, and

the volume of inspection parameters for each asset, classifying instances may not be the

best solution. Within the context of condition-based risk management, the industry is not
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practising instance-level assessment. Instead, the tower condition is an aggregation of the

condition ratings of multiple components.

This thesis is interested in detecting electrical tower components and will investigate

tower condition parameters like paintwork and faults arising from insulators and U-bolts.

The identification of tower functions is fundamental to the detection of faults. For example,

the classification of towers as suspension and tension defines how insulators are deployed on

them. They also determine where on a power line the tower could be used.



Chapter 3

Data sets

3.1 Introduction

Electricity networks in the UK like in most countries in the world are grouped by the

nature of their function into transmission and distribution networks. Electricity transmission

networks transmit high-voltage electricity from the generating plant to the point of distribution

networks across the country. In the UK, the transmission network is owned and maintained

by National Grid Electricity System Operator. Distribution networks carry electricity from

the high voltage transmission grid to industrial, commercial, and domestic users. There are

14 distribution network operators (DNOs) in the UK, owned by 6 different groups. A member

of this group is the Northern Powergrid, comprising of the Northern Powergrid (Northeast)

Limited and Northern Powergrid (Yorkshire) Plc.

The real-world data set presented in this thesis was provided by the Northern Powergrid.

The data comprises of still high-resolution images taken using helicopter inspection survey

of electricity overhead lines between 2010 - 2015 [20]. They also provided inspection

reports that describe the status of the assets at the time of assessment. The inspection

methods involved a cameraman and an observer both of whom are engineers with good

understanding of the information required for the inspection task. Photographs were taken
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using digital camera fitted with an optically stabilised telephoto lens. To capture sufficient

details, multiple images were taken. For some inspection parameters like insulators and

U-bolts, towers were surveyed from both left and right circuits. Each circuit was inspected

separately. When standing under a line and facing the structure, the left-hand side is defined

as left circuit and the right hand side is defined as the right circuit. The reason for inspecting

the circuit separately might be to make identification easier during subsequent assessment and

refurbishment. For example, route A136 in T7799 (Appendix A) presented inspection data

for the left circuit only suggesting that the towers are single circuit. Route BCN presented

in T6775 (Appendix B) have double circuit towers. The condition ratings for right and left

circuit tend to agree most of the time. To combine the three databases, we merged the right

and left circuits using a max operator. This implies that tower label represents the highest

condition rating of either left or right circuit.

The focus was on the condition parameters such as the earth-wire, insulators, and fittings

along the cross-arm region of towers. Other condition parameters surveyed include conduc-

tors, tower paintwork, tower footing as well as vegetation encroachment on the base of the

tower. The job of the observer was to highlight flash points that require more attention. The

flights were carried out during spring and summer months between April and October to

allow for better weather and lighting conditions. On the average, 53 images were taken from

each tower.

Three data sets, T6775, T7638, and T7799, were provided. Each data set consists of

tower condition information and images collected from lines and towers scheduled for survey

at different times. The data sets provided were surveyed in 2011, 2014 and 2015, respectively.

The lines inspected in T6775 and T7638 comprise mostly of high voltage towers. T7799 has

mainly low and medium voltage towers. The data sets have a total of 6,829 unique towers

(i.e., 4,823, 993 and 1,013 towers in T6775, T7638 and T7799, respectively). Some towers

(233) had been inspected more than once across the data sets. For example, 219 towers
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Table 3.1 Tower condition parameters

Asset Condition parameter

Tower footing Check tower foundation for cracks on concrete
Check for painting on concrete muffs

Tower body Check for presence of anti-climbing device on tower
Check for danger of death sign
How many sides are with number plates?
How many sides have Safety Sign?

Tower steel-work Check paintwork failure

Cross-arm Insulators (missing/chips insulator sheds)
Insulator (rust)
Insulator U-bolts or Tower attachments (rust)
Earth-wire U-bolts (rust)

Conductor Broken conductor strands
Spacers
Vegetation encroaching online and tower footing

presented in T6775 were scheduled again in 2014 (i.e., T7638). Also, 14 towers that were

inspected in 2011 (T6775) were assessed again in 2015 (T7799). These towers were surveyed

at different times and therefore are considered as separate tower inspections with a total of

7,295 towers. Condition assessment reports (Excel Spreadsheet format) were provided for

each route i.e., 32 routes in T7799, 21 routes in T7638, 148 routes in T6775.

3.2 Data Extraction and Clean-up

Each tower was presented as a folder comprising of multiple images (i.e., a bag of im-

ages). A list of all the towers inspected along each route were reported. Tower names and

their inspection parameters e.g., insulators, U-bolts and paintwork were extracted from the

spreadsheets.
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Table 3.2 Rating tower paintwork condition

Rating Meaning

CR-1 new [Green]

CR-2 Paint - slight (less than 10%) wear, or primer visible through
topcoat. [Green]

CR-3 Paint - moderate (between 10% and 50%) wear, paint cracking,
some peeling. [Orange]

CR-4 Paint - severe (more that 50% wear or paint peeling, AND/OR any
sign of paint blistering with evidence of severe rust underneath
paint, painting required urgently. [Red]

N Not applicable - tower has never been painted.

U Unsure

? Refer to network owner [Red]

Table 3.3 Criteria for rating insulator mechanical rust

Rating Meaning

CR-1 As new [Green]

CR-2 Up to 10% rust. [Green]

CR-3 Between 10% and 50% rust. [Orange]

CR-4 More than 50% rust. [Red]

CR-5 Any single cap appears to be 100% affected by rust, laminated
rust, dimpling. Wasting of metal cap, and/or miss-aligned/skewed
sheds indicating possible cap/pin seizures. [Red]

M Missing [Red]

N Not applicable

U Unsure

? Refer to network owner [Red]

3.3 Design Considerations

The main condition parameters inspected on each tower are presented in Table 3.1. This

thesis focuses on three of these namely tower paintwork, insulators, and insulator fittings,
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Table 3.4 Criteria for rating U-bolts or Tower attachment

Rating Meaning

CR-1 As new [Green]

CR-2 Between 10% and 50% of area affected by rust, and/or up to 10%
wear [Green]

CR-3 More than 50% of area affected by rust and/or between 10% and
50% wear [Orange]

CR-4 More than 50% rust AND more than 50% wear indicative of
potential failure or already broken [Red]

CR-5 Exceptional circumstances [Red]

M Missing [Red]

N Not applicable

U Unsure

? Refer to network owner [Red]

e.g., U-bolts. The agreed criteria for assigning condition ratings for the selected failure

modes are shown in Table 3.2, Table 3.3 and Table 3.4, respectively.

Images in the data set were labelled to reflect the region of tower and more importantly,

the target component. As shown in Table 3.5, there are about thirteen categories including

Insulator Footing, Insulator Top, Insulator Middle, Middle, Footing, Top, Anti Climb Guard

and Earth Wire. Others are whole tower, signage, cable platform, substation, and spacer.

Examples of some image categories are shown in Fig. 3.1, Fig. 3.2 and Fig. 3.3.

The data set was considered useful for several reasons: (1) the data set represents the

current reality in the industry with many years of real-world inspection information; (2) it

is available in large quantity as required by deep learning methods. The fact that this data

set was not prepared for this experiment in mind presents some challenges but at the same

time, brings with it the variability of assets, their failure modes, and the challenges of aerial

viewpoints.
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(a) Insulator Footing (b) Insulator Top

(c) Insulator Middle (d) Earth wire

(e) Top (f) Middle

Fig. 3.1 Image categories selected for analysis.
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(a) Footing (b) Anti climb guard

Fig. 3.2 A continuation of selected image categories.

(a) Whole (b) Signage

Fig. 3.3 Images excluded from the dataset

3.4 Image Data Preparation

Overall, 386,401 images of dimension 5616×3744×3 pixels in RGB colours and in JPEG

file format were provided. The images had been labelled to reflect the regions of tower with
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Table 3.5 Numbers of images in the database, categorised by tower viewpoint

Image category Number of images Percentage

Insulator footing 59,505 15.40
Insulator top 59,306 15.35
Insulator middle 58,805 15.22
Middle 46,133 11.94
Footing 39,281 10.17
Top 38,152 9.87
Anti-climb guard 31,942 8.27
Earth wire 30,735 7.95
Whole tower 14,943 3.87
Signage 4,093 1.06
Cable platform 2,553 0.66
Substation 935 0.24
Spacer 18 0.00

Total 386,401 100.00
Total selected 363,859 94.17

the condition parameter. A summary of image descriptions and the frequency of inspection

is shown in Table 3.5.

The images had been subsequently analysed by experts in the industry and their collective

condition ratings were allocated to towers. Each condition parameter was assessed based on

a guideline previously agreed with the DNO. Image names were provided as hyperlinks on a

spreadsheet. To inspect a tower, the images on disk were viewed via the hyperlinks. Extra

information was provided as free text and some images of high-risk towers were provided.

Multiple images were provided for each tower with a single tower label (condition rating)

was assigned. We assigned each tower label to all its images to use the images for supervised

learning. Transferring tower labels to images enabled us to utilise an existing dataset for the

investigation of paintwork, insulators, and U-bolts failure modes. If a tower was rated to

be at high-risk due to paintwork failure, it is assumed that all images taken from that tower

would have the same condition.
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Fig. 3.4 Image annotation with different occlusion levels marked with red, orange and green
boxes. Red: heavily occluded. Orange: partial occlusion. Green: clear components.

3.4.1 HDF5: Hierarchical data format

To train a deep learning network, data are fed in manageable batches. For small datasets, all

data elements are moved to memory to speed up training. For image data, this is difficult as

images take up memory quickly. So, a training pipeline usually allows fetching images from

disk and that increases I/O issues. With images in several disk locations, training will suffer.

To solve this problem, all the images and labels were serialised and saved in a hierarchical

data format (HDF). This was done by first cropping the centre of the images to remove

the meta data printed along the top of the photograph. Then, the images were resized to

256×256 pixels and added to the HDF database. Fetching data serially ensures that training

can proceed with reduced I/O latency from disk/memory/GPU request cycle.
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3.4.2 Annotation of images for object detection

Images were annotated to identify insulators and U-bolts sub-image regions using the VGG

Image Annotator (VIA) [18]. Each object of interest was marked using rectangular bounding

boxes and labelled as one of the following. Figure 3.4 illustrates the different levels of

occlusion of insulators using colour coded boxes. Red means heavy occlusion, orange means

partial occlusion and green means a clear view. The guideline used for detecting our objects

of interest is shown below:

• Clear (green): 100% within the image with no occlusion.

• Partially occluded (orange): at least half of the object is within the image, but some

part of it occluded either by the image boundary or by the tower or some other object.

• Heavily occluded (red): more than half of the object is occluded either by the image

boundary or by the tower or some other object.

3.4.3 Preprocessing

Image preprocessing involves steps required to prepare image data for analysis. We used

RGB mean subtraction and cropping of input images in some sections of this thesis.

RGB mean subtraction

Electrical overhead line networks are outdoor assets and during data collection, it would be

difficult to control illumination. To normalise the varying lighting conditions, photographs

were collected during spring and summer months. There is no guarantee that images acquired

during spring and summer would have uniform brightness across the dataset. By subtracting

the channel-wise mean of all the images from training data, the image appears uniformly

darker and may be used to deal with the varying image brightness. In our experiment, we
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Fig. 3.5 Random input crops of 224×224 pixels (dotted lines) from 256×256 pixels

subtract the mean of red channel, mean of green channel, and mean of blue channel from

their corresponding channels in each image.

Cropping input image

As shown in Fig. 3.5, an image can be sampled by randomly cropping different N ×N

regions. The ability of a deep learning model to generalise well on targets it was not

previously trained on depends on the quality and variability of the training data. There

are several data augmentation methods for creating multiple copies of the same data point

such that a model may learn more representative features and hopefully avoid over-fitting.

The methods include image rotation, flipping and zooming. Cropping image patches is a

useful technique for sampling input image and ensures that a network learns slightly different

features of an image at every training step.

3.5 Dataset Limitations

The data set has the following challenges:
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1. Images were taken from helicopters with human analysis in mind and human analysis

introduced errors to tower labels.

2. The scale of objects in images are not uniform. Some images are close-shot, and

others are long-range. Long-range photographs would affect fine-grained detection of

components.

3. Objects in some images were occluded by tower structure or by other components.

4. Photographs of towers also contain roof-tops, vehicles, trees, etc. Extracting an object

from a cluttered image is more difficult than on a clear view.

5. The occurrence of multiple targets in an image, e.g., a suspension and tension tower

within the same field of view would affect detection of towers and consequently reduce

assessment performance.

3.6 Data Subsets

All the images in T7799 were used in Chapter 4 without filtering image categories. The

detection of specific sub-image regions would require images that are close range. Therefore,

Chapter 5, utilised images from eight categories including Insulator Footing, Insulator Top,

Insulator Middle, Middle, Footing, Top, Anti Climb Guard and Earth Wire. Images were

selected from all three databases, i.e., T6775, T7638, and T7799 to ensure enough images

that are likely to contain the objects of interest. These categories would also reflect the

variability of components and views along OHL inspection corridor. Images of whole tower

would be excluded because they were taken at long-range and detecting specific components

would require extra zooming. Also, images of signage, cable platform, substation, and

spacer (examples in Fig. 3.3) were not considered as they would not contain the objects of

interest. The remaining eight categories constitute 94.2% of images and are those likely to
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contain the objects of interest for detection of objects. Together they should be representative

of the variability encountered along the OHL inspection corridors. Data sets were sampled

from this set of 363,859 images for the detection of components and classification of towers.

For tower condition classification, condition labels were provided for left and right

circuits as separate assets but objects in the image were not labelled to identify the circuits.

As a result, the labels provided for left and right circuits in the data set were aggregated by a

max operation to produce a single label.





Chapter 4

Classification of Tower Configurations

4.1 Introduction

Overhead lines transmission and distribution networks are typically deployed as straight lines

e.g., from point A to E as shown in Fig. 4.1. However, due to some barriers on the line of

travel, the ideal straight powerline is difficult to achieve. Using Fig. 4.1 as an illustration, the

network deviates by an angle t at C and could then navigate through D to E before they can

continue on the straight line. The amount of deviation on a line segment determines the type

of tower installed at each point on the network. That also means the types of components

used on each tower type vary. If the angle of deviation, t < 2°, a suspension (S-type) tower is

used and tension (T-type) when the deviation, t > 2° [91]. At the point of deviation, towers

structures are properly re-enforced to withstand the tension force exerted on the cross-arm

by the conductors. T-type towers have more complex designs and pulls on cables as they

negotiate a bend on the segment. S-types are simpler tower structures that hold cables in a

suspended position. In general, tower configuration is dependent on how cables are deployed

on them.

Some examples of suspension (S-type) towers are shown in Fig. 4.2. These are charac-

terised by both tower structures and how cables are suspended on it. Insulators on S-types
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Fig. 4.1 Schematic diagram of a line segment showing positions of line (suspension) and
angle (tension) towers.

are usually perpendicular to the line (cable) either below or above. In the design in Fig. 4.2a,

cables are supported above the insulator. Whereas in Fig. 4.2b, 4.2c and 4.2d, cables are

below the insulators. So, the structural resemblance does not determine the tower configura-

tion. These are line towers used typically at points A and B of Fig. 4.1. Fig. 4.3 shows some

examples of tension (T-type) tower structures typically used at points C, D and E of Fig. 4.1.

A typical T-type tower has more re-enforcement and can bear the load at those points on the

line.

As stated previously, where a tower is used on the network determines the component

they support. That also means, inspection parameters on a tower are often associated with

the tower type. For example, insulators and fittings vary between configurations. To be able

to assess components of the tower, there is need to first detect and classify tower types. The

classification of tower configuration serves as a precursor for detecting specific components

during an inspection process.

This Chapter describes a novel application of deep learning for tower classification.

Specifically, towers are classified as being either S-type or T-type. Tower classification was

achieved by first classifying each of the multiple images of a tower and then using voting

to determine the tower class. Since many images do not contain the relevant parts of the

tower, a third image class was introduced, i.e., the unknown (U) image class. We trained

3-class classifiers to predict S, T or U image types. Images of the unknown configuration
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(a) (b)

(c) (d)

Fig. 4.2 S images with different structural designs

are shown in Fig. 4.4. In subsequent sections of this thesis, tower components around the

cross-arm will be investigated and classifying towers as S-type and T-type will be useful in

such applications. Tower components localised around the U region such as concrete muffs,

safety signs, and their conditions will not be covered. In addition to the classification of

towers, this Chapter demonstrates that the identification of U images is feasible.
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Fig. 4.3 T images with different structural designs

4.2 Experimental Methods

A typical image classification problem assigns one label per image. Tower images used

for this experiment were selected from T7799 (Appendix A) comprising of medium and

low voltage lines. Towers were presented as multiple images with a label assigned to each

tower bag. Different categories of images contained in each tower bag was described in

Section 3.4. Images of cross-arm regions such as those shown in Fig. 4.2 for S-type and
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(a) Multi-lattice metal structure (b) Single metal structure

(c) Single metal structure (d) Wooden poles

Fig. 4.4 Images in which tower type is not apparent (U)

Fig. 4.3 for T-type towers would be informative for classifying tower configurations but

those of the body/footing regions of a tower (Fig. 4.4) will not. Images of tower body or leg

regions do not have cross-arms or the components around the cross-arm such as insulators

and other fittings. Images of tower body and footing regions were labelled as U (unknown)

configuration because their tower type is not apparent. At image level, there are thus three



48 | Classification of Tower Configurations

Table 4.1 Distribution of data for training, validation and testing sets.

Tower label Number of towers Image label Number of images

Training
S-type 519 S 12,621

U 4,282
T-type 270 T 9,166

U 2,163

Validation
S-type 79 S 1,963

U 739
T-type 41 T 1,469

U 422

Testing
S-type 80 S 1,829

U 837
T-type 38 T 1,220

U 359

Total 1,027 37,070

class labels: S, T, and U. To avoid bias, all images from a tower must be used for either

training or testing. Therefore, data splitting was at tower level. There are 28,232 and 4,593

images for training and validation, respectively.

ResNet50V2 [36] and VGG-16 [112] networks were tested for the classification of

OHL tower images as S, T, and U. The selected deep learning architectures are standard

convolutional neural networks (CNN) and are a good choice for extracting features from

images. The models are available in Keras. Keras is an application programming interface

(API) for deep learning. There are pre-trained networks within this API, which can be used

off-the-shelf. Networks pretrained on ImageNet dataset are typically used because of the

large size and contains everyday objects. The pretrained models are easy to use as starting

points for learning new representations with little modification. In this experiment, transfer

learning approach was used for training the network. Transfer learning is a technique in

deep learning where the features learned in one application are used for another application.

This was used here because of the relatively small number of tower images selected for this

experiment. Also, our data set, like all aerial images is characterised by background clutter
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comprising of roof-tops, cars, humans, etc. Some of these background objects in our data set

may have been previously learned from ImageNet data set. By re-training such a classifier

on a data set of tower images with this kind of background noise, the network might perform

better by building on existing weight (the known). In addition to faster training, this can

boost performance and generalisation [126].

As shown in Fig. 4.5a, the selected networks were modified to have three outputs (3-

classes) instead of 1,000 classes of ImageNet and fine-tuned on tower images. Specifically,

the penultimate layer was flattened and connected to a new 512 nodes, which then feeds

a 3-nodes FC layer and a Softmax activation. The 3-nodes correspond to the number of

classes on the current task. There is an approach to transfer learning known as fine-tuning.

This involves re-training a network to learn new weights while preserving previously learned

weights. The base network i.e., one-half of the network was kept constant for 15 epochs,

while the other half trained on the new data to learn new features without destroying previous

knowledge. Then, the whole network was trained further for up to 50 epochs. Table 4.2

shows a summary of the selected training parameters.

Training used multiple images of each tower, followed by voting to determine tower

configuration. Each input image has 244×244 pixels as required by the networks. Standard

image augmentations were applied using Keras image data augmentation function. The

augmentation was done online during training, and it creates modified versions of input

images by randomly zooming, vertical shifting and horizontal flipping of inputs. It ensures

that the models do not train on the same set of images at every step. Fig. 4.6 shows examples

of the effect of horizontal flipping on original image. Image augmentation is useful to avoid

over-fitting. Stochastic Gradient Descent (SGD) with learning rate of 0.001 was used. The

categorical cross entropy loss function was used for training. A batch size of 32 images was

used and found to have worked well for this data set. However, [54] concluded that a higher
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Algorithm 1: Image-based classification of tower configuration
Data: tower
Result: con f ig

1 S← 0; T ← 0 ; /* Initialisation */
2 while img ∈ tower do
3 image← imageRead(img) ; /* Read an image of 224×224 pixels */
4 y← f (image) ; /* A classifier with Softmax output */
5 label← argmax(y) ; /* Index with the highest class probability

(i.e., S, T or U) */
6 if label := S then
7 S← S+1;
8 else if label := T then
9 T ← T +1;

10 else
11 Don’t care

; /* Return the label with the higher number of occurrence */
12 if S > T then
13 con f ig← S ; /* config is an S-type tower */
14 else if T > S then
15 con f ig← T ; /* config is a T-type tower */
16 else
17 Refer to operator when there is a Tie

batch size does not usually achieve high accuracy. Steps for evaluating the method is shown

in Algorithm 1.

4.3 Results

4.3.1 Image level classification

There are 118 towers and 4,245 images of S, T, and U in the test set. The distribution of

towers and images for testing is shown in Table 4.1. The VGG-based classifier predicted

97.04%, 97.69% and 96.32% of S, T and U test images correctly. The ResNet classified

96.99%, 96.54% and 95.65% of S, T and U test images correctly.
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(b) Tower level: Classify all the images of a tower followed by voting to determine tower type.

Fig. 4.5 Classification of towers by function
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Fig. 4.6 Image augmentation. Top: Original images. Bottom: Horizontally flipped images

Table 4.2 Network parameters. During the first 15 epochs, back propagation is limited to the
new fully connected (FC) layers.

Parameter Value

Size of input image 224 x 224
Number of images per batch 32
Maximum number of epochs 50
Optimisation function Stochastic Gradient Descent (SGD)
Learning rate 0.001
Loss function Categorical cross entropy

Fig. 4.7, 4.8 and 4.9 show some examples of S, T, and U images, respectively, that

were correctly classified. Comparing the correctly classified images with those that were

missed, one notices that close-range images with relatively clean backgrounds were correctly

classified. Fig. 4.10, 4.11 and 4.12 show examples of wrongly classified S, T and U images.

These figures highlight some characteristics that affect correct detection including:

• Long-range images.

• Heavy background clutter, e.g., houses, trees.

• Instances of multiple objects.

• Cases of wrong labelling.
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Fig. 4.7 S images correctly classified

4.3.2 Tower level classification

An aim of this study is to classify towers as suspension (S-type) or tension (T-type). Each

tower was provided as a bag of images. Within each tower bag in this data set, there are

32 images on the average. Algorithm 1 and Fig. 4.5b show that simple majority voting

on multiple images of each tower was used to determine tower label. This samples all the

image predictions for each bag and counts the number of occurrences of S and T labels.

The label with the highest count is returned as the final prediction for the bag (i.e., tower
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Fig. 4.8 T images correctly classified

level classification). Images classified as U are discarded because tower configuration is not

apparent in them. A situation may arise in which there is a tie (equal predictions of targets).

However, as shown in Table 4.3 as well as Table 4.4, there was no tie in our experiments. In

the event of a tie, a secondary examination by human inspection could be used to correct the

error or by referring such a case to asset owners for more information. To avoid occasions of

a tie, an alternative method should be used. Popular methods of aggregating multiple image

predictions include averaging and using the maximum of the set of predictions.
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Fig. 4.9 U images correctly classified

As shown in Table 4.3, the VGG-based classifier classified 117 towers correctly and

misclassified one S-type tower as T-type. On the other hand, ResNet-based classifier predicted

Table 4.3 Confusion matrix of tower level classification: VGG16-based

Predictions
S-type T-type

Actual
S-type 79 1
T-type 0 38
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(a) System limitation (b) Heavy background clutter

(c) Multiple objects in the image (d) Multiple objects in the image

Fig. 4.10 S images misclassified as T

Table 4.4 Confusion matrix of tower level classification: ResNet-based

Predictions
S-type T-type

Actual
S-type 80 0
T-type 0 38

all 118 towers correctly. The confusion matrix of ResNet-based classifier tower classification

is shown in Table 4.4.
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(a) System limitation (b) Long-range image

(c) Clutter and Long-range image (d) Long-range and multiple objects

Fig. 4.11 T images misclassified as S

4.4 Summary

Manual classification of towers from images can be challenging. As shown in Fig. 4.12,

some images were wrongly labelled. This a good example of human limitations. A human

classifier can become tired of the repetitive task, and this can result to errors. The methods

presented in this Chapter are robust for the classification of tower configuration. Fig. 4.13 and

Fig. 4.14 show the Grad-CAM visualisation of tower type predictions. The heat maps suggest
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(a) Heavy background clutter (b) Wrong label

(c) Wrong label (d) Wrong label

Fig. 4.12 U images misclassified as T

the parts of a tower necessary for predicting both T-type and S-type tower configurations.

Insulator regions appear to be informative for the task.

Correct classification of tower images is subject to several factors as highlighted in

Fig. 4.7, 4.8 and 4.9. Some of the characteristics that may have helped in correct predictions

include (1) single object within an image, (2) clear background and (3) close-up images.

These are examples of how images should be presented for automated visual inspection of
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Fig. 4.13 Grad-CAM visualisation of T tower images. TOP: RGB images (input), MIDDLE:
corresponding heat maps, BOTTOM: Heat maps on the input image to visualise regions of
interest.

OHL assets from aerial images. These features are not always guaranteed as reflected in

the misclassified images showing (1) long-shot (2) images with multiple objects within the

field of view, etc. Images used in this experiment were taken from helicopter, which explains

some of the limitations observed in the data set. There are alternative aerial platforms such

as unmanned aerial vehicle (UAV), which could be used for sites that are difficult for the

helicopter.
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Fig. 4.14 Grad-CAM visualisation of S tower images. TOP: RGB images (input), MIDDLE:
corresponding heat maps, BOTTOM: Heat maps on the input image to visualise regions of
interest.

This work represents the first report of deep learning-based classification of tower as

suspension or tension. In other words, towers were classified by function on a network

segment. In contrast, [102] presented the classification of towers using the resemblance of

pylon structures. The industry requires the classification of towers according to how they

are used on network segments. The function of a tower determines its configuration and the

components they support. This Chapter demonstrated the effectiveness of deep learning-

based methods for the task. Successful classification of tower configurations would serve
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as a precursor for the detection and assessment of other overhead line assets. In subsequent

Chapters, components like insulators and tower attachments such as U-bolts will be detected

for condition assessment. Whereas insulators can be detected in both S-type and T-type

towers, insulator U-bolts are visible on S-type alone. The detection of assets such as concrete

muffs, DODs, tower name plates, etc. would be possible with the detection and classification

of tower body and leg regions. Components around tower body and leg regions will not be

covered in this thesis. However, the assessment pipeline could be extended to assets in that

region as well.





Chapter 5

Detection of Insulators and U-bolts on

Electricity Tower Images

5.1 Introduction

Power outages along overhead line (OHL) networks are caused by several factors including

weather, vegetation encroachment, activities of birds, faulty equipment, or human error.

Haes Alhelou et al. [32] reported that 31.8% of the blackouts world-wide between 2011 and

2019 were caused by faulty equipment and/or human error. The monitoring of faults along

the power line corridor presents a huge financial commitment to network operators. In the

UK, distribution network operators (DNOs) are required by law to inspect OHL assets with

sufficient frequency and to maintain a record of such inspection for a period of not less than 10

years [120]. The regulation aims at preventing the events of blackouts and the unprecedented,

cascaded effects including economic losses. OHL assets are typically inspected every 2 - 3

years. The frequency of inspection amounts to high recurrent expenditure considering the

span and quantity of components on the networks.

The state-of-the-art for inspecting electricity network assets uses images from manned

aerial vehicles. Several images are taken and analysed off-line by experts. Experts would
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search each tower image for insulators and other condition parameters like U-bolts and

vegetation cover. There are over 50 condition parameters for measuring the status of a line

on the network. The current inspection pipeline is labour intensive, costly, and subjective.

Results of assessment by a human expert depend on training and level of experience in

the field. As stated in section 4.4, the function of a tower determines its configuration and

that determines the components deployed on them. Even among the same type of tower,

the components extracted are so varied based on colour, orientation, etc and these impact

inspections. As a result of these challenges, efforts to automatically extract these components

of interest are on the increase to facilitate condition assessment and management.

There is a wide spectrum of assets on OHL networks to be detected. The major assets of

interest usually are towers, insulators, conductors, and U-bolts. Among these components,

insulators are the most explored [65]. Insulators are more frequently inspected because of the

critical role they play in ensuring the safety and integrity of the network. Insulators prevent

the leakage of power. In addition to financial losses, power leakage could be dangerous to

members of the public and any life coming in contact with the towers. The detection of

insulators from aerial images is a challenging task for several reasons. The most challenging

is that electricity networks are in open environments and thus prone to varied viewing

conditions and clutter [33, 81, 84]. Figure 5.1a shows a typical tower image with very

complex background. The object in view in this image is the tower but at the background are

roof-tops, vehicle and most importantly, other lookalike assets.

Poor contrast affects detection of components e.g., detecting glass insulators. In addition,

there are several designs of insulators such as ceramics, glass, porcelain, and composite

types. They also come in different dimension, shape and colour. Some authors appear to

limit detection of insulators to subsets, e.g., glass only, or glass and porcelain [24, 56, 61].

However, it is common for a high voltage tower to be supported using different insulator

strings. Fig. 5.1b shows a typical tower supported by two types of insulators (glass and
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(a) Typical example of background clutter

(b) Typical example of a tower supported by mixed insulator types. Green
denotes glass and orange denotes porcelain type.

Fig. 5.1 Illustration of (a) complex background (b) variability of objects on tower.

porcelain). These multiple insulator types with varying size, orientation and colour need to

be detected simultaneously.

Another asset identified as a high-risk condition on a tower is the U-bolt. The U-bolt is a

’U’ shaped structure usually attached to the tower, and it supports insulators and earth wires

on suspension towers. Fig. 5.2 highlights regions of insulator U-bolt and earth wire U-bolt.
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(a) Insulator U-bolt shackle

(b) Earth wire U-bolt shackle

Fig. 5.2 Types of U-bolts

Compared to insulators, U-bolts are smaller and do not have the distinct colour feature like

insulators. Generally, weather, and other environmental factors affect electrical components

leading to different kinds of failures. Moisture accelerates corrosion and erosion of U-bolt

parts. Hence, early detection of this failure mode is very important.
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The focus of this Chapter is to localise the objects of interest, which is a first step for

assessing their conditions. In addition to insulators, this Chapter demonstrates the detection

of U-bolts from aerial images. The main contributions are:

1. Towers are sometimes supported by different insulators and our real-world inspection

data set is representative of the diverse component types, scenes, and views. We

demonstrated that multiple insulator types i.e., glass, porcelain, ceramic and composite

can be detected simultaneously.

2. Detection of U-bolts from aerial images. This represents the first study on automated

detection of U-bolts from aerial images.

3. Comparative evaluation of Mask R-CNN and RetinaNet for electricity network compo-

nents identification.

5.2 Experimental Methods

This section of the thesis describes the use of two state-of-the-art networks for insulators

and U-bolts detection. Mask R-CNN [35] and RetinaNet [59] were fine-tuned on aerial

images of electrical overhead line towers. In the series of region-based detectors, Mask

R-CNN is more recent. RetinaNet was designed to bridge the gap between one-stage and

two-stage networks by eliminating the bottleneck posed by background-foreground class

imbalance [59]. These are state-of-the-art detectors and are available in Keras for use as

starting point for object detection. The implementations used were based on Resnet backbone

and were previously trained on the COCO data set [60]. Also, the networks have not been

previously comparatively analysed for this application. Fig. 5.3 shows a block diagram of

instance detection subsystem.

Considering the size of the data sample used, we fine-tuned the networks on tower images

to learn new representations. Fine-tuning means re-training a network on a new task while
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Tower Images

INSTANCE
DETECTION 

Detected instances with
bounding boxes overlaid.

M

N

Fig. 5.3 Instance detection: Mask R-CNN and RetinaNet, which have been previously trained
on COCO images detect insulators and U-bolts from tower images of M×N pixels.

Table 5.1 Parameter selection and the values used for training the detection networks.

Parameter Mask R-CNN RetinaNet

Initial learning rate 0.001 2�
Backbone Network ResNet101 ResNet50
Size of input image 1024 x 682 2�
Images per GPU 1 2
Maximum number of epochs 35 50
IOU threshold 0.5 2�

preserving previously learned information (weights). Training and testing of these networks

were carried out on a RTX2080 GPU with 10GB memory. Table 5.1 shows basic training

parameters selected for the networks and values used. Whereas Mask R-CNN was trained

using a batch size of one image of size 1024×682, RetinaNet was train with two images of

the same size per batch. The output layer was trained for the first 10 epochs using a learning

rate of 0.001. Then, the entire network was trained for between 35 and 50 epochs. While

training the entire network, the learning rate was changed to 0.0001.

Furthermore, RetinaNets were trained on single classes and compared to another trained

as a multi-task detector. As shown in Fig. 5.4 (c and d), U-bolts can be categorised into

insulator U-bolts and earth wire U-bolts. DNOs inspect these components separately in

terms of condition rating. However, insulator U-bolts and earth wire U-bolts are identical in

structure Fig. 5.4 (a and b). While insulator U-bolt support insulators, earth wire U-bolt’s
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U-bolt

(a)

U-bolt

(b)

Insulator U-
bolt

(c)

Earth-wire
U-bolt

(d)

Fig. 5.4 Automatically extracted U-bolts sub-image regions

support earth wire clamp. To automate the detection of both insulator U-bolts and earth-wire

U-bolts, more pixels were added around the region of interest to introduce some contextual

information. Hence, the classes for our detector were insulator, insulator-U-bolt, and earth

wire U-bolt.

The detection models were evaluated using average precision (AP) and compared using

their response time. AP is a measure of the performance of a detector determined by

computing the area under the precision and recall curve. First, an intersection over union
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(IOU) was computed as a measure of the overlap between the ground-truth bounding box

and the detected bounding box. As shown in Fig. 5.5, the level of overlap varies among

the objects in the image resulting to values between 0 and 1 with 1 being full overlap. In

this experiment, IOU was set to 0.5. This means that for IOU ≥ 0.5, a detection would be

considered a true positive (TP) detection. True positive rate is the proportion of positives that

were correctly detected out of the total positive examples. Other parameters for evaluating

a detection system include the false-positive (FP) or false-alarm. FP is the detection of

objects that have zero overlap with ground-truths, e.g., detected background regions. Missed

ground-truths are considered false-negatives, FN. Precision, P is defined as the ability of a

model to predict only the relevant objects and computed as the percentage of correct positive

detections over all detections. Recall, R, determines the percentage of true positives to all

ground truths. P and R were calculated as shown in Eqn. 5.1 and Eqn. 5.2, respectively. We

evaluated the models using average precision (AP) [87].

Fig. 5.5 Overlap of ground-truth and detected bounding boxes. Green denotes ground-truth
bounding boxes. Red denotes detected bounding boxes
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P =
T P

T P+FP
=

T P
All detections

(5.1)

R =
T P

T P+FN
=

T P
All ground-truths

(5.2)

5.3 Results

Mask R-CNN and RetinaNet have been used for different applications in this domain but

have not been compared as presented in this study. For example, Mask R-CNN was used in

[48] for insulator detection and RetinaNet in [121] for pin detection. The detection networks

were tested as follows:

1. Detection of four insulator types simultaneously. Insulators are varied in scale, orienta-

tion and colour.

2. Determine the effect of occlusion on detection.

3. Detection of U-bolts on aerial images.

4. Detection of sub-classes of U-bolts i.e., Earth-wire U-bolts and insulator U-bolts.

5. Compare single and multi-task object detection on objects of electrical tower.

6. Determine how object scale affect the detection of insulators and U-bolts; U-bolts are

small objects compared to insulators.

5.3.1 Detection of insulators in randomly selected tower images

Eight image labels were selected for this task including images of Insulator Footing, Insulator

Top, Insulator Middle, Middle, Footing, Top, Anti Climb Guard and Earth Wire. The selected

categories were labelled to reflect the region of tower in view and the number of images is
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Table 5.2 Insulator detection in randomly selected towers using Mask R-CNN

Occlusion Insulator Average Precision (AP50)
Levels (see section 3.4.2) Instances 1024x682 512x341

Clear 736 88.7 86.7
Clear + Partial 834 89.4 86.8
Clear + Partial + Heavy 949 83.8 80.8

representative of the frequency of inspection of the tower regions (Chapter 3). A total of

1,600 images comprising of 200 images from each of the eight image categories were picked

at random. This was split into 75% and 25% for training and testing, respectively. Insulator

regions were labelled on 1,200 images used for training and 400 used for testing. A total of

3,236 insulators were manually identified in 833 images of the training set, while 367 of the

selected images of the training set did not contain insulators. There are 949 insulator regions

in the test set of which 115 were heavily occluded.

As shown in Table 5.2, Mask R-CNN was tested with different image sizes. Inputs of

1024×682 obtained 83.8% AP on the overall test examples and improved to 89.4% AP with

heavily occluded instances removed. When tested using images of dimension 512×341 i.e.,

reducing input size by half, performance dropped by approximately 3%. Objects become

less resolved farther away from the point of view and were missed by the detector.

5.3.2 Detection of insulators and U-bolts in high-risk towers

Inspection reports for each route are usually accompanied by additional free text comments

of the major concerns. Towers reported in the comments have high-risk conditions and

require immediate attention including repairs or replacements of affected components within

the inspection window. Some image names were provided in the free-text (up to four for

each tower), which were used in this experiment. These images were used for the following

reasons:
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Table 5.3 Insulators and U-bolts from high-risk towers

Towers Images Insulator U-bolt

Training 598 1,466 1,966 1,580
Testing 150 364 496 382

Overall 746 1,830 2,462 1,962

• Helicopter-based inspection of high voltage lines take photographs at reasonable

distance from the tower mainly for safety reasons. The resulting data set is characterised

by many long-shot images. Objects are less resolved farther away from the camera,

and this impacts detection.

• To understand the characteristics of the images upon which human experts based

their judgement and to learn how these would improve the performance of automated

detection.

A total of 1,830 images were extracted from 746 towers. As shown in Table 5.3, 1,466

images (598 towers) were used for training. From these images, 1,966 insulators and 1,580

U-bolts sub-image regions were manually annotated. The test set comprises of 364 images

from 150 towers in which 496 insulators and 382 U-bolts regions were manually identified.

As shown in Table 5.4, with input size of 1024× 682 pixels, Mask R-CNN detected

insulators at 96.7% AP and U-bolts at 96.0% AP. Using a smaller input size of 512×341

pixels, the network recorded 95.6% AP and 93.1% AP for insulators and U-bolts, respectively.

For inputs of 1024× 682 pixels, RetinaNet detected insulators at 96.4% AP and U-bolts

at 86.9% AP. The average inference times were 157ms and 60ms for Mask R-CNN and

RetinaNet, respectively. Fig. 5.6 shows the Precision-Recall curves for Mask R-CNN and

RetinaNet for insulator detection. With properly resolved objects in the image, the result

of RetinaNet is comparable with Mask R-CNN while 3x faster. For smaller objects like

detecting U-bolts, Mask R-CNN shows better capability (Fig. 5.7).
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Table 5.4 Detection results in high-risk towers

Model Time (ms) Object Input size AP50

Mask R-CNN 157
Insulator 1024×682 96.7
U-bolt 1024×682 96.0

"
Insulator 512×341 95.6
U-bolt 512×341 93.1

RetinaNet 60
Insulator 1024×682 96.4
U-bolt 1024×682 86.9

"
Insulator 512×341 92.5
U-bolt 512×341 83.8

Fig. 5.6 Precision-Recall curves for the detection of insulators on high-risk towers

5.3.3 Single and multi-task detection

As mentioned earlier, U-bolts are classified based on the assets they support. Figure 5.4,

(a) and (b) are examples of different U-bolt regions with closely fitting bounding boxes

and there is no clear distinction between the objects in the images. Both objects have "U"
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Fig. 5.7 Precision-Recall curves for the detection of U-bolts on high-risk towers

shaped structure with a link below. Figure 5.4, (c) and (d) show a different annotation

option that identifies two classes of U-bolts from less closely fitted bounding box version.

Insulator U-bolts and earth-wire U-bolts were detected by expanding the bounding boxes to

build in some contextual details. For completeness, bounding boxes for insulators were also

expanded to introduce additional contextual information, which might be useful for detection.

RetinaNets were trained on the expanded bounding boxes for single and multi-task object

detection. Single task detection models individual object classes separately and multi-task

combines multiple classes simultaneously.

As shown in Table 5.5, there are 1,944 insulators, 1,038 insulator U-bolts and 479 earth

wire U-bolts in the training set and 489, 234 and 103 insulators, insulator U-bolts and earth

wire U-bolts in the testing set, respectively. As shown in Table 5.6, training the detector

with multiple object classes improved performance. For example, the detection of earth-wire

U-bolts increased from 90.7% to 95.1%. Similarly, insulator U-bolts detection from 96.1%
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Table 5.5 Sub-image regions with more context annotations

Towers Images Insulators Insulator Earth wire
U-bolts U-bolts

Training 598 1,466 1,944 1,038 479
Testing 150 364 489 234 103

Overall 746 1,830 2,433 1,272 582

Table 5.6 Single and multi-task detection

Components 1-class
AP50

3-classes
AP50

Earth-wire U-bolts 90.7 95.1
Insulator U-bolts 96.1 97.9
Insulators 95.3 96.7

Fig. 5.8 Precision-Recall curves for the detection of insulators - single vs. multi-task

to 97.9%. Figs. 5.8 and 5.9 show the precision-recall curves comparing single and multi-task

detectors for insulators and insulator U-bolts, respectively.
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Fig. 5.9 Precision-Recall curves for the detection of insulator U-bolts - single vs. multi-task

5.4 Summary

Insulators and U-bolts were detected from real-world data. The data set presents a wide

variety of component types, failure modes and views, covering the complexity of aerial images

along electricity networks (e.g., roof tops, vegetation, etc.). The diversity in component

features and image scenes is beneficial for generalisation. Two object detection models

that have not been compared for electricity network components identification were tested.

Mask R-CNN and RetinaNet were extensively evaluated for the detection of varied insulator

types and U-bolts, comparing the effects of (1) occlusion (2) input size, and (3) the effect of

multi-task detections.

Fig. 5.10 show examples of towers with overlaid bounding boxes of different insulator

types i.e., porcelain, glass, and composite types, detected simultaneously. To investigate

occlusion and the effect of object scale on detection, insulators were detected from randomly
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(a) Porcelain type (suspension) (b) Porcelain type (suspension)

(c) Composite type (d) Mixed of porcelain and composite

(e) Glass type (suspension) (f) Glass type (tension)

Fig. 5.10 Insulator detection with bounding boxes overlaid

selected images. Mask R-CNN detected 1,102 regions and 25% of the detected instances were

false positives. Some insulators were completely missed, and these tend to be instances that

were heavily occluded by tower structure and image boundaries. It is likely that the occluded

instances would be detected from other viewpoints. As shown in Table 5.2, discarding

the 115 heavily occluded instances improved the performance by over 6%. Scaling input

resolution downwards by half degraded the performance by about 3%. Mask R-CNN and
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RetinaNet were tested on selected images of high-risk towers. Mask R-CNN recorded 96.7%

AP on insulator detection and that is 7% better than its performance using images sampled at

random. The images referenced from free-text were close-shot images with better resolved

object regions than in randomly sampled images. The network performance shows that the

scale of objects in the image is important for the task. This requirement is consistent with the

report in [49], which recommended close-up images for insulator detection. It seems that

when towers are suspected to be at risk, they were photographed more closely than those at

normal operating conditions.

Mask R-CNN is more robust for detecting small regions like U bolts. Two-stage models

are known to achieve better performance over small objects than one-stage detectors [9].

For bigger regions like insulator detection, marginal difference was recorded between these

model types. At inference, RetinaNet detected objects 3x faster than Mask R-CNN.

Ling et al. [61] detected glass insulator. Porcelain and composite insulators were detected

in [24, 74]. Meanwhile, [84, 103] noted that several insulators with diverse shapes, length

and orientations may support a single transmission tower. A wider range of insulator types

were detected in this Chapter and is useful for automatic tower assessment. Four insulator

types i.e., porcelain, ceramic, glass, and composite were detected simultaneously. The results

also show that multi-task detection improved performance and should be used where possible.

Actual assessment of towers based on the automatically detected components follows in

subsequent Chapters.





Chapter 6

Tower Rating Based on Detected

Inspection Parameters

6.1 Introduction

The two major building blocks of our tower inspection pipeline are instance detection (e.g.,

insulator and U-bolt detection described in Chapter 5) and tower condition classification. A

block diagram illustrating the relationship between the sub-systems is shown in Fig. 1.3. This

Chapter describes the different approaches employed for the tower condition classification

sub-system. This involves the classification of towers based on local regions of its images (i.e.,

the extracted regions of interest). To achieve this, multiple images of a tower were passed

through a detection subsystem to extract insulators and U-bolts. Examples of insulators and

U-bolts regions on tower images are shown in Figs. 5.1 and 5.2, respectively.

Importantly, our method for tower condition classification does not require explicit

labelling of the multiple instances of either insulators or U-bolts. Two methods namely

instance and multiple instance learning (MIL) based classifiers were explored for this problem.

In this application, a tower was presented as a bag of images but with a label Y (tower

condition rating). Varying numbers of images were taken from each tower such that B =
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{X1,X2, · · ·}, B represents a bag and X represents images. Object instances are the condition

parameters such as insulators and U-bolts detected in images.

6.2 Instance-based classification

For instance-based method, a tower’s label was transferred to all the detected sub-image

regions. Image instance classifiers namely ResNet50V2 [36] and EfficientNetB0 [114] were

compared for instance classification. These are standard deep learning models available

in Keras for image classification. In Chapter 4, a ResNet50V2 was fine-tuned for the

classification of tower configuration. In this Chapter, we simply changed the output parameter

of these networks and trained from scratch to classify detected instances as healthy or

unhealthy. In other words, the number of classes for each network was changed to 2 instead

of 1,000 classes for ImageNet dataset. While there are 23M parameters in ResNet50V2,

EfficientNetB0 has only 4M parameters. Stochastic gradient descent (SGD) with initial

learning rate αi = 0.001 was applied. The learning rate was then scaled based on Eqn. 6.1.

α = αi(1−
e

emax
) (6.1)

where αi is the initial learning rate, e is the current epoch and emax is the maximum

number of epochs. At test time, tower was classified by aggregating the class probability

scores of all instances as shown in Fig. 6.2.

6.3 MIL-based classification

Our MIL network makes use of EfficientNetB0 as the base network for feature extraction.

The base network was chosen because it is optimised in terms of network depth, width,

and resolution. It means that the input size determines the scale of the network and hence
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Table 6.1 EfficientNetB0 Architecture

Stage Operator Resolution Channels Layers

1 Conv3x3 224 x 224 32 1
2 MBConv1, k3x3 112 x 112 16 1
3 MBConv6, k3x3 112 x 112 24 2
4 MBConv6, k5x5 56 x 56 40 2
5 MBConv6, k3x3 28 x 28 80 3
6 MBConv6, k5x5 14 x 14 112 3
7 MBConv6, k5x5 14 x 14 192 4
8 MBConv6, k3x3 7 x 7 320 1
9 Conv1x1 & Pooling & FC 7 x 7 1280 1

the numbers of parameters. Table 6.1 shows the architecture of EfficientNetB0 [114]. The

network was implemented in 9 stages. Stage 9 has a 1×1 conv layer, pooling and a dense

layer. We flattened the conv. layer and fed that into a new fully connected (FC) layer with

64-nodes. Two dropouts were applied immediately after the FC layer. Dropout is a technique

to reduce the complexity of a network by randomly dropping some nodes of a layer and

hopefully minimise over-fitting. A second FC with 32-nodes was added and followed by

a set of dropouts. Additional regularisation using L2 (weight decay) was applied. Ilse

et al. [44] presented attention-based MIL pooling, a weighted average of instances with

weights determined by a neural network. We used the attention-based MIL as the final layer.

Fig. 6.1 shows a deep multiple instance learning network with 8M parameters and trainable

end-to-end.

6.4 Training and evaluation

MIL learns bags of representations as opposed to learning individual instances. Algorithm 3

shows the steps for the MIL classification of towers based on all detected instances. Training

and evaluation were carried out on RTX2080 machine with a 10GB GPU memory. Although

this hardware specification is adequate for instance classification as shown in Algorithm 2, it
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Fig. 6.1 MIL-classifier (1) Feature extraction using EfficientNet-B0 [114], (2) Added FC
layers with dropouts, (3) MIL pooling as a weighted average of instances

is challenging for MIL-based classification. It is difficult to know in advance how much GPU

memory will be required for an experiment. The amount of memory available determines for

example, the batch size for image classification task. Our instance classifiers were trained

using a batch size of 8 images with dimensions 224× 224 pixels. Training a MIL-based

network using all detected instances as shown in Algorithm 3 is more computationally

demanding. A bag represents a tower, and the distribution of instances vary across towers.

We could train our MIL network (Fig. 6.1) using bags of 50 images without out-of-memory

(OOM) error. A MIL using bags of 50 selected instances is known as MIL-50. To utilise all

detected objects, which in most cases are 100s, tower bags were split into sub-bags as shown

in Fig. 6.3. Manivannan et al. [70] supports the splitting of a large input image into subsets

for a classification task. Subsets of a fundus camera image are classified and aggregated to

determine the image label. Here, experiments were carried out using sub-bags of 8 instances

(MIL-8) and 16 instances (MIL-16). All tower sub-bags remain within either the training or

testing split to avoid bias. During training using sub-bags, a tower label Y was transferred

to all sub-bags generated from it. Table 6.2 shows a summary of selected network training

parameters.

The classifiers were evaluated using 10-fold cross-validation. There are several methods

used for aggregating bag representation including mean pooling, max pooling, and log-sum-
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Table 6.2 Parameter selection and the values used for tower condition classifiers. The initial
learning rate was scaled by Eq. 6.1

Parameter Instance-based MIL-8 MIL-16 MIL

Size of input image 224×224 2� 2� 2�
Maximum number of epochs 25 2� 2� 2�
Optimisation function SGD 2� 2� 2�
Initial learning rate 0.001 2� 2� 2�
Number of instances per batch 8 8 16 50
Evaluation 10-folds cross-validation 2� 2� 2�

Algorithm 2: Instance-based tower classification
Data: tower
Result: ConditionRating

1 X ←{};
2 N← len(X) ; /* Number of instances for the tower */
3 cr←{};
4 while img ∈ tower do
5 image← imageRead(img) ; /* Read an image of N×N pixels */
6 X ← δ (image) ; /* X = bag of sub-image regions of interest */
7 while inst ∈ X do
8 y← f (inst) ; /* Classify instance as healthy/unhealthy */
9 pos← y(unhealthy) ; /* Score corresponding to unhealthy */

10 cr← pos ; /* Update list of instance ratings */

11 ConditionRating← ∑(cr)
N ; /* Aggregate instance ratings */

exp pooling [44, 122]. In these experiments, tower label, Y was determined using either by

averaging predictions or by using that max of the predictions. Averaging predictions be it for

instance-based or sub-bags is likely to work well where conditions of instances on a tower

are similar. The max operator selects the highest predicted instance or sub-bag probability

as the tower label. Performance was measured using the receiver operating characteristic

(ROC) curve. The ROC shows the relationship between sensitivity and specificity over

different decision thresholds. Sensitivity is the ability of the instrument to correctly predict

positive targets. Specificity on the other hand is the probability of a negative target to have a

negative test result. The resulting ROC curve shows the different operating points for the
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Algorithm 3: MIL-based tower classification
Data: tower
Result: ConditionRating

1 X ←{};
2 cr←{};
3 while img ∈ tower do
4 image← imageRead(img) ; /* Read an image of N×N pixels */
5 X ← δ (image) ; /* X = bag of sub-image regions of interest */
6 if len(X)≤ 50 then
7 ConditionRating← f (X) ; /* Rate bag as (healthy/unhealthy) */
8 else
9 subBags← X

n ; /* n is the sub-bag size */
10 while subBag ∈ subBags do
11 y← f (subBag) ; /* Classify sub-bag (healthy/unhealthy) */
12 pos← y(unhealthy) ; /* Score corresponding to unhealthy */
13 cr← pos ; /* Update list of sub-bag ratings */

14 ConditionRating← ∑(cr)
len(subBags) ; /* Average sub-bags preds. */

instrument. In this experiment, the best operating point was determined using Youden’s

index, J (Eqn. 6.2) [113]. Although Youden’s index is relatively simple to apply, it assumes

equal costs for both false-positives and false-negative prediction and does not take into

consideration the effect of the prevalence of individual class [113].

J = Sensitivity+Speci f icity−1

= True-positive rate+(1−False-positive rate)−1

= True-positive rate−False-positive rate (6.2)

6.5 Testing

The remaining part of this chapter presents the evaluation of the proposed methods. Two

inspection parameters were selected for assessment namely insulators mechanical failure
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Instance-classifierInstance 0

...

Instance 1

output0output1...

Aggregate output

Instance probability scores

Y

Fig. 6.2 Instance-based tower classification

sub-bag0sub-bag1

MIL - classifier

... output0output1...

Aggregate output

Sub-bag probability scores

Tower condition rating

Fig. 6.3 Sub-bags for MIL with limited GPU memory

mode and U-bolts. The classifiers were compared using area under the ROC curve, AUC and

confusion matrices computed at optimal thresholds.

6.5.1 Insulator Failure Modes

Insulators play a critical role in OHL towers. Chapter 5 demonstrated the detection of

insulators and U-bolts from aerial images with reasonable recall and precision. The detection

of these assets is an important step for the automation of routine tower assessment. Tower

ratings are measured by the failure of individual components that they support. There are two

categories of faults on insulators that are visible in an image upon which towers are rated.

The faults can be categorised into electrical and mechanical failure modes. Electrical failure
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modes are faults that reduce or undermine the electrical properties of the device leading to

energy losses, etc. Li et al. [56], Sampedro et al. [103] highlighted regions of insulators with

cracks or chips on insulator sheds or missing sheds in glass insulator type. Examples of this

failure modes are shown in Fig. 6.4. Detecting sub-insulator region like that is important for

the automated inspection of towers but the industry want the classification of this failure at

tower level.

In contrast to detecting missing and chipped sheds on insulators, mechanical rust involves

corrosion (rust) of the entire insulating string as shown in Fig. 6.4 (4 and 5). Corrosion can be

localised around the metal cap or pin and can also affect the entire insulator string. Assessing

the level of rust or corrosion of insulators from aerial images presents significant challenges

arising from scale, illumination changes and sub-types of the components (porcelain, glass,

composite, and ceramic), which must be assessed simultaneously. Jalil et al. [47] reported

a DL method that detected insulator instances as rusty (or not). A total 160 insulators

were extracted from 132 images and augmented by performing series of offline image

transformations of the original insulators [47]. Image augmentation is particularly useful for

challenges like lighting, occlusion, scale, background and can prevent over-fitting the model

but will not cause a model to generalise on a target they have not seen previously [110].

Detection of insulator instances as presented in [47, 56, 103] would need fine-grained

labelling of the assets and that is costly. An alternative to instance condition classification is

to deal with tower level condition rating, which might be more useful.

The criteria for measuring the extent of rust of a tower based on insulators was presented

in Chapter 3. A tower was rated as either CR-1, CR-2, CR-3, CR-4, or CR-5 depending

on the severity of rust on the insulators, with CR-1 meaning as new and CR-5 denoting a

high-risk situation. It is important to emphasise that tower condition ratings are at the tower

level and not at component (i.e., insulator) level. It is the tower that is assigned a condition

rating; no condition labels were available in the database for the individual components on
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Fig. 6.4 Suspension insulator with examples of failure modes: (1) Insulator string. (2) Chips
on insulator sheds. (3) Missing shed. (4 and 5) Severely rusty insulator string.

which the tower ratings were based. The critical decision threshold for this failure mode

lies between CR-3 and CR-4. Towers given ratings of CR-4 or CR-5 will be scheduled

for immediate refurbishment. Therefore, a binary classifier was developed to discriminate

between healthy towers (CR-1, CR-2, CR-3) and unhealthy towers (CR-4, CR-5). Unhealthy

towers are regarded as the positive class for the binary classification task.

As shown in Table 6.3, there are 5,301 towers that do not overlap with those used

for training our insulator detectors. This study is interested in insulators and because

insulators are found around the cross-arm of towers, 3 image categories were used in this

experiment. Specifically, images labelled insulator top, insulator middle and insulator bottom

(see Table 3.5). Both S-type and T-type tower types were selected. There is an average

of 25 images from each tower. For each condition rating, 200 towers were sampled and

classified. Recall that towers rated CR-1, CR-2 and CR-3 are at normal operating conditions

while a those rated CR-4 and CR-5 would be scheduled for refurbishment. Insulators were

automatically extracted from the multiple images of each tower and examples of extracted

regions are shown in rows 1 and 2 of Fig. 6.5. The number of insulator instances across towers

vary depending on the type of tower and the number of images provided. Fig. 6.6 shows

the distribution for 1,000 towers in the data sample and has mean and standard deviation of



90 | Tower Rating Based on Detected Inspection Parameters

(a) A mixture of glass, ceramic, and porcelain insulator types extracted from a healthy tower

(b) A mixture of corroded and non-corroded insulator instances from an unhealthy tower

(c) Typical false-positive detections

Fig. 6.5 Examples of automatically extracted sub-image regions (insulator instances).

82.2 and 75.9, respectively. All the regions extracted were used including glass, porcelain,

composite, and ceramic insulator types. Some towers have a mixture of insulator types. The

extracted regions also include false-positive detection from each tower and examples are

shown in row 3 of Fig. 6.5. Each detected region was then cropped and resized to input size

of 224×224 pixels.

A tower normally would be supported using similar component types and these would

age uniformly. However, new components and sometimes of different designs are introduced

within a tower’s life cycle. The variability of inspection component such as different insulator

types could impact the performance of automatic tower condition assessment negatively.
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Fig. 6.6 Distribution of detected insulators.

Table 6.3 Distribution of towers, images and extracted insulators

Class Sample Sample Detected
Towers Towers Images Insulators

Healthy 4,048 600 15,216 49,290
Unhealthy 1,253 400 10,588 32,933

Total 5,301 1,000 25,804 82,223

Instance-based classification

Fig. 6.7 shows the ROC curves for EfficientNet, achieving 0.94 AUC and 0.90 AUC on

averaging and by taking the max of instance class predictions, respectively. Also, Fig. 6.8

shows the ROC of ResNet, achieving 0.90 AUC and 0.81 AUC based on averaging and max

operators on instance predictions, respectively.

The confusion matrices shown in Table 6.5 were computed at optimum thresholds. The

optimum threshold values for EfficientNet were 0.4182 and 0.9426 for mean and max,
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Table 6.4 Summary of performance: Tower condition classification

Method Network Insulator-based (AUC)
Param. MEAN MAX

EfficientNet 4M 0.94 0.90
ResNet 23M 0.90 0.81
MIL-8 8M 0.90 0.88
MIL-16 8M 0.92 0.91

Table 6.5 Confusion matrix: Instance-based tower classification

ResNet EfficientNet
Healthy Unhealthy Healthy Unhealthy

MEAN
Healthy 516 84 506 94
Unhealthy 75 325 42 358

MAX
Healthy 460 140 487 113
Unhealthy 110 290 46 354

respectively. Whereas, ResNet had 0.4654 and 0.9999 optimum threshold values for mean

and max, respectively. ResNet followed by averaging instance predictions classified 841

towers correctly and misclassified 159 towers. By averaging instance predictions, EfficientNet

classified 864 towers correctly and missed 136 towers. EfficientNet predictions followed by

the maximum of instance predictions predicted 841 towers correctly and missed 159 towers.

ResNet with max classified predicted 750 towers correctly and misclassified 250 towers.

Table 6.6 is an expanded confusion matrix of EfficientNet-based classifier. It shows how the

classification results compare to the ground-truth. Condition ratings CR-1, CR-2, CR-3 are

healthy towers whereas CR-4, CR-5 are unhealthy (positive class).

MIL-based classification

As shown in Fig. 6.3, multiple sub-bags of each tower were classified to utilise all insulator

instances. Fig. 6.9 shows the ROC curves for MIL-8 based classifier, comparing averaging,

and the max of sub-bag predictions. Averaging sub-bags probability scores achieved 0.90
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EfficientNetB0: Tower condition classification

Area under curve (Max) = 0.90
Area under curve (Mean) = 0.94
Optimal threshold (Max) = 0.9426
Optimal threshold (Mean) = 0.4182

Fig. 6.7 ROC curves for tower condition classification: EfficientNet instance-based

Table 6.6 Expanded confusion matrix using EfficientNet

MEAN MAX
Class CR Healthy Unhealthy Healthy Unhealthy

Healthy
1 195 5 186 14
2 169 31 165 35
3 142 58 136 64

Unhealthy
4 30 170 27 173
5 12 188 19 181

AUC while the max produced 0.88 AUC. Table 6.8 shows the confusion matrix computed

at optimum thresholds of 0.5752 and 0.9999 for mean and max, respectively. Averaging of

sub-bags (8 instances) classified 823 towers correctly and missed 177 towers. The classifier
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ResNet50V2: Tower condition classification

Area under curve (Max) = 0.81
Area under curve (Mean) = 0.90
Optimal threshold (Max) = 0.9999
Optimal threshold (Mean) = 0.4654

Fig. 6.8 ROC curves for tower condition classification: ResNet instance-based

Table 6.7 Expanded confusion matrix using ResNet

MEAN MAX
Class CR Healthy Unhealthy Healthy Unhealthy

Healthy
1 187 13 165 35
2 175 25 151 49
3 154 46 144 56

Unhealthy
4 47 153 58 142
5 28 172 52 148

based on taking the max of sub-bags predictions resulted to correct classification of 812

towers while 188 towers were wrongly classified.
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MIL-8: Tower condition classification

Area under curve (Max) = 0.88
Area under curve (Mean) = 0.90
Optimal threshold (Max) = 0.9999
Optimal threshold (Mean) = 0.5752

Fig. 6.9 ROC curves for tower condition classification: MIL-8

As shown in Table 6.4, increasing the number of instances contained in each sub-bag from

8 to 16 instances improved AUC values from 0.90 to 0.92 on mean aggregation. Sub-bags

with more instances are more likely to have positive examples. The ROC curves of the

classifier are shown in Fig. 6.10. Confusion matrices shown in Table 6.8 was computed at

0.4999 and 0.9357 optimum threshold values for mean and max respectively. By averaging

sub-bag (16 instances), the classifier predicted 838 towers correctly and missed 162 towers.

Sub-bag predictions followed by max operation classified 821 towers correctly and missed

179 towers. Further, tower classification results were compared with the original tower labels

in Tables 6.9 and 6.10 for MIL-8 and MIL-16, respectively.
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MIL-16: Tower condition classification

Area under curve (Max) = 0.91
Area under curve (Mean) = 0.92
Optimal threshold (Max)= 0.9357
Optimal threshold (Mean) = 0.4999

Fig. 6.10 ROC curves for tower condition classification: MIL-16

Table 6.8 Confusion matrix: MIL-based tower classification

MIL-8 MIL-16
Healthy Unhealthy Healthy Unhealthy

MEAN
Healthy 493 107 488 112
Unhealthy 70 330 50 350

MAX
Healthy 520 80 462 138
Unhealthy 109 291 41 359

6.5.2 U-bolt Failure Modes

U-bolts are critical asset on a tower as well and are visible on suspension type of towers.

Chapter 4 presented the classification of towers into suspension and tension, which is believed

to be useful for the detection of components. Electrical cables are attached to suspension
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Table 6.9 Expanded confusion matrix of MIL-8

MEAN MAX
Class CR Healthy Unhealthy Healthy Unhealthy

Healthy
1 190 10 190 10
2 160 40 180 20
3 143 57 150 50

Unhealthy
4 43 157 63 137
5 27 173 46 154

Table 6.10 Expanded confusion matrix of MIL-16

MEAN MAX
Class CR Healthy Unhealthy Healthy Unhealthy

Healthy
1 190 10 183 17
2 168 32 163 37
3 130 70 116 84

Unhealthy
4 35 165 29 171
5 15 185 12 188

towers using a system of insulator and U-bolt (see Fig. 6.11). Insulator U-bolts bear the load

of cables suspended by them. Due to corrosion and mechanical erosion at the link point, the

component fails. Electricity network operators assess towers by this failure mode. A failure

at this region would affect the structural integrity of the tower and network.

As described in Chapter 3, tower conditions based on their U-bolts or insulators were

labelled separately for right and left circuits. Typically, the number of circuits on a line

determines the number of insulating points required on a tower. We have single and double

circuit towers in our datasets and to utilise all in our experiments, we combined the right

and left circuits condition ratings by computing the maximum of both circuits. It seemed

reasonable to think that if the left circuit of a tower is at high risk, the whole tower is at risk

and vice versa. This Section demonstrates the classification of towers using automatically

detected insulator U-bolts. Fig. 6.11 shows a tower image with a bounding box overlaid on

insulator U-bolt region.
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Fig. 6.11 Insulator U-bolt

Table 6.11 Distribution of towers and insulator U-bolts (sample)

Class Overall Sample Sample Extracted
Towers Towers Images U-bolts

Healthy 3,324 320 8,663 9,168
Unhealthy 323 320 7,061 10,083

Total 3,647 640 15,724 19,251

Furthermore, U-bolts are visible on suspension (S-type) towers. All S-types towers in

the data set were used including those used previously for training detectors. We re-used

some towers because of the small number of high-risk (unhealthy) class. As shown in

Table 6.11, there are a total of 3,647 S-type towers. We experimented with classification of

towers as healthy (CR-1, CR-2, CR-3) or unhealthy (CR-4, CR-5) in terms of the condition

of their insulator U-bolts. A data set was created for this purpose using a sample of the

suspension (S-type) towers. Only 323 of the 3,647 S-type towers are categorised as unhealthy

so to create a balanced data set, 320 of healthy and unhealthy towers were sampled. Four

towers (1 healthy and 3 unhealthy) were excluded by the detector as not having insulator

U-bolts. The remaining 636 towers had a total of over 15K images in which more than 19K
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Fig. 6.12 Distribution of number of detected insulator U-bolts per tower

Table 6.12 Distribution of insulator U-bolt (overall)

Class Towers Images Insulator U-bolts

Healthy 3,324 87,501 97,128
Unhealthy 323 7,118 10,151

Total 3,647 94,619 107,279

instances (sub-images regions) of insulator U-bolts were automatically detected. Examples

of U-bolt regions were presented in Chapter 5. Table 6.11 gives a detailed breakdown of

the dataset and the distribution of extracted insulator U-bolts is shown in Fig. 6.12. There

is an average of 30 U-bolts detected per tower with 24 towers having between 51 and 88

instances (upper boundary). The number of detected instances depends on the number of

photographs provided for a tower. All automatically detected instances were used in what

follows, including false positive detection. Each detected instance sub-image was scaled,

cropped and zero-padded to 224×224 pixels.
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Fig. 6.13 ROC curves of Instance-based, MIL-16 and MIL-50

MIL-based classification

A MIL was tested by using only selected 50 instances from each tower. The selection was

based on detection probability scores (descending order) of instances. Fig. 6.13 shows ROC

curves for the MIL-based tower classification with sub-bag size of up to 16 insulator U-bolts

(MIL-16) achieving an AUC of 0.89. At optimal threshold of 0.5517, it classified 537 towers

correctly and misclassified 99 towers. Using only selected 50 instances (MIL-50) has an

AUC of 0.90 compared to 0.89 from using sub-bags of 16 and all detected instances.
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Table 6.13 Confusion matrix of tower condition classification (sample)

MIL-50 MIL-16 Instance-based
Class CR Healthy Unhealthy Healthy Unhealthy Healthy Unhealthy

Healthy
1 78 4 81 1 80 2
2 70 10 76 4 76 4
3 104 53 112 45 104 53

Unhealthy
4 28 218 44 202 38 208
5 5 66 5 66 5 66

Instance-based classification

Fig. 6.13 shows the ROC curve for instance-based tower classification. The classifier achieved

an AUC of 0.91. A confusion matrix computed at optimum threshold of 0.53 is shown in

Table 6.13. A total of 534 towers were classified correctly and 102 towers were misclassified.

On the data sample, there is no significant difference in the AUCs of instance and MIL-based

classifiers.

Instance-based network was tested on all 3,647 S-type towers. As shown in Table 6.12,

this data set presents a highly unbalanced distribution of 3,324 and 323 healthy and unhealthy

towers, respectively. The extracted instances of the healthy class are about 10 times larger

than unhealthy examples. Class weights of 1:10 were applied during training to deal with

this class imbalance. Fig. 6.14 shows the ROC curves overall, comparing the mean and

max aggregates of instance predictions. Mean of instance predictions achieved an AUC

of 0.98 whereas the max recorded AUC of 0.94. Table 6.14 shows the confusion matrices.

Table 6.15 compares tower ground truth labels i.e., CR-1, CR-2, CR-3, CR-4, CR-5 with

the predictions. The confusion matrix for mean of instance predictions was generated at

0.32 optimal threshold and that for max was based on a threshold of 0.99. Averaging

instance prediction classified 3,480 towers correctly and missed 155 towers in total. Instance

predictions followed by a max classified a total of 3,220 towers correctly and missed 415.

Mean aggregation works better overall and as shown in Table 6.15, only 4 of the 72 towers
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Fig. 6.14 ROC curves for tower condition classification (overall)

Table 6.14 Confusion matrix of tower condition classification (overall)

Instance-based (Mean) Instance-based (Max)
Healthy Unhealthy Healthy Unhealthy

Healthy 3,191 124 2,937 378
Unhealthy 31 289 37 283

labelled CR-5 were misclassified. Also, 1 tower was misclassified from 865 CR-1 towers.

The classifiers could identify "as new" and "high-risk", which are at extreme conditions.

It would have been disturbing to see serious confusion between these extreme classes. As

expected, more classification errors occurred at the threshold point i.e., between CR-3 and

CR-4.
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Table 6.15 Expanded confusion matrix of tower condition classification (overall)

MEAN MAX
Class CR Healthy Unhealthy Healthy Unhealthy

Healthy
1 864 1 841 24
2 840 7 797 50
3 1,487 116 1,299 304

Unhealthy
4 27 221 34 214
5 4 68 3 69

Results show that although 3,647 S-type towers were considered, 3,635 were classified.

Ninety six percent (96%) of the towers were correctly classified. At instance detection stage,

12 towers were excluded as not having insulator U-bolts. Most of the missed towers are

low voltage towers with pin-type insulators as shown in Fig. 6.15d. This category of S-type

towers is not fitted with U-bolts. So, it is a good thing that the models have learned to isolate

this tower type thereby reducing false positive detection. Fig. 6.15c shows an example of a

human error in which a T-type tower was wrongly labelled as S-type. It is also interesting

that no sub-image region was detected on a T-type tower as they are not supported. Fig. 6.15a

and Fig. 6.15b are indeed S-type towers but were missed. For some reason, insulator U-bolt’s

regions were occluded in all the images provided for the tower in Fig. 6.15a. The tower in

Fig. 6.15b was photographed from long-range. While Fig. 6.15a and Fig. 6.15b are examples

of system limitations, Fig. 6.15d and Fig. 6.15c show some data set limitations.

6.6 Summary

An electricity tower may be classified as healthy or unhealthy based on the condition

parameter. In this Chapter, we experimented with insulators and U-bolts as condition

parameters. These failure modes were highlighted as critical inspection parameters of OHL

towers. Current industry standard relies on manual assessment of multiple insulators on

tower images, which is costly and subjective. Hence, the research efforts to automate tasks
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(a) Occluded insulator U-bolts (b) Long-range tower image

(c) T-type labelled as S-type (Human error) (d) Tower with pin insulators (not supported)

Fig. 6.15 Examples of tower excluded by the detection system

in the inspection pipeline. Two deep learning methods were tested for the classification of

tower conditions from multiple insulator or U-bolt instances. The towers inspected were

drawn from real-world inspection data.

Automatically extracted instances were classified by assigning tower label to each de-

tected instance. The performance of EfficientNetB0 and ResNet50V2 were compared,

achieving AUCs of 0.94 and 0.90 on averaging insulator instances predictions, respectively.

As stated previously, aggregating instance class predictions would work better if the same

type of component is involved and if the failure modes are evenly distributed across instances

as shown in Fig. 6.16. Components installed on the same date would naturally degrade at

the same rate since they would be exposed to similar loads and environmental conditions.

However, it is common to find variations in conditions of insulators on the same tower due to

maintenance and replacement of parts over time. As shown in Fig. 6.17, all the components
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Fig. 6.16 Evenly rusty instances of porcelain insulators.

on a tower could be at different levels of degradation. Aggregating instance class predictions

for such uneven distribution will be counterproductive.

A second approach involves the use of MIL for the classification of a whole tower. This

method classifies a tower as high-risk if at least one instance of the condition parameter is

at high-risk. In this thesis, MIL using all detected regions for each tower was not possible

due to limited GPU memory. Hence, sub-bags of instances from each tower were classified.
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a b c

d e f

g h i

Fig. 6.17 Uneven rusty instances of porcelain insulators supported by the same tower. (b),
(d)-(f) are healthy instances.

Normally, the number of tower views (images) should be controlled to limit the number of

sub-image regions. With such control in place, there may be no need for aggregating sub-bag

class predictions as suggested. A sub-bag of 8 instances was used and each sub-bag remained

within either training or testing split to avoid bias. Increasing sub-bag size from 8 to 16

slightly improved AUC from 0.90 to 0.92 on insulator-based tower condition classification.
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A MIL could be used for tower condition classification and relying on key instances, e.g.,

using insulator U-bolts selected from each tower by means of detection probability scores.

Instance-based outperformed MIL-based method on insulators but there is no significant

difference between them using insulator U-bolts (see Fig. 6.13). However, at 40% false-

positive rate, MIL-50 and instance-based classifiers achieve high sensitivity and clearly

outperformed MIL-16 (Fig. 6.13). The results on 3,647 towers (Fig. 6.14) show that towers

could be reliably classified based on the conditions of insulator U-bolts with up to 98%

certainty.

The results of both instance and MIL based methods are encouraging considering the

variability and diversity of the condition parameters. The methods were evaluated using a

real-world dataset that was not created for these experiments, suggesting the effectiveness of

the automated tower condition classification pipeline. A major contribution of this Chapter

is the classification of OHL towers without explicitly labelling all the instances of either

insulators or U-bolts they support. The following are some useful design considerations.

1. Towers could be single or double circuit and condition labels were assigned to the

circuits separately. In this thesis, a single label derived by taking the maximum

condition rating of both circuits was used.

2. Tower level labels were provided. During training of instance classifiers, a tower label

was transferred to all the instances detected from it and used for instance classification.

3. MIL classifier needs a bag of instances. It is possible to train a MIL using selected

instances from each tower and still achieve good classification results. To utilise

all detected instances, MIL of sub-bags was introduced for training on limited GPU

memory.
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Towers are usually painted to reduce rate of corrosion. Metallic tower structures are

particularly noted for this failure mode resulting to components failure. The classification of

tower paintwork will be investigated in Chapter 7.



Chapter 7

Images-based Classification of Tower

Paintwork Deterioration

7.1 Introduction

Steel towers are painted to protect against direct environmental influence but over time and

depending on location, tower paintwork degenerates turning from a silvery-gray colour to

red, yellow or red-brown. The breakdown of painting on electrical overhead line towers

accelerates components failures such as insulator and U-bolts. Corrosion is further accelerated

by high humidity and as such is more prevalent along coastal lines and in forests. Standard

industry practice to remedy rusty towers is to apply painting to affected towers. With regular

paintings, the useful life of towers can be indefinite [20] but if painting is done too late,

additional surface preparation would be required. It is therefore desirable to identify towers

with this failure mode to schedule for the next refurbishment window. Current approach

involves taking multiple aerial images and classifying the level of paint defects, albeit

manually. It is difficult to manually quantify the area covered by paintwork defects from

images. The process is costly and subjective.
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Fig. 7.1 Paintwork deterioration levels. Rows 1, 2, 3 are examples of towers within normal
paintwork operating conditions and labelled CR-1, CR-2 and CR-3, respectively. Row 4 are
examples of towers at high-risk of paintwork failure - labelled CR-4.

We demonstrated in Chapter 6 that tower conditions can be reliably classified from aerial

images and without explicitly labelling instances of insulators and U-bolts. In this Chapter,

we consider a different condition parameter involving tower paintwork. We leveraged a real

inspection dataset, which is representative tower conditions covering a range of component

types, scenes, environmental conditions, and viewpoints. Multiple images of each tower

were provided but there is one label (condition rating). We assigned the tower label to all

its images and performed supervised learning. Given the high number of images in our

dataset, which is representative of the diverse nature of this failure mode and their inspection

conditions, we aim to determine if paintwork degradation can be learned directly from aerial

images of towers. The main contribution of this paper is the classification of tower paintwork

defects. Learning to associate this failure mode from whole tower images would speed up

processing and eliminate the need for sub-image annotations.
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7.2 Experimental Methods

There are 4 classes of paintwork defects in our dataset. Each class is the condition rating

(CR) of an entire tower structure. Images of towers at different CRs are shown in Fig. 7.1.

Table 7.1 shows the towers and images distribution. CR-1 are tower with relatively new

paintings, CR-2 represents towers with less than 10% paintwork wear, or with primer visible

through topcoat, CR-3 is for moderate paint wear (i.e., between 10% and 50% of defects like

cracking and peeling). The first three classes are within normal operating conditions and

would not pose any risk. CR-4 is a more severe case (high-risk) of paintwork failure with

more than 50% wear or paint peeling, AND/OR any sign of paint blistering with evidence of

severe rust underneath paint. This high-risk category would require urgent painting. Table 7.1

does not include unpainted towers. Paintwork deterioration can affect both suspension and

tension tower types and were used in this experiment. The data set was split into 75% training,

12.5% testing and 12.5% for validation. Considering that multiple images were taken from

Table 7.1 Distribution of towers and images for paintwork classification

Split CR Class label Towers Images

Training

CR-1
Normal

460 26,903
CR-2 1,767 101,631
CR-3 1,500 84,133

CR-4 High-risk (positive) 1,021 45,027

Validation

CR-1
Normal

77 4,588
CR-2 295 16,728
CR-3 250 13,387

CR-4 High-risk (positive) 170 7,586

Testing

CR-1
Normal

77 4,496
CR-2 295 16,623
CR-3 250 14,462

CR-4 High-risk (positive) 171 7,496

Total 6,333 343,060
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each tower, splitting was done at tower level. This ensures that all the images from a tower

are within the same split.

The original images in our dataset have dimensions 5616×3744 pixels and tower struc-

tures are mostly central. We resized each image to input size of 256×256 pixels, making

sure the aspect ratio is maintained. First, we resized along the shorter side of the image

(height) and then cropped along the centre. Parts of the image (mostly the background) were

discarded during cropping leaving substantial amount of the tower structure at the middle

(Section 3.4.1). It is useful practice to add randomness to training data such that the network

samples relatively different sets of images at each step and hopefully avoid over-fitting.

Sub-images (224×224 pixels) were cropped from any random position on the original inputs

(Fig. 3.5). In addition, we applied horizontal flipping and zoomed images by 20%. All input

images were normalised using RGB mean subtraction. Mean subtraction involves computing

the channel-wise mean of all the cropped object images, i.e., mean of red channel, mean of

green channel, and mean of blue channel. The computed mean value was subtracted from

the corresponding channel in each image. RGB mean subtraction is a useful way to reduce

the effect of varying illumination.

There are 6,333 towers in the dataset for training and evaluation of the method. As

shown in Table 7.1, there are 212,667 images from towers that are within normal operating

conditions and 45,027 images of the high-risk class in the training set. Essentially, this is

a binary classification problem with a threshold at CR-3. All condition rating outside the

normal category would be actioned. There is a high class imbalance between the two classes.

It is common for under-representation of the positive class in a binary classification problem.

One way to train a classifier with such challenging class imbalance might be to generate

synthetic data using the original examples to make up for the difference. Tao et al. [115]

generated 996 synthetic images from 60 original images. Alternatively, class imbalance
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could be checked by penalising the loss of the smaller class more than the dominant class.

w j = n/kn j (7.1)

In this experiment, we used a balanced class weights parameter defined in Eqn. 7.1 [88]

during training to penalise the loss of the high-risk class, where w j is the class weight for

class j, n is the total number of samples, n j is the number of samples of class j and k is

the number of classes. The class weights for normal and high-risk classes are 0.6059 and

2.8615, respectively. This implies that the loss of a high-risk class weighs approximately

5 times of the normal class. Eqn. 7.1 may be implemented as a function and called during

training. Alternatively, the computed values could be supplied for training as a dictionary of

class-index and weight pair.

We fine-tuned EfficientNetB0 for tower paintwork classification as shown in the block

diagram (Fig. 7.2). As shown, the base network up to the top convolutional (penultimate)

layer was used. The output of the last conv. was flattened, connected to an FC-layer with 128

nodes, followed by a regularisation term of 50% dropout. This new layer effectively reduces

the dimensionality of the model before a Softmax output. With input size of 224×224 pixels,

the final network has 12M parameters.

Fig. 7.3b shows a modified ResNet [99]. As shown in Fig. 7.3a, there are 4 residual

blocks in the standard ResNet50v2. Each residual block has 3 convolutional layers of 1x1,

3x3 and 1x1, respectively. The residual blocks are based on bottle-neck structure defined by

the number of filters in each convolutional layer, e.g., 64, 64, 256. By stacking up residual

blocks as shown, a deep network with many layers is made (ResNet50v2 has a total of 53

convolutional layers). Instead of the standard ResNet50v2, a custom network with 3 residual

blocks was trained from scratch.
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N x N x 3
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7 x 7 x 1280
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Fig. 7.2 Block diagram of EfficientNet-based model. The top conv. (penultimate) layer was
flattened and used as input to a fully connected (FC) layer with 128 nodes and followed by
dropout. The output is a Softmax activation.

A binary cross-entropy loss function and stochastic gradient descent with momentum of

0.9 were used. Initial learning rate of 0.001 with a step-decay (Eqn.7.2 [99]) was applied,

α = αik
1+e

d (7.2)

where αi is initial learning rate of 0.001, k is a learning rate decay constant = 0.25, e is the

current epoch, and d is the number of epochs before updating the learning rate and is set to 5.
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(a) Building blocks of a standard ResNet50v2
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(b) Building blocks of custom ResNet.

Fig. 7.3 Custom ResNet. (a) Standard ResNet50v2 with 4 residual blocks. (b) Custom
ResNet with 3 residual blocks.

Table 7.2 shows the network training parameters. As shown, the networks were trained

for up to 25 epochs. Training stopped if the validation loss is stagnated for up to 10 epochs.

This is a known as early stopping and is a good way to monitor over-fitting. A batch size of 16

images was used. Instead of 10-fold cross-validation, we used a held-out test set comprising

of 43k images from 793 towers. We consider this number of towers and images sufficient

for evaluating our network performance. Algorithm 4 shows a high-level description of the

system.
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Table 7.2 Parameter selection and the values used for training image classifiers for paintwork
failures. Initial learning rate was scaled according to Eq. 7.2.

Parameter Value

Number of instances per batch 16
Maximum number of epochs 25
Optimisation function SGD with momentum of 0.9
Learning rate 0.001
Loss function Binary cross entropy

Algorithm 4: Image-based tower paintwork classification.
Data: tower
Result: ConditionRating

1 CR← 0;
2 N← len(tower) ; /* Find the number of images for the tower. */
3 while img ∈ tower do
4 image← imageRead(img) ; /* Read an image of N×N pixels. */
5 y← f (image) ; /* Classify image as normal or highRisk. */
6 pos← y(highRisk) ; /* Score of highRisk prediction. */
7 CR :=CR+ pos ; /* Accumulate all image ratings. */

8 ConditionRating← CR
N ; /* Returns the aggregate tower rating. */

7.3 Results

High-risk (i.e., positive) towers, CR-4 were classified against towers within "normal" paint-

work condition i.e., CR-1, CR-2, and CR-3. At test time, the classifier outputs two probability

scores for normal and high-risk classes, respectively. We evaluate by taking the outcomes

under the high-risk class. Tower label was then determined by aggregating the classification

results of the multiple images of each tower. We used either averaging or the highest score

from the set of images from a tower. The aggregate score is considered the final predicted

tower paintwork level.

There are 793 towers in the test set (622 towers within normal paintwork condition and

171 at high-risk). A summary of the classifiers performance on the test set is shown in

Table 7.3. As shown, averaging predictions always performed better than taking a max for all
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Fig. 7.4 ROC Curves of fine-tuned EfficientNet

the classifiers. As stated in Section 7.2, it is useful practice to add randomness to training data

such that the network samples relatively different sets of images at each step and hopefully

Table 7.3 Tower paintwork classification results. A and C were trained using images of
256×256 pixels. B and D used randomly cropped 224×224 pixels of the base input at each
training step.

Classifier Model Input size Cropping Mean Max

A EfficientNetB0 + ImageNet 256 x 256 0.97 0.95

B EfficientNetB0 + ImageNet 224 x 224 2� 0.97 0.95

C Custom ResNet 256 x 256 0.93 0.90

D Custom ResNet 224 x 224 2� 0.95 0.92
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Fig. 7.5 ROC Curves of Custom ResNet

avoid over-fitting. Whereas classifiers A and C were trained using fixed 256×256 pixels,

B and D used crop preprocessing with an aim to add jitter to the original input (Table 7.3).

Training an EfficientNetB0 with inputs of 256×256 pixels produced the same results with

that trained using 224× 224 pixels. However, training ResNets with randomly cropped

inputs improved the AUC score from 0.93 to 0.95 (classifier D). Fig. 7.4 shows the ROC

curves of the classifiers based on fine-tuned EfficientNetB0. As shown in Table 7.4, the best

classifiers A & B predicted 91% of the test towers correctly. Inter-classifier reliability test

shows 96% agreement at optimal thresholds, showing that similar features were learnt by

different networks.
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Table 7.4 Confusion matrices on averaging class predictions

Classifier A (Mean) Classifier B (Mean)
Class Normal High-risk Normal High-risk

Normal 559 63 562 60
High-risk 8 163 11 160

Table 7.5 Expanded confusion matrices

Classifier A Classifier B
CR Class Normal High-risk Normal High-risk

1
Normal

76 1 76 1
2 284 11 286 9
3 199 51 200 50

4 High-risk 8 163 11 160

7.4 Summary

Paintwork deterioration can take place anywhere on metallic tower structures irrespective

of configuration. This failure mode could be visible on pylons of the tower e.g., the lattice

Fig. 7.6 Images of mis-classified towers. All the images in a row belong to the same tower.
Images in Row 1 were labelled CR-1 (Normal class) but mis-classified to be at high-risk.
Similarly, images in Rows 2 to 5 were labelled CR-4 (high-risk) but predicted to be in normal
operating condition.
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(a) Original images

(b) Heat maps

Fig. 7.7 Grad-CAM visualisation. (a) Input images of correctly classified "At-risk" towers,
(b) Corresponding heat maps of at-risk towers predicted with high confidence.

structure and cross-arms. As shown in Figs. 7.1, it can be challenging to quantify the level

of paintwork degradation on tower images. The aim of this Chapter was to determine if

paintwork degradation could be learned directly from whole tower images as it would require

substantial investment to classify parts of tower. We classified multiple images without labels
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Fig. 7.8 Grad-CAM visualisation (difficult heat maps). LEFT: input images, MIDDLE:
corresponding heat maps, RIGHT: overlaid each image with corresponding heat map.

for the local regions. Tower label was transferred to the multiple images taken from it. At test

time, tower label was determined by aggregating image class predictions. We classified the

high-risk towers i.e., those labelled CR-4 versus the rest of the towers (CR-1, CR-2, CR-3),

which are within normal operating conditions. As shown in Table 7.5, the classification

results compare reasonably to ground truths. More towers of CR-3 class were classified as

high-risk than CR-1 and CR-2 as would be expected.

As shown in Table 7.5, classifiers A and B missed a tower rated CR-1, and this was

the same tower in each case. It is encouraging to see that most false-positives occurred for

CR-3 towers, with the false positive rate much reduced for towers labelled CR-2 and CR-1.

It may be costly to classify normal towers as high-risk but will be more costly to classify
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a high-risk tower as normal within an inspection window. Images of some mis-classified

towers (especially where the classifiers were in agreement) are shown in Fig. 7.6. The tower

illustrated in Row 1 of Fig. 7.6 had 48 images in total; it appears to have been painted recently

but was mis-classified as a high-risk tower. Although the pylon is within normal paintwork

condition, we observed that the insulators were rusty, and the images were classified at higher

probability scores. Averaging multiple image-level predictions resulted in high-risk class.

Similarly, all the classifiers were in agreement on eight towers rated CR-4 but mis-classified

to be at normal paintwork condition. The images shown in Rows 2 to 5 of Fig. 7.6 do not

appear to have up to 50% paintwork defect and may be examples of labelling error. Heavy

background clutter is likely to be a contributory factor in some mis-classifications as shown

in Row 3 of Fig. 7.6.

Fig. 7.7 shows class activation mappings of the model on some high-risk tower images.

As shown, all the heat maps in Fig. 7.7 suggest that paintwork predictions were based on the

pylons rather than from background regions (dark corners). Whereas heat maps are a good

way to interpret CNN-based image classification, they can be imperfect in some cases and

therefore difficult to interpret. Examples of cases where the network appeared to struggle are

shown in Fig. 7.8. Row 1 has three regions with defective paintwork marked as A, B, C. The

regions marked "A" was not highlighted as much as "B & C". Also, the model highlighted

what looks like a reflection of corroded part of "C". In Row 2, image region, which is not

part of the pylon was highlighted showing that confusion can come from background.

These results demonstrate the effectiveness of the proposed inspection method for au-

tomatic classification of tower paintwork defects. It also shows that tower level labels are

adequate for paintwork condition rating.



Chapter 8

Automated Tower Assessment System

8.1 Introduction

Electrical overhead line assets are mostly ageing and require continuous assessment and

refurbishment to remain useful. The Condition Based Risk Management model (CBRM) [20]

is a popular network asset management model within the industry. The model allows for

individual components rating and then enables a collective economic impact analysis for

the medium and long term. The main components of CBRM involves aerial survey of the

assets resulting to the selection of "At-risk" candidates for additional assessment. Fig. 8.1

shows a block diagram of the assessment and refurbishment process adopted at the Northern

Powergrid [20]. The model has two stages of assessment that could inform if a tower requires

intervention namely routine and detailed assessments.

Routine assessment is the first step and would normally involve non-intrusive aerial

surveys of scheduled electrical network segments. The result of routine inspection sometimes

would lead to additional detailed investigation, which could then lead to intervention. The

effectiveness of the inspection and refurbishment model would ultimately depend on how

quick and accurate the routine assessment is able to highlight areas of the network to channel

limited resources.
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Fig. 8.1 Tower inspection and refurbishment workflow

8.2 Routine Assessment

This thesis presents the automation of tasks within the routine assessment stage of the

workflow in Fig. 8.1. Automating the process will facilitate the aerial surveys and reduce

the cost of analysing the information from line inspection. There are over fifty inspection

parameters that are critical along a network segment and more specifically on individual

towers. These parameters include vegetation encroachment, line sagging, corrosion on tower

and insulators. We selected three failure modes namely, insulators, U-bolts and paintwork for

the evaluation of our proposed method. Four sub-systems were developed namely tower type

classification, instance detection, tower condition classification and finally, tower paintwork

classification. It is important to highlight that tower labels were provided and not labels for

individual components.

8.2.1 Classification of tower types

Tower type detection is a precursor for identifying individual components. The reason this is

necessary is because the failure modes investigated may be found on some tower type. For

example, to rate a tower on the condition of U-bolts would require identifying suspension

towers only. Ability to filter information and process only what is necessary could lead to

improvement in response time of the routine inspection process. Classification of tower
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Fig. 8.2 Block diagram of automated routine assessment system. (a) Tower type classification,
(b) Detection of instances of insulators and U-bolts, (c) Tower condition classification and
(d) Tower paintwork classification.

types was described and evaluated in Chapter 4. It is often the case that components such

as U-bolts and insulators are found around the cross-arms instead of body and foot regions.

Therefore, a first step to analysing a tower defect based on instances of these components

would require filtering images with cross-arms, i.e., S and T images as shown in Fig. 8.2, (a).

8.2.2 Automatic detection of insulators and U-bolts

As shown in Fig. 8.2, (b), instance detection used images identified as S and T. Considering

that multiple images of the tower are taken during an aerial survey, it is important to filter

images of tower regions that are likely to have the object of interest. If the inspection
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parameter is to identify concrete muffs on the foot of towers, it would be unnecessary to

compute images of tower peak.

Chapter 5 presented two CNN-based detectors (Mask R-CNN and RetinaNet) for this

application and RetinaNet achieved AP of 96.4%, which is comparable to the two-stage

model. In addition, RetinaNet achieved a run-time speed that is 3× faster than Mask R-CNN.

The utility of Fig. 8.2, (b), was demonstrated in Chapter 6 in which insulator and U-bolt

instances were detected from towers images that are disjoint from those used in developing

the detection networks.

8.2.3 Tower rating using detected instances of insulators and U-bolts

As shown in Fig. 8.2, an instance detector was used to extract components like insulators

in all the images of identified tower types. The detected regions were then cropped, resized

and padded with zeros to form a bag of instances and used as inputs to tower condition

classification (Fig. 8.2, (c)).

In this thesis, we focus on insulators and U-bolts as exemplar cases of components of

interest. As mentioned in Chapter 6, tower condition ratings are at the tower level and not at

the instance level. It is the tower as a whole that is assigned a condition rating; no condition

labels were available in the database for the individual components on which the tower

ratings were based. The critical decision threshold lies between CR-3 and CR-4. Towers

rated CR-4 or CR-5 will be scheduled for immediate detailed intrusive inspection to ascertain

the level of intervention.

Two methods for developing tower condition classifiers from bags of component instances

were compared. A first approach uses an instance classifier by training using class labels

transferred from the tower to each of its instances. At test time, a tower is classified by

aggregating instance classifications. This approach is likely to work well when the instances

on a tower are in similar condition. A second approach employs multiple instance learning
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(MIL) to train a tower classifier based on the bag of instances. This could be of benefit when

the instances on a tower are in varied condition and what matters is the condition of the worst.

MIL learning can be resource-intensive so we experiment with a trade-off in which MIL

classifiers are trained on sub-bags and their predictions aggregated. Instance-based classifiers

outperforms the MIL of sub-bags techniques described in this thesis.

8.2.4 Images-based classification of tower paintwork deterioration

Fig. 8.2, (d) classifies towers based on the degradation of paintwork. This sub-system accepts

whole tower image as input to determine if the tower is at high-risk. The utility of this

sub-system was demonstrated in Chapter 7 using over 300k images from 6,333 towers.

Aggregating predictions of multiple images of each tower improved classification results.





Chapter 9

Conclusion and Future Work

9.1 Summary of Contributions

Deep learning methods have proved to provide useful tools capable of learning image

representation such as presented in this thesis. Assessing OHL tower conditions from aerial

images is a challenging task. Considering the vast number of images to be inspected, the

proposed methods can provide prognostic information and ultimately facilitate faster and

cost-effective results.

The main contributions of this thesis are:

1. Classification of tower functions as precursor for asset inspection: Chapter 4

presented the classification of towers as suspension or tension. This could be considered

as a prerequisite for tower condition classification. The classification of towers as

suspension or tension might be helpful for identifying components on a tower. The

study revealed the characteristics of images that led to good classification results.

Images that are close-up, clear and with single towers contributed to successful results.

In contrast, images with multiple towers, long-range and cluttered background were

responsible for mis-classifications.



130 | Conclusion and Future Work

2. Detection of insulators and U-bolts: Chapter 5 investigated automated extraction of

OHL assets for condition assessment. This is the first published work on automated

detection of U-bolts from aerial images. We found that multi-task detection improved

performance and should be used.

3. Tower condition classification: Instances of condition parameters on the tower namely

insulator mechanical rust and corrosion of insulator U-bolts were investigated in

Chapter 6. It demonstrated that failure modes of OHL towers could be reliably

classified from aerial images. Tower classification could be achieved without explicitly

labelling all the instances of the condition parameter. Importantly, while existing

studies classified sub-image regions of towers representing either insulators or U-bolts,

we classified a whole tower. Our approach achieved tower condition classification

without explicitly labelling instances of the condition parameters. We show that tower

level labels are adequate for the task thereby reducing the requirement of fine-grained

data annotation.

4. Single label for dual circuit towers: Tower condition ratings based on insulators

and U-bolts were provided separately for left and right circuits. Left circuit denotes

components on the left when facing the tower structure. Components on the right of

the tower view belong to the right circuit. However, there are single circuit towers in

the industry dataset used in our experiments. For dual circuit towers, we used a single

label by picking the highest condition ratings. Combining condition ratings enabled

the inspection of both single and double circuit towers simultaneously. This would

speed up analysis and ensure a more generic system.

5. Classification of tower paintwork deterioration: Previous methods classified lo-

calised parts of a tower with paintwork defects. It would require a substantial invest-

ment to annotate all parts of a tower with this defect. We classified multiple images
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without labels for the local regions and aggregated image class predictions. The results

demonstrate the effectiveness of the proposed inspection method and that we do not

need to annotate every region on a tower with paintwork failure.

9.2 Limitations

There are some limitations arising from the data set and the assessment pipeline.

1. Tower condition classification considered identifying assets that are at risk against

those within normal operating condition to facilitate processing. Condition ratings

were merged using CR-3 as threshold point such that CR-4 and CR-5 are positive and

CR-1, CR-2 and CR-3 are treated negative class. This will direct efforts and limited

resources to additional intrusive or non-intrusive assessment. It will be useful to detect

condition ratings separately.

2. High voltage towers are managed on individual circuit basis. The methods discussed

in this thesis classified the tower and would require additional information to identify

condition parameters on circuit by circuit basis.

3. Classification of sub-bags was a work-around for learning a MIL with limited GPU

memory. Tower label was determined by aggregating sub-bags predictions. The

amount of memory available determines for example, the batch size used for image

classification task. We experimented with inputs of 224× 224 pixels and handling

bags of all extracted object instances per tower resulted to out-of-memory (OOM)

error. Therefore, our MIL was trained using sub-bags of instances.

4. The images used in our experiments were taken using helicopter services, but our

method could be deployed from a UAV. These are different aerial platforms with

different flight pattern and speed which might affect image quality.
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9.3 Future Work

The last two decades have witnessed a high volume of research focusing on the use of

image processing techniques including deep learning for applications in many domains and

specifically for the automation of OHL assets inspection. Research has demonstrated that

deep learning can deliver high precision in image analysis for detection, classification, and

segmentation tasks. Often, there is a lack of properly labelled data in the right quantity

to satisfy the requirement of DL methods. There is need for a standardised public dataset

of OHL inspection to promote industry-wide collaboration and improvement of inspection

methods.

Current inspection pipelines for electrical line surveys capture aerial images from he-

licopters. However, the literature reviewed shows a trend towards the replacement of heli-

copters with safer, more flexible, and cost-effective aerial platforms such as unmanned aerial

vehicles (UAV). A few hours of helicopter inspection service could buy a fully equipped UAV.

In addition to lower cost, they are small and more flexible for aerial photography. The use of

UAVs for aerial photography could lead to quick collection of short-range OHL assets data.

The advantage of short-range images is that objects, especially smaller components could

be reliably identified/detected. However, there might be issues arising from remote piloting

the aircraft. UAV autonomy may improve the capacity for sensing overhead lines. Object

tracking, collision detection and avoidance are examples of useful features to be considered

for the inspection pipeline. DNOs are looking at the demands of the future with digitisation

and automation of OHL inspection as major drivers for efficient energy service delivery.

The methods presented in this thesis were based on tower images taken from helicopters.

We assume that because of size of the aircraft and safety concerns, photographs would have

been taken at reasonable distance from the towers. There could be some performance issues

when deployed on a different platform because of the variation in flight patterns and image

quality. There are techniques for enhancing image quality, which can be built into the image
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analysis pipeline for data correction functions. For example, [12] enhanced blurred images

using Super-Resolution Convolutional Neural Network (SRCNN) before detecting insulators

from could be a useful improvement for the proposed tower assessment pipeline.

We used Python programming, Tensorflow and Keras deep learning frameworks. Hard-

ware include an NVIDIA RTX2080 GPU with 10GB memory and 4TB storage. Multiple

instance learning is computationally demanding. Our deep MIL network has 8M parameters

and MILs are generally demanding. All the data elements of each tower should be treated as

a batch (bag). In our example, a bag with 50 images of size 224×224×3 pixels could be

accommodated without out-of-memory (OOM) errors. The number of components processed

for each tower depends on the number of images sampled from it. Some towers in our dataset

were photographed 100 times resulting in the detection of too many instances of insulators

and U-bolts. Extracting up to 600 instances per tower may not be required for the task. It

would be useful to know how many instances are required to achieve good result. The MIL

classifiers might improve if all instances were used simultaneously instead of aggregating

sub-bags.

There are several components inspected by distribution network operators on the tower.

We proposed methods for automated inspection of towers and evaluated the techniques using

several tower failure modes i.e., tower paintwork defects, rusty insulators, and U-bolts. We

demonstrated that tower conditions can be efficiently classified and show that deep learning

is effective for analysing tower aerial images. Furthermore, the thesis found that fine-grained

annotations of towers are not required to achieve good results. Tower labels are adequate

for assessing different tower failure modes thereby reducing the cost of the inspection.

Identifying towers at risk as presented provides pointers to areas of immediate attention but

cannot highlight individual tower condition ratings. Identifying individual classes of tower

conditions is important especially for projecting the remaining useful life of the asset.

Therefore, future work will focus on the following:
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1. Development of multi-class classifiers to identify individual condition ratings.

2. Development and testing used images acquired using the similar protocols i.e., heli-

copter service, weather condition and camera settings. It might be useful to demonstrate

the usefulness of the integrated tower assessment system using data from a different

platform e.g., unmanned aerial vehicles, to check for generalisation of the method.

3. Datasets in this application domain are private and that makes it difficult for researchers

to evaluate and compare methods. It will be useful to have a publicly available dataset

for this application.

4. Compare more CNNs for the task of instance detection and tower classification, and

the effect of different sample sizes on performance.

5. We used EfficientNet as a base network for our MIL classifier. Future work could

experiment with other lightweight networks.

6. The first option for solving our MIL problem would be to increase GPU memory capac-

ity from 10GB to say 24GB. This memory capacity might be sufficient to experiment

with bags of 256 object instances. Gao et al. [25] found that a batch of 256 images

of the same size would need 24GB of GPU space while training a ResNet50, which

provides a starting point for further investigation.

7. There are alternative data processing services like Google Cloud AI, Azure, and

Amazon AWS ML, which could speed up training of the MIL classifiers. However,

because the dataset used in this thesis is the private property of NPG, a written

permission will be required to explore this option.
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BCN001 T 2 N 1 5 3 N 1 5 3

BCN002 T 2 N 1 5 3 N 1 5 3

BCN003 S 2 N 2 5 3 N 2 5 3

BCN004 S 3 N 2 5 3 N 2 5 3

BCN005 T 2 N 1 5 3 N 1 5 3

BCN006 S 2 N 2 5 3 N 2 5 3

BCN007 S 2 N 2 5 3 N 2 5 3

BCN008 T N N 1 5 3 N 1 5 3

BCN009 T 4 N 1 5 3 N 1 5 3

BCN010 S 3 N 2 5 3 N 2 5 3

BCN011 T 2 N 1 5 3 N 1 5 3

BCN012 S 2 N 2 5 3 N 2 5 3 B10K0564
BCN013 T N N 1 1 1 N 1 1 1

BCN029 T N N 1 1 3 N 1 1 3

BCN030 S N N 2 4 2 N 2 4 2

BCN031 S N N 2 3 2 N 1 3 2

BCN032 S N N 2 2 2 N 2 2 2

BCN033 S N N 2 2 2 N 2 2 2

BCN034 S N N 2 2 2 N 1 2 2

BCN035 T N N 1 1 3 N 1 1 3

BCN036 S N N 2 2 2 N 2 2 2

BCN037 S N N 2 2 2 N 2 2 2 B10K1041
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