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Abstract

Background: A Trusted Research Environment (also known as a Safe Haven) is an environment supported by trained staff and
agreed processes (principles and standards) providing access to data for research whilst protecting patient confidentially.
Accessing sensitive data without compromising the privacy and security of the data is a complex process.

Objective: This paper presents the security measures, administrative procedures and technical approaches adopted by TREs.

Methods: We contacted TRE operators, 20 of whom, in the UK and internationally, agreed to be interviewed remotely under a
non-disclosure agreement and to complete a questionnaire about their TRE.

Results: We observed many similar processes and standards which TREs follow to adhere to the Seven Safes principles. The
security processes and TRE capabilities for supporting observational studies using classical statistical methods were mature and
the requirements well understood. However, we identified limitations in the security measures and capabilities of TREs to
support “next-generation” requirements such as wider ranges of data types, the ability to develop artificial intelligence
algorithms and software within the environment, the handling of big data, and timely import and export of data.

Conclusions: We found a lack of software/automation tools to support the community and limited knowledge of how to meet
next-generation requirements from the research community. Disclosure control for exporting artificial intelligence (AI)
algorithms and software was found to be particularly challenging where there is a clear need for additional controls to support
this capability within TREs.
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A Review of Trusted Research Environments to Support 
Next Generation Capabilities based on Interview Analysis

Sanaz Kavianpour, James Sutherland, Esma Mansouri-Benssassi, Natalie Coull, Emily Jefferson

Abstract
Background: A Trusted Research Environment (also known as a Safe Haven) is an environment
supported by trained staff and agreed processes (principles and standards) providing access to
data  for  research  whilst  protecting  patient  confidentially.  Accessing  sensitive  data  without
compromising the privacy and security of the data is a complex process.
Objectives: This paper presents the security measures, administrative procedures and technical
approaches adopted by TREs.
Methods: We contacted TRE operators, 20 of whom, in the UK and internationally, agreed to be
interviewed  remotely  under  a  non-disclosure  agreement  and  to  complete  a  questionnaire
about their TRE.
Results: We observed many similar processes and standards which TREs follow to adhere to the
Seven  Safes  principles.  The  security  processes  and  TRE  capabilities  for  supporting
observational studies using classical statistical  methods were mature and the requirements
well understood. However, we identified limitations in the security measures and capabilities of
TREs to support “next-generation” requirements such as wider ranges of data types, the ability
to develop artificial intelligence algorithms and software within the environment, the handling
of big data, and timely import and export of data.
Conclusions:  We  found  a  lack  of  software/automation tools  to  support  the  community  and
limited knowledge of how to meet next-generation requirements from the research community.
Disclosure control for exporting artificial intelligence (AI) algorithms and software was found
to be particularly challenging where there is a clear need for additional controls to support this
capability within TREs. 

Keywords: Data Safe Haven, Health Data Analysis, Trusted Research Environment (TRE)

1 Introduction
A  Trusted  Research  Environment  (TRE),  also  known  as  a  Data  Safe  Haven,  is  a  secure
environment designed for  approved, and named  researchers to access sensitive data, where
access  to  specific  datasets  is  provided  to  approved  research  projects.  To  protect  the
confidentiality and privacy of the data, TRE providers and researchers using the environments
generally follow a set of TRE principles. Such principles have developed over time, for example
the  Scottish  Safe  Haven  Charter  and  the  Health  Data  Research  Alliance  Trusted  Research
Environment Green Paper [1-3].
The objective of a TRE is to provide safe and trustworthy access to data for research. Controls
are generally applied to both the import and export of data to protect the privacy of subjects
and the integrity of the environment itself.  Within the secure environment, researchers can
analyse this data using a set of advanced analytics tools, for example R and SPSS. Some TREs
also offer the researcher the capability to program within the environment and support the
development of new Artificial Intelligence (AI) and to apply Natural Language Processing (NLP)
for the analysis of unstructured text.
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Many of the first TREs were developed to host health data. For example, in the United Kingdom
(UK) there are several TREs that were established to host health records from the National
Health Service (NHS), the publicly funded healthcare system of the UK [4-8]. A similar model
has since been adopted to provide secure access to many other non-health datasets [9-11].
Many TREs now regularly hosts both health and non-health data.
Providing researchers with access to sensitive data sources without compromising the privacy
and  security  of  the  data  is  a  complex  process.  Historically  TREs  have  mainly  supported
observational studies on text-based structured data using standard statistical packages. There
is a growing requirement from the research community (academic and industrial) for TREs to
provide additional capability beyond simple support for observational data statistical analysis,
but  without  compromising  the  security  or  privacy  of  the  data.  Here  we  term  these
requirements Next Generation TRE capabilities. These include: 

 Support for big, non-structured data (such as genomic and imaging data which can be
several terabytes in size)

 Ability to parallelise computational jobs to either a High-Performance Computing (HPC)
cluster or GPU farm

 Support for software development within the TRE
 Freedom to install software packages of researcher choice
 Ability  to  export  software  and  artificial  intelligence  (AI)  algorithms  from  the

environment
 Ability to connect to certain internet locations, e.g. code repositories (GitHub)

This  research  aims  to  understand  the  state-of-the-art  in  supporting  next  generation  TRE
capabilities, understand the existing technical security measures that have been adopted and
how widely, and understand the limitations in existing controls and processes, where active
research is required to develop novel methods.
The findings are based on interviews conducted with fifteen TRE providers in the UK and five
TRE providers across Canada, Australia, and Europe. Each interview took approximately two
hours, using a set of questions that were designed to cover TRE controls and next generation
capabilities (see Appendix A).
Building upon the five safes model [12], the recent HDR UK Green Paper [2] describes 7 “Safes”:
Safe people, Safe projects, Safe setting, Safe computing (an extension of Safe setting), Safe data,
Safe outputs, and Safe return (extending the TRE definition). This research focuses on a subset
of the controls which would support next generation TRE capabilities (data, outputs, settings,
computing, and people). Table 1 provides a summary of the topics that were discussed with the
participants during the interview, under each of our subset of the 7 Safes.
The interview participants were recruited mainly from the technical TRE infrastructure teams.
A Non-Disclosure Agreement (NDA) was signed by the project parties, to provide assurance for
any participants who chose to disclose information of a confidential or proprietary nature. We
have anonymised the responses in this paper and grouped the responses under the different
Safes.  Where  relevant,  we  also  present  our  analysis  of  the  TRE  limitations  identified,  and
recommendations that we believe could help. In Section 7, the participants' recommendations
for TREs improvement are explained. The paper concludes the features that are significant to
improving next generation TRE capabilities in section 8. 
Table 1. Safes and Discussion Points

Safes Discussion Points 

Safe Data  Tools and techniques used to  manage and reduce the potential
risk of re-identification by applying disclosure control to all data
imported to the TRE

https://preprints.jmir.org/preprint/33720 [unpublished, non-peer-reviewed preprint]
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Safe Outputs  Types of data that can be exported from the TRE.
 Future plans to enable export of additional types of data. 
 The process used for checking disclosure control  on data to be

exported, including frequency, restrictions.
 Software, and any manual checks used for disclosure control.

Safe Settings
 

 Standard build of the TRE (including computing power, operating
system, and software).  

 Maximum computing power offered to TRE “power” users.
 Security measures employed to mitigate the risk of unauthorised

access, data loss, and misuse.
 Rules regarding the importing of data or code (including libraries)

into the environment.
 Support for federated queries of data from external sources.

Safe
Computing

 Use of private or public cloud.

Safe People The controls put on the people who use the TRE, and whether access
to the environment must be via a recognised “trusted” organisation.

2 Safe Data 
The principles of Safe Data relate to the data allowed to be imported to the TRE. Good practice
indicates  that  such  data  should  be  of  high  quality  and  pseudonymised/anonymised  [2].
Researchers accessing the TRE should only be able to access data necessary for their research
project: the work of protecting data begins by applying Disclosure Control to control and assess
data provided to the researchers within the TRE,  before a second pass at  the export  stage
regulates  the  data  those researchers  are  allowed to  disclose  publicly within  their  research
output.
Many TREs provide a service to link and anonymise data from different data sources.  Such
research projects often require data governance approval before researchers can access the
data.  TREs often require researchers to sign Data User Agreements, which reinforce the rules
and consequences for  violations.  During the interviews,  participants were asked to  discuss
existing  tools  used  to  support  Safe  Data  and  discuss  views  on future  solutions.  These  are
discussed below.

3.1 Breaches or Near-Miss Incidents 

Each TRE participating has processes in place for handling data breaches, including reporting
them to the appropriate authorities when required. None reported any actual reportable data
breaches. Two of the participants acknowledged that there could be breaches of procedures
(these are different to data breaches and do not need to be reported to the ICO),  where a
researcher may request to export data that is not permitted, perhaps due to researcher error. In
these  cases,  the  procedural  breach  would  be  addressed  with  a  process  for  review,  formal
warning  and  retraining  if  necessary.  One  TRE  described  an  incident  in  which  a  field  that
normally  contains  facility/hospital  names  was  provided  to  a  researcher,  and  some  records
included private addresses in this field. This data was then retracted, and the data resupplied
with a placeholder for private addresses. In this example the data was not released outside of
the TRE, but researchers did see the potentially identifiable data within the TRE environment. 
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2.2 Tools/Techniques Used to Manage the Risks of Re-identification

Most participants do not rely on special purpose disclosure control tools, but on their analysts’
knowledge  and  communication  about  the  purpose  of  the  project,  and  nature  of  the  data.
Ultimately, TREs exist with the aim of providing “Safe Data” sufficient for the project’s needs.
Generally, patient IDs are replaced with either safe-haven or project specific identifiers; where
possible,  other  identifying  information  is  redacted  or  reduced  in  resolution,  for  example
replacing a date of birth with a year or month of birth. The combination of data across projects
is not allowed, and made impractical through the use of project-specific pseudonyms in place of
original identifiers.
Four  participants  explicitly  measure  disclosure  risks  at  the  import  stage  for  each  project,
though  all  participants  acknowledged  that  disclosure  risk  is  an  important  factor  when
evaluating a new project application. As part of this process, one TRE has all data scrutinised by
an external organisation, using the k-value (the minimum number of individuals sharing any
combination of identifying characteristics) to quantify the re-identification risk for each dataset
[13].  For  example,  a  dataset  classifying  patients  by  age  and  gender  with  a  minimum of  4
patients in each category has k=4. Grouping patients into larger age bands would raise the k-
value, reducing risk at the expense of reduced data resolution. TREs apply a similar measure as
part  of  the  export  process,  usually requiring a minimum of 5-10 individuals  in  any output
grouping to ensure no individual can be re-identified, as detailed in section 3.2.
Four participants reported using tools to support checks in the import and export process. 
Each used a different tool: 

 SDCMicro, (as discussed in Section 2.6) is a free R-based open-source package which
assesses the risk of a data set containing identifiable data using various risk estimation
methods [14]. 

 Privitar’s Data Privacy Platform product applies user-defined policies for filtering and
transforming data, including adding random ‘noise’ to numerical values in configurable
ways to reduce identifiability [15].

 The Custodix Anonymisation Services (CATS) de-identification platform [16] provides
both assessment and de-identifying transformation of various types of data (e.g., CSV,
DICOM).

 Privacy Analytics Risk Assessment Tool (PARAT) [17] is used by one TRE to risk-assess,
redact and de-identify source data and also to assess export requests.

While some TREs use existing tools, the costs involved with proprietary tools were a deterrent
for many TREs, which did not feel that the cost could be covered by research funds.
 Recommendations: There is a need for affordable tools that can be used in TREs to support de-
identification of data and assess the risk of re-identification; in particular, building on existing
use of the free SDCmicro toolkit should be considered. Data identifiability is not binary [18],
and data can be identified indirectly by combining attributes, known as a triangulation attack
[19].

2.3 Watermarking Used to Preserve Health Data Privacy 

Digital watermarking [20] is embedding subtle identification information into data, sometimes
used to trace unauthorised copying of multimedia data, databases, maps and text files. This was
discussed with the participants: none use it at present, though two felt it could potentially be a
useful control, another stated that it could be useful if the data is shared without the existing
controls.
Limitations: Since watermarking entails modifications to the data, albeit subtle, there will be a
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risk of causing problems in any analysis done on such modified data. An intentional spelling
error, colour change or movement of a landmark may be harmless in cartographic data, but this
is more difficult with medical data: a slight shadow on an X-ray could be taken as a significant
symptom, an altered dosage from 25mg to 26mg might be an obvious anomaly.
Recommendations:  Although watermarking technology does not help to preserve privacy or
secure a TRE, it may be valuable in tracing breaches should they occur. This should be further
explored.

3 Safe Outputs 
Participants were asked which data types can be exported from their TRE and what controls
are placed on the export of data.  These checks are more extensive than for imported data,
adding checks  for  deliberate  attempts  to  hide  data  e.g.,  no  white  text  in  the  document,  or
embedded in Stata code, as well as generic checks on the actual data going further than the
input checks: usually an absolute prohibition on data regarding any individual (“row-level”).
 Generally,  the researcher explicitly requests the export of specific  files,  and these are then
reviewed by TRE staff,  and in some cases other relevant external  parties,  for example data
owners,  prior to permission to export being granted. All participants have instructions that
document the manual checks required. The team determines the extent of checks required at a
data or project level based on the sensitivity of the data. For example, openly available, public
data sets would not typically require an independent referee,  but clinical  data may require
more consideration. For highly sensitive data, more than one member of the review team may
be required to check each file.
The checks needed varied between TREs and sometimes between projects, depending on the
nature of the data,  including how sensitive it  is  and whether it  was consented or not,  with
release criteria being agreed between data owners and TRE operators, sometimes consulting
with  research  teams  for  specific  situations,  then  enforced  by  TRE  staff.  Many  TREs  have
developed  a  rule-based  framework to  categorise  projects  and  data  into  specific  types.  For
example, open public data could be exported with minimal checks, while for clinical data only
aggregate  level  summary  data  could  be  exported.  Others  used  a  simpler  ‘one  size  fits  all’
approach.

2.1 Export of Individual Level Data

Generally, export of row or individual level data is only permitted for projects where the data is
open data already in the public domain, or where specific consent had been provided by the
research participants to collect and share the data. In the latter case, respondents indicated
that the data controller was most likely to be the PI of the project and they would typically
utilise the TRE to securely manage access to their data by the different researchers involved in
the  project  but  would  choose  not  to  place  restrictions  on  data  export.  Otherwise,  only
aggregate statistics can be exported.

3.2 Export of Aggregate Level Statistical Analysis

Most TREs only allow export of aggregate level statistical analysis. For example, in clinical data
projects where the Data Controller is an NHS board/trust, researchers are not permitted to
export any data relating to specific individuals (even if pseudonymised). 
All participants indicated that their TREs allow the export of aggregate level data as graphs or
tables, with a minimum number of data points in any table cell or graphical output to reduce
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the probability of re-identification of data from small sample sizes (“small cell risk”). Seventeen
of the participants have set policies in place: seven of the participating TREs use a minimum of
5 individuals in a cell, with two TREs using 10 and eight more varying the limit depending on
the context of the research, and the nature of the underlying data. 
It was acknowledged by all the participants that there was a potential risk of re-identification if
enough data points are exported from the TRE, known as jigsaw identification or triangulation
[21]. While there is a clear need for researchers to export aggregate level statistical analysis,
the mitigations employed for these risks vary across different data sets [3]. There are software
tools that can be used to estimate the probability of re-identification, discussed in Section 2.2.
Introducing new types of data as export options brings new risks, particularly AI models and
software where statistical analysts will be unfamiliar with the nature of such files and manual
inspection is ineffective as well as difficult and time-consuming, introducing new security risks.
Data could be intentionally concealed within such files,  recovered by a third party from an
exported model created innocently through means such as membership inference attacks [22]
or,  with some inside knowledge or collusion with a researcher,  inversion attacks to deduce
additional information about the training data [23].
In the rest of this section, we discuss the different data types that can be exported from the
participants’ TREs, and how this is managed. 

3.3  Export of AI Algorithms, Software, and Scripts

Participants  were  asked  about  policies  regarding  the  export  of  software  and  AI  models
developed within their TREs. Five do allow export of AI models, eight specifically prohibit this
and five more are prepared to consider it in future. 
Some participants also plan to support the export of R and Stata scripts in the future, providing
they had in place a suitable process for reviewing.
Fourteen TREs permit exporting software source code developed within the TRE. None have
been asked to allow compiled executables; two are prepared to consider this with safeguards,
most rule this out as too risky. It should also be entirely avoidable, however, by developing the
source code outside the TRE then deploying into the TRE for testing [24]. 
Limitations: Many participants indicated that checking algorithms, software and scripts is very
challenging,  as  a  malicious  individual  can  “hide”  individual  level  data  within  the  files.  For
example,  the weights of  an AI algorithm are a  set  of  numbers  and sensitive data could be
embedded in them. This is very difficult to detect, especially if a malicious user disguises the
data.  It  is  also possible  to  include individual  level  data inadvertently,  for  example  if  the  AI
algorithm is over-trained, and the weights correspond to the data underneath, or if an R-script
incorporates  the  underpinning  data.  Checking  a  substantial  software  project  manually  is
unrealistic.

Recommendations: Developing AI models in TREs without compromising patient privacy
requires tools such as those proposed by [25,26] to quantify their risk and vulnerability to
attacks (for example Membership Inference attacks [27,28],  De-anonymisation attacks [29],
Reconstruction  attacks  [30],  Model  Extraction attacks  [31,32],  and Model  Inversion attacks
[24,33]) and consider integrating privacy mechanisms in the model development to counter
these  attacks  [34].  Best  practices  guidelines  can  also  help  users  design  robust  and  safe
algorithms, including through auditable and explainable AI [35].  Software tools to check for
non-malicious export  by comparing individual  data  within the TRE to  the  export  files  is  a
possibility, but such tools are not currently routinely used by any of the TREs. Barriers to their
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usage by TREs include the attack-specific nature of such tools and their high price. For software
development (as opposed to AI models, where the training data is an essential input to the end
product) exporting the software from the TRE can be avoided entirely by developing outside.

3.4 Automation of Data Export Checks

Although  software  could  theoretically  be  used  to  facilitate  the  data  export  process,  no
participant  believed that  software could currently  replace  the role  of  humans for  checking
export files. One participant questioned whether it would ever be feasible to fully automate all
aspects of the process, largely due to concerns about trusting software to do all the necessary
checks  without  human  oversight. Many  participants  felt  that  the  software  available  is  not
currently mature enough to manage all the risks, and humans are better at the task, however,
they indicated that they would be willing to incorporate software of this nature into the process
in the future as the technology evolves.
Two participants reported using automated tools for export checks. One, as noted in section
2.2, used the proprietary PARAT product; another used a simple in-house tool to detect the
project-specific identifiers they use, but the main disclosure checks are manual. At present, use
of automated tooling seems more prevalent on import than export checks.
Limitations:  Manual  checks  are  time  consuming  and  error-prone,  with  a  risk  of  missing
concealed data (steganographic, white-on-white text, undo buffers) as well as causing delays in
data release.  Although the participants acknowledged that the current DC process could be
enhanced  with  automated  tools,  there  remains  significant  concerns  with  relying  solely  on
technology to check export requests, based on the potential ramifications for any unapproved
data  to  accidentally  leave  the  environment  and  the  challenges  with  checking  algorithms.
Proprietary tools are expensive and TREs try to keep costs low for academic research. 
 Recommendations: A  hybrid  model  with  automated  checks  could  facilitate  and  accelerate
export and reduce the risk of re-identification, checking more thoroughly for inadvertent and
malicious inclusion of data.  The tools noted in section  2.2 may be useful in this role as well.
Best  practice guidance considering methods to reduce the opportunities for malicious data
exfiltration  could  also  help.  While  governance  (see  section  6)  can  help  to  ensure  that
researchers are trustworthy, malicious attempts to hide data should be considered, e.g., in the
event of stolen researcher credentials.

3.5 Frequency of Data Exports

All participants reported that researchers can request data to be exported from the TRE at any
time, although the frequency of requests varied significantly per project, with some requiring
daily exports and others exporting only at the end of a project. 
Participants were keen to explore how the review process of data export can be improved and
automated  to  decrease  the  review team workload.  However,  there  was  concern that  more
frequent  exports  increased  risks  of  data  leakage.  For  example,  two  consecutive  releases
featuring a subgroup of 26 and 27 patients respectively would each be acceptable in isolation
but comparing the two discloses additional  information about the additional  patient in the
second release.
Limitations: As the manual export checking process uses significant staff time, some TREs apply
limits on the number of exports, or charge projects more for frequent usage. One participant
explained  that  the  volume  of  export  requests  allowed  is  related  to  the  cost  model  of  the
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tenancy. For example, one TRE only allowed two releases for MSc/BSc projects.
Recommendations:  Due to the different types of data used across the different TREs, and the
different types of projects,  it  is  evident there is  no “one-size fits  all”  solution,  but rather a
solution needs to be flexible enough to facilitate these differences between projects, data sets,
and TREs. Automation could help address these resource concerns and increase the speed and
frequency that researchers are able to export data.   Although human checks are useful,  the
process has limitations and the risk of human error.

3.6 Potential Gaps in Export Checks 

Participants were asked if they perceived any gaps in the export process, and how they thought
it could be improved. Fifteen were not aware of any gaps or security concerns. The following
concerns were raised by the others:

 Researchers could be creative in finding a way to remove data, for example, using screen
capture to exfiltrate data, which would be difficult to detect. 

 Manual checks have the potential for human error. 
 Due to the variety of data types that would be requested for export, it was difficult to

find software that had the functionality to check all file types. This variety also makes it
challenging to bring together a review team that has knowledge of where data may be
accidentally or deliberately hidden, particularly novel data types. None of the TREs were
aware of any existing software tools that could be used for checking algorithmic data
export requests.

 Deficiencies in the audit trail make it impossible to see what researchers did in the TRE,
as sometimes research may have deviated from the original goal, and this was difficult to
detect.

One of the participants mentioned that the manual process could be greatly enhanced by:
 effective training 
 ensuring that staff rigorously check outputs 
 applying  the  principles  of  appropriate  frameworks,  such  as  the  Seven  Safes,  and

nationally  recognised  “best  practice”  (e.g.  the  Canadian  essential  requirements  for
operating data trusts [36]).

 having a collaborative relationship with researchers throughout their project to mitigate
and prevent malicious behaviour

4 Safe Settings
The  Safe  Settings  controls  cover  the  infrastructure  and  associated  security  measures  that
should  be  adopted  by  TREs.  These  controls  specify  that  computing  power  and  operating
systems should enable a safe  setting to  sustain both economical  scalability  of  compute for
analysis (e.g., images, genomics) and integral data security. Safe Setting controls describe best
practices of policies, techniques and security measures and strategies that are required when
sharing data for analysis. 

4.1 Computing Power and Operating System Offered to a “Standard”
User 

Generally, TREs take the form of a Virtual Desktop Infrastructure (VDI) – each user gets remote

https://preprints.jmir.org/preprint/33720 [unpublished, non-peer-reviewed preprint]



JMIR Preprints Kavianpour et al

access to a desktop environment with access to their project’s data and appropriate software
with which to analyse that data. Most give each user their own Virtual Machine (VM), with fixed
resources (particularly memory and processing) isolated from other projects and users, while a
few share a multi-user system more directly (known as “session-based” VDI), allowing a user to
exploit the full hardware capacity of the host system when needed at the expense of reduced
isolation between users and projects.
Most respondents indicated that there were usually standard templates used for the TRE, and
the computing power offered for a project would depend on the number of users who needed
to  access  it.  One  creates  custom  configurations  for  every  project,  two  have  no  flexibility
available,  and  twelve  respondents  reported  that  their  TREs  could  scale  up  depending  on
researcher requirements.  Heavy compute would have higher costs associated with it,  which
could be a  barrier  for  many research projects.  One of  the  participants  mentioned that  the
maximum  computing  power  configurations  depend  upon  each  individual  project’s  budget
constraints.  Table 2 indicates the different computer power available across the TREs. (Note:
some of the participants were not able to answer this question; some use the public cloud, so
resources are effectively limited only by budget).
Table 2. Available Computing Power

Processing power RAM Storage space Allocation

1 CPU 8 GB 5 TB VM power

2 CPUs 8GB
250GB (fast 
scratch) VM power

4 CPUs 16GB ~ VM power

1.5 cores 18GB 1TB VM power
4 to 8 cores 32 to 64GB 60 to 80GB VM power

4 to 64 cores ~ 8GB to 2TB Host power

16 cores ~ 96GB Host power

dual Xeon processor ~ 120GB VM power

~2000 cores Host power

GPU cluster 200TB Host power

GPU cluster 4TB 32TB Host power

Ten TREs reported that Windows (including Windows 10, Windows Server 2012, Windows
Server 2019) was the standard build operating system. Four of the participants responded that
they could provide both Windows and Linux based on the researcher’s request. In one TRE,
Ubuntu was the only standard build. From the participants' responses, it was evident that there
was  great  variety  in  the  different  specifications  available,  some  having  multiple  orders  of
magnitude more capacity than others.
Limitations:  While most current researcher needs are met by existing TREs, it  is  clear from
Table  2  that  some  TREs  could  find  it  challenging  to  support  processor  intensive  projects.
Further, most but not all of the TREs gave each project its own isolated virtual machine, which
could have implications for isolation and pose an increased security risk if malicious code was
able to run and potentially  access other projects and their  data within a shared system as
opposed to a project-specific virtual machine. 
Recommendations:  TREs  should  consider  the  scalability  of  their  infrastructure  to  support
resource intensive projects in future. Use of public cloud infrastructure enables much greater
flexibility, for a price, and incorporates robust isolation between virtual machines as standard.
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4.2 Data Security Measures Employed in TREs to Mitigate the Risk of
Unauthorised   Access, Data Loss, and Misuse by Researcher

Unauthorised Access:  The participants discussed different measures that were implemented
to help prevent unauthorised access.  Note,  different controls  were implemented across  the
participating TREs, depending on the underlying infrastructure. We present here a full list of
the controls that were discussed during the interview although not all the TREs implemented
the full list of controls described here. 

 Best  practice  password  policy  (which  would  include  lock-out  after  2  or  3  incorrect
attempts) 

 Access controls 
 Access to TRE only permitted via whitelisted IP addresses  
 Fully automated account management
 Sensitive projects may have restrictions on location of researcher (in its strictest form,

this  could include only permitting access from a specific  room (on campus) and via
managed devices (restricted machines), or more generally only permitting IP addresses
from particular countries)

 Managed file access 
 Active Directory hierarchical privileges
 Session recording in place
 Monitoring/audit system such as IBM Guardium, SIEM, Splunk
 Multi-factor authentication 
 Network segmentation 
 Compartmentalisation to limit access to information to entities on a need-to-know basis

to perform certain tasks to protect information
 Multi-vendor firewalls (3 different vendors)
 Patch management
 Bi-annual pen testing

Data Loss:  In the TREs, internet access is blocked, and users have limited access rights. The
remote access is designed to prevent moving data in and out of the environment, except via the
official channels, with appropriate controls in place: virtual hardware ports and copying data
out are disabled;  some TREs also take steps to  impede pasting,  though this  is  not reliably
achievable. (The direct paste shortcuts can be disabled, but it is trivial to bypass this with a
single command on client systems.) Measures are also in place to detect attempts to export
data by other routes. Anti-Malware / Anti-Ransomware software and Data  Loss  Prevention
software (DLP) are used. 
 Misuse  by  Researcher:  The  main  countermeasure  to  misuse  by  researchers  is  training.
Generally,  this  reinforces  key  principles  to  ensure  that  researchers  understood  their
responsibilities, and what activities are permitted and not permitted within the environment.
Other significant mitigation strategies are checking outputs and reviewing the project scope. In
two TREs, researchers must be accredited by a particular organisation before they are granted
access to the environment (this accreditation requires the researchers to evidence that they
have  appropriate  qualifications  and  experience).  Furthermore,  researchers  must  sign  an
investigator’s declaration stating that they will not misuse the environment, and line-managers
and organisations will be held accountable if a user attempts to do anything malicious.
One TRE uses session recording to help detect misuse. In this TRE, researchers’ behaviour such
as keystrokes can be monitored. Another TRE uses a monitoring program from Darktrace to
detect a user running a tool running on their laptop to take screenshots [37]. Another two TREs
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have a full audit log from logon to logoff, and one TRE plans to have logging of activity to enable
reconstruction in the event of a breach. 
There are many other controls discussed including: 

 Researchers are not granted admin access in the TRE
 Researchers only have access to their own project’s TRE storage
 Printing, mapping drives, and accessing external drives are not allowed
 Command prompt access disabled
 ISO27001 policy rules via a cloud security posture management system

Recommendations: The above examples of current practices to detect and prevent
instances of unauthorised access, data loss, and researcher misuse should be considered by
all TREs to further improve security, where appropriate for the specific TRE infrastructure.
Furthermore, TREs must have a legal agreement constraining access and usage as their data
security measures to mitigate the risk of misuse by the researcher. Monitoring programs to
monitor and record researchers’ behaviour are also useful to reduce misuse.

4.3  Importing of Data or Code

Participants were asked if they allow researchers to import data or code (including libraries)
into  the  environment,  and  if  so  what  security  measures  (e.g.,  software)  are  employed  to
support this process.

 Twelve TREs allow the import of both code and data
 Three allow code (with some restrictions) but not external datasets
 Two allow data but not code
 One allows neither

The import of data or code is subject to gatekeeper approval with a check the import does not
contain hidden data, and that the code does not pose a threat to the security of the TRE. This
gatekeeper approval  process varies between TREs,  but typically involves manual  checks.  In
addition to scrutiny of the security risk posed by the data/code, this process could also involve
checking file size, file type, magic numbers, and known suffixes. Generally, this process would
be  supported  by  virus  scans,  static  code  analysis  tools,  and  sample  code  execution  in  a
sandboxed environment.
Some participants discussed the important role of ‘trust’, and how training the researchers and
trusting that  they have no malicious intent is  sufficient,  based on the low risk of potential
damage from malicious code and subject to low sensitivity of the data (see Safe People Section
6 for  more detail).  Finally,  one participant  mentioned the role  of  monitoring  to  detect  any
malicious behaviour, so that inappropriate or malfunctioning software would be identified. 
Limitations: There was substantial reliance on manual checks to support this process. Further,
participants have clear concerns about the security implications of importing malicious code.
The main concerns with the process of supporting code or data egress were highlighted as:
1. Ensuring that the AI algorithms or software imported into the environment do not include
sensitive data.
2. It can be extremely time consuming for the TRE staff or researchers to manually import code
after each small change.
Recommendations: Some of these security concerns could be mitigated by isolating each project
within the TRE to minimise potential damage and limiting the privileges of the researchers in
the  environment,  using  virtualisation  and/or  containerisation  techniques.  Like  the
recommendations for data checks, there is a clear need for tools that can support the TRE team
checking the data and code that researchers wish to bring into the environment. While there
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are clear concerns with fully automating this process, developing tools to support these checks
could significantly speed up the process and assist with the detection of malicious code.  

4.4 Support for Federated Queries of Data from External Sources

Fifteen participants responded that their TRE does not currently support federated queries
from external sources, whilst the remaining participants confirmed that their TRE does support
this. One of these participants described how their TRE could support federated queries via an
integration tool on the Health and Social Care Network (HSCN) facing cloud, using Application
Programming  Interface  (APIs),  and  Cross-enterprise  Document  Sharing  (XDS)  and  Image
Exchange Portal (IEP) for imaging. 
Limitations: Federated queries are difficult to support while maintaining effective privacy and
security controls, and not currently available in most TREs at all.
Recommendations: Federated queries enable federated learning that can train ML algorithms
from  diverse  datasets  without  exchanging  data.  Federated  learning  can  be  effective  in
diagnosing  uncommon  diseases,  and  it can  also  reinforce  data  privacy  and  security  if  the
process  of  data  being  stored  and  processed  is  supported  by  privacy-preserving  and
cryptographic  techniques  [38,  39,  40].  Further,  federated  learning  complies  with  data
protection regulations including GDPR. However, federated learning is vulnerable to  different
attacks  such  as  inference  attacks  (e.g.,  membership  and  reconstruction  attacks)  [41]  and
poisoning attacks [42,  43]  which can violate GDPR.  The possibility  of  these attacks can be
mitigated by the application of  privacy-preserving mechanisms including Secure Multiparty
Computation  (SMC),  differential  privacy,  and  encrypted  transfer  learning  methods  [44].
Supporting federated queries of data from external sources is one feature that is of interest to
next generation TREs. 

4.5 Audit and Workflow Management

Audit  and  monitoring  are  key  aspects  of  a  TRE.  Many  reported  that  they  use  project
management tools to automate functions such as JIRA [45] which can be customised to record
transitions,  such as a request being made by a user,  review of the data to be exported and
subsequent acceptance or rejection of the export. Most of the TREs reported that they keep a
copy of exported data. 
The level of automation and functionality of auditing differs between TREs. The state of the art
includes:

 Real-time alerting on the digital airlock, giving a verbose description of user activity. The
reports and alerts generated from this provided the Internet Protocol (IP) address of the
user,  their  username,  along  with  the  time,  date,  file  name,  file  size  and  some  other
supplementary fields. 

 All activity in the TRE was logged, dashboards were used to support the monitoring of
the activity, and reports were automatically generated. 

 If a user attempted to take data out that was not permitted, this would be logged. If
abnormal patterns were observed then anti-malware (for example, Sophos plus quest
tools [46]) would trigger alerts and log tickets on the system. The technical team and
data owner would receive an email alert advising them that abnormal patterns had been
detected.

Limitations: Many TREs have little or no automation and automated auditing in place, limiting
the available reporting and operational insights.
Recommendations: Incorporating a logging and monitoring system into TRE is important. This
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system could include login attempts, including username, time and date of access, IP address,
the type of activity conducted during the TREs (for example which tools were used, for how
long, and any processes running), and details of any imports and exports (including file name,
file size, etc.), and the access type (successful or denied). Furthermore, having a real-time alert
system  can  warn  the  TRE  team  promptly  in  case  of  any  malicious  attempts  and  assist  in
preventing unwanted disclosure and blocking access.

5 Safe Computing 
Participants  were  asked  whether  their  TRE  utilises  private  (on-premise)  or  public  cloud
infrastructure. Fourteen of the participants reported that their TREs use a private cloud. There
were some concerns from these participants that Data Governance restrictions might make
switching to the public cloud difficult. Four of the TREs were already hosted in public clouds
and two of the participants reported that they aim to switch to a public cloud in the future.
Though costs are generally higher in public clouds, the extra functionality and flexibility make
this an attractive option when possible.

6 Safe People
The Safe People controls are measures and policies to ensure that trusted researchers will use
the platform in an appropriate manner. 

6.1 Controls on the People Who Use the TRE

Best practices for ensuring that the researchers accessing the environment are trustworthy and
understand the importance of correct usage of the TRE include: signing legal documents to
agree that a researcher would avoid attempting to re-identify any individual; rapid disclosure
of any vulnerabilities detected by a researcher; login credentials would be kept private; and
notification to the TRE if a researcher was leaving their institution. One participant reported
that financial penalties could be a useful deterrent to misuse.
Seventeen of  the participants  responded that  researchers using their  TREs are  required to
complete  training.  This  training  typically  consists  of  information  governance,  GDPR  and
awareness of issues relating to privacy, ethics, security, information security, Medical Research
Council training and SDC. Researchers are typically required to complete the training annually,
or prior to the start of each project. The nature of this training and subsequent contract or
terms-of-use are typically determined by the data owner. For example, government security
clearance is  requested by Defence Science and Technology Laboratory (DSTL) for access to
their data.
In fifteen TREs, researchers sign an agreement not to misuse the environment or the data. This
agreement is also signed by a senior member within each organisation. One participant stated
that if a researcher is a student, a supervisor needs to sign the agreement too. There were a
range of penalties applied across the TREs for violating the user-agreement, which in the most
extreme form could result in job loss, and disciplinary measures, or in some cases compulsory
retraining. Project approval is also required by the relevant data controller, and in some cases
the project also has to be signed off by an ethics committee. According to one TRE, conditions
specified in a Non-Disclosure Agreement or Access Request Form would impose constraints
regarding appropriate use of the data and could pass all responsibilities for ensuring the data
was being used correctly on to the sponsoring organisation. 
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Recommendations: Training  such  as  Information  Governance  training is  vital  to  ensure
researchers  understand  their  responsibilities and  should  be  considered  by  all  TREs.  Via
training, researchers will clearly understand what they are allowed to do with the data. TREs
must implement suitable review and management processes to further ensure that researchers
are using the TREs appropriately.

6.2 Controlling Access to the Environment for Trusted Users Only

Fourteen participants stated that access to their TREs is limited to those researchers associated
with an approved (trusted) organisation. Further, two of these participants stated that access
was limited to organisations in the same country as the TRE, as specified by the data custodian.
For  one of them, commercial  organisations were not allowed to  access the  TRE under any
circumstances.  For  other  TREs  who  did  permit  commercial  organisations  to  access  the
environment,  the  criteria  for  approving these organisations were generally  set  higher  than
other  organisations  (e.g.,  universities).  In  one  TRE,  although  requests  from  commercial
organisations  were  considered,  they  needed  a  university  sponsor  or  health  sponsor  to  be
approved.  Another  participant  responded  that  commercial  customers  did  not  need  to  be
associated with an academic institution.  In this case,  a review committee considered which
projects would be approved for commercial customers. 
In one TRE, access is granted only to their own university’s users.  In this TRE, an external
visitor account would only be granted access if the visitor was sponsored by university staff. In
another  TRE,  researchers  could  access  the  environment  from  a  university,  or  NHS  based
organisation (i.e., using whitelist IP addresses). One TRE adopted additional restrictions for the
researchers, for example ensuring that access was only permitted from a safe room, or that the
device used to access the TRE was a managed device and not a personal device. In this instance,
these restrictions were set by the data controller. 

7 Participant Recommendations for TRE Enhancements 
Six participants indicated that they would like to improve support for programming capabilities
in the environment, for example Python and R, to advance the analytical capabilities of their
TRE and subsequently support mass-scale studies. Support for bringing data, algorithms, and
code into the environment was frequently described as another high priority feature. However,
the  licensing  of  proprietary  software  tools  presents  a  further  limitation  with  regards  to
bringing software into the environment, as not all licences cover usage within a TRE.
Two participants confirmed that they would like to support federated learning to advance data
movement  among  TREs,  where  data  sets  need  to  be  shared  and  accessible.  Support  for
additional data modalities, such as imaging and genomic data, needs to follow a proper risk
assessment and TREs would have to ensure that they liaise with data custodians regarding the
specific risks. It was widely acknowledged by the participants that there were many security
challenges around allowing researchers to bring their own data and code into the environment,
and until solutions to these challenges have been developed, many TREs will be reluctant to
support this.  
Five participants indicated that they would like to simplify the process for researchers to access
data  within  their  TRE  in  the  future.  The  process  for  this,  and  the  checks  required  before
researchers  are  granted  access  to  the  data  were  perceived  as  cumbersome  and  slow.
Sometimes,  this  administrative  process  is  further  delayed due to backlog of  project  review
requests, committees being slow to make decisions, ethics board approval, getting researchers
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onto relevant training courses and privacy training.  Researchers are eager to have access to the
TRE and its data promptly, hence there was a desire from TREs to simplify this process.
Eight participants discussed how they would like to improve the governance processes. One of
the participants stated that all datasets in their TRE were treated as high risk, and had to go
through the same governance process, although some data sets were actually low risk. One
participant  suggested that  it  would be useful  to  conduct  a  national  risk-benefit  analysis  of
sharing  standardised  data  sets  for  research.  The  participant  acknowledged  that  was  no
systematic approach to review data sets to determine if there were certain conditions under
which these could be used by researchers without the full governance checks. 
Some  TREs  are  considering  migrating  to  the  public  cloud  for  improved  scalability  and
flexibility,  including  GPU  access  and  greater  on-demand  computing  power  and  reduced
management overheads, while several have already made this transition.
One TRE is looking to enhance the security of their TRE through improved logging of activities
such as data copying between machines, and better behaviour tracking. 
Finally, one of the participants discussed concerns with Intellectual Property (IP) when code
was  developed  within  the  TRE.  The  participant  acknowledged  that  researchers  may  have
concerns regarding how the code that they develop or test in a TRE could be accessed by the
TRE operators.  Policies  and  practices  to  governing this  should be in  place  to  protect  both
parties.  Technical solutions to this such as Trusted Computing and enclave approaches could
also be explored.

8 Conclusion and Future Work
This  research reviewed the existing  controls  employed  by UK and  international  TREs who
participated  in  our  structured  interviews.  These  controls  cover  a  subset  of  the  7  “Safes”,
comprising Safe people, Safe setting, Safe computing (an extension of Safe setting), Safe data
and Safe outputs. The features that are significant to improve for next generation TREs are:

 Advancing analytical power (High Performance Computing Clusters and GPUs) available
within the environment to support large-scale studies

 Bringing  data/algorithms/code  into  the  environment,  and  addressing  the  security
challenges arising from this

 Being able to develop ML and AI algorithms within the TRE and export these
 Supporting federated queries of data from external sources
 Support for additional data modalities such as imaging and genomic data
 Simplifying the process of accessing data for researchers 
 Scalability 

The paper analysed the extent to which TREs are able to support the import and export of
different  data  types.  The  process  used  is  largely  manual,  with  some  TREs  making  use  of
software to support this process. Finding suitable software to support automation of the DC
process was identified as a key priority for most of the TREs. Further,  the application of ML
techniques  in  TREs  could  be  useful  in  predicting  the  malicious  use  of  accessed  data  by
researchers.  It  was  evident  that  in  most  TREs,  there  are  no  specific  tools  to  manage  and
mitigate the potential risk of re-identification, and it relies on analysts’ knowledge, judgement,
and communication with the data controller. 
There is a lack of support for AI and ML development in TREs and concern that researchers
could perform malicious activities  due to  the  AI  and ML structure.  For  instance,  exporting
sensitive data that could be vulnerable to exposure following attacks against the AI model, or
over-training the AI algorithm. The difficulties in detecting these exports acknowledged as a
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significant challenge by the participants.  
The  computing  power  available  to  researchers  is  generally  adequate  for  current  needs
(observational  studies using statistical  analysis  tools),  although there was a clear  desire  to
ensure that this was scalable to meet researcher requirements for analysing big data and for AI
development. Some TREs already appear significantly constrained. There is significant variety
in the extent of the security measures employed to mitigate the risk of unauthorised access,
data loss, and misuse by the researcher, and some concerns regarding the implications of next
generation capabilities on the security of the TRE and protecting the data. Furthermore, there
is  the  need  for  advanced  Information  Governance  for  TREs  encompassing  incoming  and
outgoing automated data feeds, ad hoc incoming data and algorithms, and ad hoc outgoing data
and  algorithms.  Finding  appropriate  solutions  to  address  these  improvements  should  be
explored in future work.    
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Appendix A – Interview Questions
1) Background Information:

a. Name of the organisation that you work for: 
b. Name of the Data Safe Haven (DSH) that you work for: 
c. Job title: 
d. Brief explanation of your role in the DSH: 
e. Can you describe what works well in your DSH?
f. Can you describe what features you would like to see in place to improve the DSH?

Safe Outputs
2) Select what types of data a researcher can export from the DSH:

o Aggregate level graphs and tables 
o Individual level, anonymised data 
o Weights of an AI algorithm  
o Weights and code for an AI algorithm 
o Software source developed within the DSH 
o Software executable developed within the DSH 
o Other types of data – please list 
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3)

a)    Do you receive requests to export other data types? If yes please describe.
b) Do you have any plans to enable export of any additional types of data in the

future? If yes
               please describe. 

4) Describe the process you use for checking disclosure control on data to be exported. Please 
cover 
a) what software you use or consider for this purpose 
b) are there any issues (eg cost, rate of false positives) that have prevented suitable 

software being adopted
c) when the data can be exported (e.g. once, daily) 
d) how that data can be exported
e) what restrictions do you impose on this process? 

5) If software is used for disclosure control (as described in question 4), what checks does this 
software perform?
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6) What manual checks do you use for disclosure control? 

7)  
a)  Have any known breaches or near-miss incidents occurred? (For example, was a

spreadsheet   
     file cleared for export without realising there was additional data stored within

the Undo 
     history?)
b)   Are  you aware of  any potential  gaps in  your disclosure control  checks?(  For

example, could a 
     researcher change the colour of text to the same as the background colour of a file

to be  
     exported and this be missed by the manual checks? )

8) What is the minimum number of individual data points allowed within a cell to be 
exported? For example, a cell count within a table has to be >5 individuals. 
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9 Safe Data
9) As part of strengthening safeguards, which tools and techniques are used in your DSH to 

manage and reduce the potential risk of re-identification? 

10) Digital watermarking is a technology in which identification information is embedded
into the data carrier in ways that cannot be easily noticed, and in which the data usage will
not  be  affected.  This  technology  often  protects  the  copyright  of  multimedia  data  and
protects databases and text  files.   Digital  watermarking can be effectively used to  trace
disclosure of health data. Do you think watermarking can be used to preserve health data
privacy when data is disclosed to researchers via DSH? 

o Yes
o No

If  yes,  have  you  used  this  approach  on  your  developed  DSH?  Describe  your
approach.

10 Safe Setting
11)

a) What computing power do you offer a “standard” DSH user (CPUs, GPUs, memory and
storage)?

b) What OS is used on your “standard” build (Windows/Linux/other)?
c) What environment do you offer if a VM is not used? (For example, Amazon SageMaker

for building machine learning pipelines in a web interface)
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12) What is  the  maximum computing  power you offer  DSH “power”  users  (CPUs,  GPUs,
memory and storage)?

13) What are the data security measures that are employed in your DSH to mitigate the risk
of the following? 
a) Unauthorized access
b) Data loss
c) Misuse by researcher

14) Do you have a standard/base build for the VMs?
o Yes 
o No

      If yes, what OS and tools are installed on the VM?
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15)   
a) Do you implement internal isolation between projects/users/VMs? If yes, how is

this managed?

       b) What measures do you employ to ensure that researchers cannot execute malicious code
in the  
           environment? 

16) What measures  do you employ to  control  any external  access  to  the  VM (  e.g.  USB,
connecting   

 external drives, connecting to the internet)?

17)
a) What security checks do you employ on the VM?
b) Do you have internal red team/testers that check the security? 
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18) Do you allow the researchers to have a custom-built environment?

              If yes, what security measures do you employ to check the custom VM?

19)  Do you allow researchers to modify the environment at a later stage?

              If yes, what security measures do you employ to check the modified environment?

20) Are  researchers  allowed  to  import  data  or  code  (including  libraries)  into  the
environment?

     If yes, what security measures do you employ at this stage? For examples how do
you scan             imported software/tools to ensure that they will not compromise the
security and integrity of the DSH?

21) Does your DSH support federated queries of data from external sources? If so, please 
give details.
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11

12 Safe Computing (an extension of Safe setting)
22) Is your DSH a private or public cloud? Please provide details.

13 Safe People
23) What controls do you put on the people who use the DSH? For example, data governance

training, signing a legal document with terms and conditions of use. 

24) Does access to the environment have to be via a recognised “trusted” organisation i.e.
from a university network within the UK? Please provide details.

1
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25) Can the environment be accessed from anywhere in the world? If not, please provide
specifics. 
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Evaluating the functionality of the DSH 
Based on your experience with DSH, please indicate the extent to which you agree (or disagree)
with the following statements:

Statement Strongly
agree

Agre
e

Neutra
l

Disagre
e

Strongly
disagree

DSH  is  a  dynamic
instrument  that  can
contribute  to  future
developments  in  the
science, technology, and
practices  of  genomic
and  health-related  data
sharing.
DSH can serve as a tool
for  the  evaluation  of
responsible research by
research  ethics
committees  and  data
access committees.
Information  security
and  privacy  controls
that are applied to DSH
can  be  applied
effectively  to  all
operations, services and
systems  that  process
sensitive data. 
Anonymization  of
Personally  Identifiable
Information  (PII)  or
Protected  Health
Information  (PHI)  on
DSH  can  preserve  data
privacy and mitigate the
possibility  of  re-
identification  and
information leakage.
Application  of  machine
learning  techniques  on
DSH  can  be  useful  in
predicting the malicious
use of accessed data by
researchers. 
Identifiers, recognisable
identifiers,  and
sensitive  attributes
must  be  removed
completely. 
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DSH  owner  can  fully
ensure  that  the
researcher only uses the
data appropriately.
There is no concern that
accessing  data  in  the
DSH  may  be  damaging
to the patient.
Statistical  results  must
not  be  disclosed in  the
public domain. 

14 Additional Questions If Time Allows

26) Which of the following are important for you to consider within your DSH? 
o Data privacy 
o Fine-grained access control 
o Efficiency
o Scalability 
o Ability to export data 
o Ability to export algorithms
o Ability to import existing algorithms from external storage

27) Does your organisation have any policies or principles governing the safe use of data in 
your DSH?

o Yes
o No

              If yes, are these policies or principles influenced by any standards, laws of government
              polices? 

o Yes
o No

              If yes, can you list them? 
28) Is your DSH approved / validated? If so by which organisation?

29) In your opinion, which of the following principles do you think is the most important to
ensure the responsible sharing of genomic and health-related data? 

o Respect Individuals, Families and Communities
o Advance Research and Scientific Knowledge
o Promote Health, Wellbeing and the Fair Distribution of Benefits
o Foster Trust, Integrity and Reciprocity

30) Who is responsible for managing your data security and privacy program?
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