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ABSTRACT. Positive pdarity items (PPIs) are generally thought to have the boring
property that they canna scope below negation. The starting point of the paper isthe
observation that their distributionis sgnificantly more complex; spedficdly,
someone/something-type PPIs dhare properties with negative polarity items (NPIs). First,
these PPIs are disall owed in the same environments that license yet type NPIs; seand,
adding any NPI-licenser rescues the ill egitimate mnstellation. This leads to the
conclusion that these PPIs have the combined properties of yet-type and ever-type NPIs:
what appears to be aprohibitionis nothing but “halfway licensing’. The paper goesonto
propose aunification d the analyses of rescuable PPIs, NPIs, and negative concord, and
guestions the groundng of paarity sensitivity in the scdar or the referential semantics of

theitemsinvaved.

" This paper owes much to discussions with Paul Postal, Dorit Ben-Shalom, the participants of
my Fall 2002 seminar at New Y ork University, and to comments by two anonymous NLLT
reviewers. | also wish to thank Wayles Browne, Marcel den Dikken, Anastasia Giannakidou, Bill
Haddican, Jack Hoeksema, Richard Kayne, and Orin Percus for suggestions. Earlier versions
were presented at colloquiaat USC, Rutgers, Y ale, Princeton, and Cornell, and at Snn und
Bedeutung VII; | am grateful to the audiences for their comments. All remaining errors are mine.



1. NPIs and PPIs — dothey have much in common?

Natural |anguages have two broad categories of palarity sensitive expressons. negative polarity
items (NPIs) and pasitive padlarity items (PPIs). According to the aqudest charaderization, NPIs
must, and PA's must not, occur in the scope of negation. For instance:

Q) | *(don't) see anything.
(2 | (*don’t) see something. * unlesssome scopes over not, or not is an empheatic denial

Is referenceto the scope of negation in the two definitions a significant commonality?
Initially it does not seem so. First, the relation between negation and any is thought of asa cae
of syntactic or semantic licensing, an altogether respedable kind d grammatical phenomenon,
whereas the relation between negation and some seams like aboring prohibition (Horn 1989
2001b157) or amatter of pragmatic preference (asin Krifka 1992. Seand, it is well-known
that NPIs come in many flavors (Zwarts 1981 and subsequent literature), whereas PPIs seem to
singlemindedly avoid scoping below a particular operator. If so, mentioning NPIs and PPIson
the same page seams nothing more than classficaory convenience

The second dsdmilarity isthe eaiest to show to only be gparent. Van der Wouden
(1997 observes that the three dasscal types of NPIs are matched by three cmmparable types of
PPIs in Dutch (see the semantic definitions in sedion 2). Outside Dutch, class(3a) is exemplified
by Korean pakkey "only’ (an exceptive, Nam 1994, (3b) by English yet, and (3c) by English

ever, for example.

(3) NPIs:
[a] Must bein the scope of an antimorphic operator: mals “tender’, pluis "plush’
[b] Must be in the scope of an antiadditi ve operator: ook maar "also bu = any’, hand voor
ogen "hand before eyes’, met een vinger “with afinger’
[c] Must bein the scope of adeaeasing operator: hoeven "need’



(4) PPIs;
[a] Must not bein the scope of an antimorphic operator: al "already’, nog “still’
[b] Must not bein the scope of an antiadditive operator: een beetje "alittl €, nogal ‘rather’,
maar “but’

[c] Must not be in the scope of adeaeasing operator: allerminst "not-at-all’, niet "not’

Although the &ove NPI typaogy is not exhaustive (some NPIs are licensed in nonveridicd
contexts, see eg. Giannakidou 1998 and nd uncontroversial (decreasingnessneeds to be taken
with agrain of salt, see eg. vonFintel 1999, this much parall elism shoud aready give us pause.
Why are NPIs and PPIs snsitive to (at least roughly) the same semantic properties? Given van
der Wouden’s 1997 \ery general framework of coll ocaional behavior, the fad that semantic
nations like downward monaonicity and antiadditi vity play arole in natural language would
make it surprising if NPIsdid na have PPl courterparts. This, however, leaves open whether a
more spedfic connection can be establi shed.

The eistenceof such parall elismsis one of the main bulding blocks of the analysis of
PPIsthat | will be propasing (although | am naot yet in aposition to explain why each particular
NPI or PPl is ®nsitive to a given property).

Seoondy, recall that NPIs and PPIs are thought to dffer along the dimension d licensing
versus prohibiti on. Progovac 2000 Fas made aproposal to kring PPIsinto the licensing fold.
Acoording to this, PPIs are licensed in a non-negative poarity phrase that is locaed above the
negative paarity phrase in clause structure; therefore, if the dause happensto contain a negation,
the PPl automaticdly scopes abowe it. | show that PPIs canna in general be required to scope
abowve negation and dfer an alternative dharaderization d PPIsin licensing terms.

A third important building block of my analysisisafad already noted by Jespersen:
whil e (5) is unacceptable on the "not>some’ reading, the same reading is avail able in (6):

(5) You ddn't seesomething.
canna mean Y ou saw nothing’
(6) | don't believe that you ddn't see something.

canmean '| dorit believe that you saw nathing’



Jespersen reasoned that (6) was good kecause the two negations cancd out (viz., | believe that
you saw something). C. L. Baker 1970 naiced that other elements, e.g. adversative predicates,
have the same dfed and developed a padarity-switching mechanism that essentially generali zes
Jespersen’sidea’ | show that thisidea cana be @rred. My own explanation d why the

ill egitimate PPI constell ationis rescued in certain contexts will, once more, exploit the NPI—PH
parall elism.

In this paper | provide adetail ed description d the behavior of PPIs of the sort someone
and something, and make two main arguments. In the first part of the paper | argue that these
PPIs are doulde NPIs. They simultaneously exhibit the licensing needs of both class(3b) and
class(3c) items — let us for the moment expressthis by saying that they have both a yet-feature
and an ever-fedure. These features are “dormant”, urless“activated” by a yet-licensing
environment. The peculiar PPI-distribution is due to the fad that a yet-li censor activates both
fedures but licenses only one of them. Therefore the ever-feature requires the presence of a
seoondlicenser.

The second argument off ers a way to make sense of dormant features and adivation by
relating them to the propasalsin de Swart and Sag’'s 2002for negative concord and in Postal
200Q,b for any and no. | will argue that NPI-feaures are to be interpreted as negations.
Dormancy occurs when the two negations sSmply cancd out semanticdly. Licensing is effeded
by resumptive quantification. The adivatior/licensing pattern of some turns out to fill gapsin
Postal’ s system postulated for any and no. Finally, | consider the ideathat the charaderistics of
NPIs and PPIs are intimately linked to ascdar or areferential semantics.

Part One: PPIsasdouble NPIs

2. Refining the description d the distribution o PPls

Inthis sction| revisit the standard caraderization d someone/something type PPIs. The predse
description d their distribution will be fundamental in developing the analysis.

There ae various reasons to focus on someone/something type PPIs. First, they belong to

! Ladusaw 1980 and Dowty 1994also assume acance-out analysis. Horn 1989expresses
doulds.



the by far largest classof PPIs, thase sensiti ve to antiadditi ve operators (cf. van der Wouden's
class(4b)), but within this class their lexicd semanticsis graightforward as compared to that of
would rather, would just as soon, etc. Second, teing rather light they do nd very easily act as
spedfic indefinites and therefore dl ow us to separate the extra-wide scoping abiliti es of speafic
indefinites from the par excdlence PPI-restriction vis-a-vis negation. Third, these PAs are
“rescuable” in the sense of (6) and thus exhibit an interesting combination d properties. Fourth,
their properties appear to be shared by various PPIsin ather languages, including Hungarian,
which makesit easier to ascertain that this cluster of propertiesis not accidental. 2

PPIsthat do nd belong to thistype will only receive tangential attention here. Likewise,
this paper will not addressthe crosslinguistic variationin the inventory of PPIs. For example,
Szabolcsi 2002 olserves that in Hungarian and in various other languages, (the cunterparts of)
a(n)-phrases and dsjunctions exhibit the same PPI-properties as (the cournterparts of) some-
phrases, whereas or contrasts with some in English.®

A note regarding notation. Many of the examples discussed in this paper are aceptable
onthe 'some>nat’ realing bu, crucially, na onthe "not>some’ reading. In these caes | will
attadh the asterisk to the interpretation, nd to the string itself.

2.1 PPls and dcenial/contrast

Prior to setting out to review the data, nate that PA's can in fad occur within the immediate
scope of clausemate negation if the latter is construed as an emphatic denial of asimilarly
phrased statement, e.g.:*

2] will not discusspejorative some and degree expresson some, panted ou by Jack Hoeksema
(p.c):

(i) 1don' twant some schmuck/*someoneto hande my car.

(i) * John ddn't throw SOME party.

% Vanden Wyngaead 1999argues that closer examination reveds English a(n) to be aPPI. | leave
thisissue open sinceit is not pertinent to present concerns.

* Horn 1989analyzes denial as metalinguistic negation. See &so van der Sandt 1991and Geurts
1998.The posshility arises that denial is extradausal negation and that is why PPIs can scope
under it (see(24)-(27) below). This propasal, like the metali nguistic negation proposal, may run
into problems with the fad that clause-bounded quantifiers may scope &ove denid, cf. Geurts
1998.



(7)  Hefoundsomething.
Wrong! He DIDn’t / DID NOT find something. v na > some

Denial blursthe picture and thus must be antroll ed for. One useful method may be to judge the
negated clause in the context of awhy-question, which helps sippressthe denia reading.

(8) Why did Johnlook so dsappanted?
Because he didn't find something. * not > some

Roger Schwarzschild (p.c.) points out that contrast, nat just denial, may be the more gpropriate
caegory. In the foll owing example, where negationis focused and something is unstressed, the

‘not>some’ reading is fully acceptable in the second consequent:

9 If you push the red buton, you will seesomething, but if you pressthe blue button you
WON'T seesomething.

2.2 PPls canna take narrower scope than what?

It isnot spedficdly negation that our chasen PPIs are sensitive to. Consider the paradigm below.
(20)-(11)-(12) show that besides clausemate negation, some canna be in the immediate scope of
anegative quantifier or without, although, as (13) shows, it is happy below at most five.

(10) John ddn' t cdl someone. * not > some

(1) No ore cdled someone. * no ore >some
(12 Johncameto the party withou someone. * withou > some
(13) At most five boys called someone. Vv a most 5> some

What distinguishes the two sets of operatorsisthat the former are antiadditive but the latter are

merely decreasing:



(14 A functionf isdecreasingiff, given A<B, f(B)<f(A).
(15 A functionf isantiadditi ve iff f(alb)=falfb.
(16) A functionf isantimorphic iff antiadditive and additionally f(alb)=falIb, i.e. iff f is

clasgcd negation.

For example, no ore but not at most five boys exhibits the antiadditive equivalence. Although
|eft-to-right At most five boys walk or talk entail s At most five boys walk and & most five boys
talk (this entallment is charaderistic of all decreasing functions), the right-to-left entaillment does
not had, because different boys may be doing the walking and the talking.

(170 No orewalksor talks = No ore waks and no o talks
(18) At most five boyswalk or talk =/= At most five boys walk and at most five boys talk

The next qualificaion (discussed in Kroch 1979121-122, bu not noted in subsequent

literature) is that some can scope below an antiadditive if it is not in itsimmediate scope.”

(19) John ddn't offend someone because he was mali cious (but because he was gupid).

v nat > because ... > some

(200  Not every student said something. Vv nat > every > some
(21) John ddn't say something at every party. Vv nat > every > some
(22) John desn' t dways call someone. Vv nat > dways > some
(23)  John ddn't show every boy something. Vv nat > every > some

Finally, PPIs can happily scope below extradausal negation and aher extradausal NPI-
licensors (Ladusaw 198Cx:84-85). | remain agnostic as to the predse cdegory spedfication.

> | asame, with Johrston 1994, that the because-clause aljoinsto VP onthe “not because. ..
reading. (19) constrasts with Because he was kind, John ddn't offend someone (*not>some).
Some spekers find the examples with owertly quantificational interveners lessacceptable;
stressng the universal facilit ates its desired medial scope. On the other hand, these examples do
not require the typical context and intonation contour of denial.



(24) | don't think that Johncdl ed someone.® v nat > [cpip SOMe
(25  No orethinks/says that Johncaled someone. Vv no ore >[cpp SOMe
(26) I regret that Johncdled someone. V regret > [cpip SOMe
(27)  Every boy who call ed someone got help. V every [cpp SOMe

In the extradausal negation cases, some is interchangeable with any, in the sense that on
the relevant reading (24) is truth-condtionally equivalent to (28), athough the some sentence
lacks the “widening plus drengthening” flavor associated with any (cf. Kadmon and Landman
1994andrelated literature).

(28) 1 don't think that Johncdled anyore.

In the intervention cases, some canna be replaced by any becaise the licensing of any is blocked
by the interveners that shield some from negation (cf. Kroch 1979,Linebarger 1987):’

(290 *John daesn’'t dways call anyone.

All the parall el observations hold in Hungarian for indefinite pronours formed with vala-
*some’, noun phases with egy “a(n), one’ and dsjunctions (vagy “or’).2

® In the Hungarian courterpart of (24), the @wmplement is preferably in the mndtional, nat in the
indicative. This condtiona functions much li ke the subjunctive of negationin Romance and,
inspired by Giannakidou 1998 may be regarded as a pdlarity sensitive item itself. Traces of such
apreference might be detectable in English. (i) is better on the relevant reading than (24).

[1] | don't believe that he'd have done something like that.

" Non-numerical indefinites, bare plurals, any, and modal can do nd court as intervenersin
either case. Similarly, they do nd induce weak islands; see Szabolcsi and Zwarts 1993and
Honcoop 1998.

8 These datawere first naticed, and are discussed in detail, in Szabolcsi 2002.To make the
examples smpler, | do nd ill ustrate the role of intervention below:

[(] Nem hivott fel valakit.
nd cdled upsomeone-acc *not>some
[ii]] Nem hiszem, hogy felhivott volna valakit.
not think-1 that up-cal ed aux someone-acc v nat > [cpp SOME



One might wonder whether the dausemate versus extradausal contrast has to dowith the

intervention d the matrix predicate. The foll owing data suggest that it isjust alocdity

matter:® 1

[iii]] Nem adott neki egy pofornt.

not gave to-him aslap * not>a
[iv] Nem hiszem, hogy adott volna neki egy pofort.
not think-I that gave aux to-him a slap-acc vna>[cppa
[v] Nem ismeri Katit vagy Marit.
nat knows Kati-acc or Mari-acc *not > or
[vi] Nem hiszem, hogy ismerné Katit vagy Marit.
na think-I that know aux Kati-accor Mari-acc v nat > [cpp OF

® Acoording to Haspelmath (1997, pp. 249, 291Engli sh some and Hungarian vala- differ in that
vala- can occur with indired negation bu some canna. Unfortunately, Haspelmath’s category of
indired negation coll apses impli cit negation such as without and lack with extradausal negation
(p.33, dthough heis aware that these may behave differently (pp.80681). In view of the
importance of locality in PPI-phenomena, | am not sure how Haspelmath arrived at an
undfferentiated “yes’ or “no” for this category in any language. P.292 seems to indicate that he
determined that vala- occurs with indired negation wing the "I don’t think that...” context; but
this accepts some just aswell. | could na find ou spedfically what dataled him to pcstulate the
crosdinguistic difference | thank areviewer for pointing out the need to comment onthis.

19When CPisinfinitival, the data ae lesscleacut. Voluntary and involuntary adions do nd
appea to behave dike:

[i] 1dontwantto dffend someone/ to break something. v nat > [cpip SOME
[ii] 1 don't want to call someone/ ea something. ?2?n0t > [cpip SOME

On the other hand, the dausemate condtion might be refined. Both primary and secondary
predicaes may host PPIs scoping below verbal negation. The most natural examplesinvolve
disunctions. These ae PPIsin Hungarian, seethe foatnaotes; in [iii]-[iv], hovever, vagy scopes
exadly like English or:

[iii] Nem tartom Janost batornak vagy okosnak. vV °I don't consider John brave or smart’
[iv] Nem latam Janost kalapban vagy parékésan. v | haven't seen Johnwith ahat or awig’

It appears that the domain within which the PPl canna be in the immediate scope of an
antiadditi ve operator is the minimal predication, rather than the minimal clause in the usual
sense. It may be posshble to argue that eadch such predication constitutes a separate CP. This
pasition is compatible with recent analyses of small clauses (Starke 1995and ealier literature).
Likewise, the presence of a pastnomina modifier (asin something interesting) often enables the
PPI to scope diredly below negation, indicaing the presence of a separate predication danain.
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(300 Johnwonwithou help from someone. * withou > some

(3) Johnwonwithou someone helping him. vV without > [cpp SOME

To summarize, the generali zation so far is this:

(32 Same-type PPIsdo nd occur within the immediate scope of a dausemate antiadditive
operator. Schematicdly: *[AA-Op > PPI].

2.3 ... uthess...
Surprisingly, however, there ae cntexts that enable the PPIs to occur in the immediate scope of

clausemate antiadditives. C. L. Baker 1970,who dscussed matrix negation, no ore and
adversative predicates, panted ou that datalike (33) were drealy noted by Jespersen:

(33) I don't think that John ddn't cdl someone. Vv nat > not > some
(34 No orethinksthat John ddn't cal someone. v no ore >nat > some
(35 I am surprised that John ddn't cadl someone. V surprise >not > some
(36) I regret that John ddn't cdl someone. V regret > not > some

What natural classdo the rescuing elements form? | observe that all contexts that license we&k

(eve-type) NPIs enable the PPI to scope diredly below clausemate negation: %, *2, 13

1 Some speakers do nd like Few boys didn't laughto begin with; they will rejedt the
correspondng rescuing data. —A. Giannakidou (p.c.) notes that even modals and aher merely
nonveridicd operators may ad as rescuers. | will nat pursue this suggestion here.

12 Again, Hungarian indefinite and dsjunctive PPIs exhibit the same behavior:

[(] Janosritkan nyert valakinek a segitsége nélkil. V rarely > withou > some
“Johnrarely wonwithou help from someone’

[ii]  Sajndom, hogy nem adtam neki egy pofort. Vv regret > not > an)
"I regret that | didn't give him aslap’

[iii] Kevéslany nem jart Londontan vagy Parizsban. V few > not > or

“Few girls haven't been to London @ Paris
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(37) If wedon't call someone, we are doamed. Vif (not > some)

(38) Every boy who ddn't call someonre... V every (not > some)
(390 Only John ddnt cdl someone. v only > not > some
(400 Few boysdidn't call someone. V few >not > some

(41) Few boysthought that you ddn't cal someone. V few >not > some

Thus, | suggest that the full descriptionisthis:

(420 PPIsdo nd occur in theimmediate scope of a dausemate antiadditi ve operator AA-Op,
unless[AA-Op > PAH] itself isin an NPI-licensing context.

Recdl that “immediate” means that there is no scopal intervener.
| note that although the investigation in this paper focuses on some-PPIs, more exotic

members of the dasslike would rather appea to share similar properties. For example:

(43) *Johnwouldn't rather ea Chinese.
(44) Johnwouldn't always rather eat Chinese.
(45 | am surprised that Johnwouldn't rather ea Chinese.

[iv] Hanem esziink vagy iszunk, végunk. Vif (not >or)
“If wedon't ea or drink, we are doamed'

Russgan kogoto "someone-acc’andili “or’ seem the same (Y. Pomerantsev and A. Stepanov,
p.c.). On the other hand, Korean utun heksaeng-ul “some student-acc’ (Seungwan Y oon, pc.)
and Dutch of “or’ phrases (M. den Dikken, p.c.) seem to be nonrescuable PPIs. | will need to
better understand the palarity systems of the latter languages before addressng these fads. Non-
rescuable PPIs may be analyzable dong the lines of Progovac2000(seesedion 4.

13 Some speakers judge that Most boys / More than 4@ of the boys didn’t call someone also
alow the "cdled no me' realing. Thisisobviously in conflict with the NPI-li censer
generdization. At this point | am nat sure what to think of these judgments, since many other
English spe&kersrejed the examples, and they do nd seem to work in Hungarian.
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3. Questions

The questions that emerge from the foregoing discusson are & foll ows:

(46) Why are PPIs prohibited in the immediate scope of a dausemate antiadditi ve operator?
(47)  How can this prohibition ke represented as a positi ve licensing requirement?

(48) Why istheill egitimate nstellation rescuable by an NPI-li censing context?

I will begin with examining an answer that Progovac2000propaosed for (47). Thelogic of the
discussonwill then lead meto (48). Question (46) will be tadkled last.

4. Are PPIsforced to scope ebove dausemate negation?

A very natural answer to the question why PPIs can’t scope below clausemate negation might be
that they are for independent reasons forced to scope @oweit. If so, thereis no need to talk abou
aprohibition at all. Discussng the Serbo-Croatian PPl ne(t)ko "someone' , Progovac propacses a
spedfic implementation d the ideathat PPIs must scope ébove dausemate negation. She
asumes that a PPl has a syntadic feaure [-neg] to be diecked in a compatible Polarity Phrase.

“...there ae two pdarity phrases, the lower one typicdly associated with sentential
negation particles, say NegP, and the higher one typicdly associated with ather types of
poarity information. Sincethe PPI in [John did not see someone] canna check its
[-neg] feauresin the lower negative PolP (or NegP), it isforced to raise to the higher
PolP" (Progovac 2000

| fully endarse the positive spirit of this proposal and appreciate the various el egant
consequences Progovac paints out it has. But there are reasons to look further for an explanation.
The most straightforward reasonis that, as sen above, the PPIs under discussonin this
paper happily scope below even clausemate negation uncer at least two circumstances.
(i) another operator scopally intervenes between negation and the PPI, or

(i) the [negation > PPI] unit isin an NPI-licensing context.
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| repeat some of the relevant examples:

(490 John ddn't off end someone because he was mali cious (but because he was gupid).

Vv nat > because ... > some

(50) John ddn't say something at every party. Vv nat > every > some
(52) I regret that John ddn't cal someone. Vv regret > not > some
(520 If wedon' tcall someone, we are doamed. Vif (not > some)

Neither of these posshiliti es soud be avail ableif the PPl was forced to scope éove NegP, the
locus of negation.

Progovac does nat discussdata of type (i). She does discusscases like type (ii), but
evaluates them differently. In the spirit of her own proposal, she suggests that the PPl scopes
abowve the dausemate negation though below the extradausal one:

(53) Netvrdim daMilan nekoga ne voli.
‘I don' t claim of someone that Milan does nat like him = Thereis no person d whom |

claim that Milan dces nat like him'

Noticethat the reading Progovac dtributes to (53) is different from the one we aeinterested in:
it is ‘not>some>nat’, i.e. “every’, rather than "not>not>some’, i.e. 'some’. In ather words, onthis
reading the higher negation daes not rescue an atherwise ill egitimate constell ation; there was
nore to begin with.

| leave it open whether Progovac s analysis of Serbo-Croatian PPIsis corred, i.e.
whether cases of intervention (“shielding”) and “rescuing” apply to ne(t)ko. But her proposal
canna be the general account of the PPl phenomenon| am concerned with becaise it does nat
cover at least the Engli sh and the Hungarian data, cf. (i) and (ii) above.

More generally, Progovac’'s accourt seams to rest on the tadt assumption that PPIs are
spedfic indefinites in the sense that they are headed for arelatively high pasitionin clausal
structure and have the aili ty to scope dove negationto begin with. But there ae PPIs that are
clealy nat like that. Take nonreferential expressons sich as objects of creaion verbs and

measure phrases, which are sensitive to negative islands. The foll owing sentences are strange or
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unaaceptable, because the PPI charader of the expressonisincompatible with narrow scope,

whereas its negative island sensitive dharacter preventsit from scoping above negation:

(54) * John desn’t appredate this smewhat.
(55 ??John ddn't take sometime off.
(56) ??John ddn't come up with something.

Such PPIs, however, are perfectly happy when an NPI-licensor is added, showing that in this
case they arelegitimately scoping below the dausemate negation:

(57) | regret that John daesn’'t appredate this smewhat. "...to any extent’
If John daesn’'t appredate this smewhat...

(58) | regret that John ddn't take some time off . ... any time
If John ddn't take some time off ...

(59) | regret that John ddn't come up with something. "...anything’
If John ddn't come up with something...

Entirely similar contrasts can be produced with verbal disjunctions in Hungarian, which never

scope @ove their own regation, fence they cannat scope between the two negations:**

(60) Janos nem evett vagy audt.
John na ate or dept
**John ddn' teat or didn' tdeg’ (only “either John ddn' t ea or Johndept' )

(6)) Nem hiszem, hogy Janos ne ervett vagy aludt volna
not tink-l that John naate or dept aux
‘I don' t think that John ddn' tea or legp’ = "I don' t think that he did neither'

14 | nterestingly, whil e Russan and Serbo-Croatian verbal disjunctions are akin to Hungarian
onesin that the scope of negation daes not extend to the seand dgunct, they are not rescuable
in the manner of (61). On the other hand, naminal digunctions are rescuable PPIsin these
languages. | thank A. Stepanov and Z. Boskovic for the data.
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The moral seamsto be that the PPl phenomenonis most safely and profitably studied
using expressons that are unable to scope @ove dausemate negation. PPIs functioning as
spedfic indefinites have extra posshiliti es that are dharacteristic of them, but nat of the PPI
phenomenonin general.

We have thus establi shed that the desired pasiti ve (licensing) statement of the PPI-

generdi zation canna simply force the PPI to invariably scope in a pasition above negation.

5. Rescuing by an NPI-li censor is NPI-licensing

Next, let us addressthe question as to why NPI-li censing contexts enable the PPI to scope
immediately under alocal negation. Recall that Jespersen’s answer was that when an extra
negationis added, the two negations cancd out and the PPI isin an innacuous paositive context.
If thisexplanationis corred, the rescuing fads are semantically trivial and dfer no further

insight into the PPl phenomenon.

5.11sthe cancdli ng-out accourt of rescuing tenable?

First we must ask if Jespersen’s suggestion might extend to the rescuing effea of the full set of
NPI-licensors. Von Fintel 1999claims that they can all be analyzed as (at least) Strawson-
deaeasing. Strawson-deaeasingnessis a property that characterizes the entallment relations
between sentences in situations where their presuppasiti ons are fulfill ed.*® For example:

(62 | regret that Johnate avegetable.
(63) I regret that Johnate spinad.

(62) does nat entail (63), because Johnmay have eden cabbage, na spinach, for instance But if
the vegetable John ate happened to be spinach, then the fad that | regret that he de avegetable

entail sthat | regret that he ge spinadh. In ather words, in situations where the presuppdasition o
(63) isfulfill ed, the contribution d regret itself isadeaeasing one.

15 Ladusaw 1980b mopases a simil ar solution to the puzzle of monaonicity in fadives.
Giannakidou 2002 orthe other hand argues against some apeds of von Fintel’s propaosal.
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Consider now rescuing:

(64) | regret that John ddn't come up with something scary.
"I regret that Johncame up with nahing scary’

Hereregret and not do nd cancd out in the standard sense: the sentence entail s that Johncame
up with nahing scary. In that sense, someisnot in an innocuous positive environment. So the

guestionis what might be achieved by redefining “ positive” as “ Strawsorrincreasing”. That is,

(65  Given [[ something]] > [[something scary]], does (a) Strawson-entail (b)?
[a] | regret that John ddn’'t come up with something scary.
[b] I regret that John ddn't come up with something.

The entailment probably goes through; similarly for only, analyzed along the same lines:

(66) [a& Only John ddn't come up with something scary.
(67) [b] Only John ddn't come up with something.

If so, then if von Fintel’ s approacd is generally successul and keing in a Strawson+increasing
environment is sufficient for our PPIsto belicit, then Jespersen’s propasal extends to the full set
of rescuers.

| will argue, however, that the rescuing phenomenonis not what the éovetrain of
thoughts makesit out to be. | am nat going to discredit the examples reviewed abowe. Instead, |
am going to present other relevant examples that canna be accourted for in this way.

The &ove agument rests onthe asumption that PPIs are sensiti ve to the monaonicity
properties of the full context in which they occur. (The cancdli ng out argument effedively says
that the two deaeasing functions are cmmpaosed into an increasing one.) But thisisimplausible
to begin with. Recall that PPIs are only al ergic to clausemate negation and are happy within the
scope of ahigher negation. But they arein an equally antiadditive mntext in bah:

(68) John ddn't come up with something. * not > some
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(69) I don't think that Johncame up with something. v nat > some

Why would the PPI care &ou the local context in (68) but not in (64)?
Seoond,if we ald afurther negation ontop d the rescuer and thereby switch the pdarity
of the mntext, the PPI remains happy:

(70) I don't regret that John ddn’'t come up with something. v nat > some

Finally, the ebove account makes incorred predictions concerning the range of possble
rescuers. Recdl one of the basic facts abou the PAs at hand: they cannat scope immediately
below alocd antiadditive but they do nd resist being in the immediate scope of amerely
deaeasing locd operator. For example:

(7)) ?* No ore came up with something.

(72 At most five people cane up with something.

In ather words, while the PPI is certainly happy in an increasing local context, it by no means
requires one. What if we diminate the antiadditi ve property of the loca context and make it
simply deaeasing? The predictionis that the PPI will be rescued.

Szabolcs and Zwarts 1990 olserve that given two functionsf and g, wheregis
antiadditive, their compositionf °gi.e. Ax[f(gx)] is antiadditive iff f is multiplicative, viz.
f(alb)=falIfb. The following informal illustration outlines the proof.

Negation is antiadditive, hence the predicate doesn’t walk or talk is equivalent to doesn’t
walk and daesn’t talk. The sentence John dbesn’t walk or talk continues to be equivalent to John
doesn’'t walk and John deesn’t talk, because Johnis multiplicative. John A andB is the same as
John A andJohnB; thus adding Johnas a subject generalized quantifier preserves the and of the
doesn’t walk and daesn’t talk obtained in the first step. But More thantwo men dan't walk or
talk is not equivalent to More thantwo men dorit walk and more thantwo men dorit talk. The
reason is that more thantwo men is not multiplicative: More thantwo men A andB is not the
same as More thantwo men A and more thantwo men B (different sets of men may be doing the

A-ing and the B-ing).
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In ather words, the composed function more thantwo men dorit [verb] isnat
antiadditive. (It is sSmply decreasing.) If extending the mntext by means of function compaosition
isapaossble means of rescuing the PPI, then we predict that adding more thantwo men above
the off ending antiadditi ve rescues the PPl as much as adding an NPI-licensor does. This
predictionis just wrong:

(73) ?* Morethan two men ddn’'t come up with something.

canna mean "More than two men came up with nahing’

In sum, the aguments all point to ore cnclusion: the rescuing effed canna be due to

context extension.

5.2[AA-Op > PPl isanonlexicd NPI

| propacse to take the properties of rescuing at facevalue and say that [AA-Op > PPI] isan NPI. It
walkslike one and it talks like one, thereforeit is one.

To reiterate, we have noticed that theill egitimate cnstell ation [AA-Op > PPI], in which
a PPl scopes immediately below a dausemate antiadditi ve operator is rendered fully acceptable
if anitem that licenses weak (ever-type) NPIsis added scopally immediately abowveit. This
points to the anclusion that the rescuing effed is nothing but NPI-li censing.

Consider, first, the fad that the set of NPI-licensorsisnat asimple and retural set.
Therefore when we observe that the exad same set is relevant in conrection with anew
phenomenon, it canna easily be taken to be pure mincidence While von Fintel argues that
Strawson-entailment is areasonable and wseful relation, it is probably nat the only entailment
relation relevant in natural language. Furthermore, vonFintel neeals to work hard to show that
regret, be glad, and ahers adualy lend themselves to the Strawson-decreasing analysis. In cther
words, if Strawson-decreasingness(or some other property uniting weak NPI-li censors) turns out
to be aiticd in anew domain, that is Ssmething to take note of.

A seondresped in which rescuing islike NPI-licensing isthat it is hindered by an
intervener. Compare (74), in the spirit of Linebarger 1987, with the PPI-data (75):
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(74) 1 didn't exped that Johnwould say anything because this was a public event ( *but

becaise | know how heis).

(75 I didn't exped that Johnwouldn't say something because this was a pulic event ( *but
because | know how heis).

A third simil arity is that once an NPI has foundits licensor, adding another negative
operator abowve it does not hurt. Thisisanontrivial property sincethe expanded context is

increasing. We have seen abowe that rescuing behaves the same way.

(76) 1 don’t think that John ddn’'t come up with anything.
(77) 1don't regret that John ddn’'t come up with something. Vv nat > some

| am not aware of any “distributional” properties of NPI-licensing that do nd carry over to the
rescuing of [AA-Op > PH]. Thus, the proposed paral elism isthis:

(78  Unlicensed NPIs: Licensed NPIs:
*He saw [anything]. | don’t think he saw [anything].
*He [didn't seesomething]. | don’t think he [didn’t seesomething].

[AA-Op > PPI] differs from time-honaed NPIsin that it isnot alexicd entry and dbes not
denote aminimal amourt. This, | suggest, isa dallenge for NPI-theories, rather than areason to

rejed the newcomer.

6. PPlsare doude NPIs

Why is[AA-Op > PPI] aNPI? Let usfocus ontherelation between AA-Op and the PPI.

Thefirst clue, | suggest, isthat the semantic property the PPl detestsis antiadditivity. As
was originally observed by Zwarts and quded from van der Wouden in sedion 1,thereisa dass
of NPIsthat require precisaly thiskind d licenser. In English, examples are yet and squat. The
latter is discussed in grea detail in Horn 200k and Postal 2000s; Postal cdlsit avulgar
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minimizer.

(79 | haven't been here yet.

(80) No orehas been here yet.

(8) *At most five people have been here yet.
(82  *I regret that you have been here yet.

(83) Hedidn't know squet. can mean He didn't know anything
(84) No oreknows gjuat. can mean "No one knows anything

(85 At most five people knew sguat. canna mean “At most five people knew anything
(86) I regret that he knew squat. canna mean | regret that he knew anything’

As Postal points out, NPI-squa must be distinguished from ancther use where it means
‘nothing':

(87) Heknows gjuat. "He knows nathing’

We ae not concerned with the latter item, in fact, its existencemust be caefully ignored. For
ead vugar minimizer, some spe&kers of English have bath usages, some only one of the two.
Interestingly, some of the NPIs that need an anti-additi ve li censer require the licenser to
be dausemate. In Dutch such are een handvoor ogen (zien) "(to se€ ahand before (one’s) eyes
and met een vinger (aarraken) ‘(touch) with afinger’ although na ook maar “even’ (Marcd den
Dikken, pc.).*® In English squat and, for some speakers, yet need clausemate li censors. Thisis
best observed if we cmpare didn't think, where think is an ogtional neg-raiser, with didn't say,

where say is nat aneg-raiser:'’

*The dausematenessrequirement for these PPIsisvery strict: Niemandwou hem met een
vinger aarraken "Nobody would touch him with afinger’ but *1k geloof niet dat ze hem met een
vinger zouden aarraken "I doni't think that they would touch him with afinger’.

17Cf. Horn 1989.Think is said to be aneg-raiser because | don't think that heis here can mean |
think that heis not here, i.e. the superficially matrix negation can be interpreted in the
complement clause. Note that this interpretationis optional. Say is not a neg-raiser in the same
sense: | didn't say that he was here canna mean | said that he wasn’t here.
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(88) I didn't think that he knew squat. can mean "that he knew anything’
(89) I didn't think that he had been here yet.
(90) I didn't say that he knew squat. cannd mean "that he knew anything

(9) %l didn't say that he had been here yet.

Now the secondclueisthat our PPIs fail to scope under a dausemate antiadditive but do
not mind an extradausal one. Both (92) and (93) are acceptable because say is not a neg-raiser
and even think isonly optionally aneg-raiser; i.e. in bah cases the negation can be interpreted in

the matrix clause;

(92) I didn't say that he came up with something.
(93) I didn't think that he came up with something.

Finally, the licensing of yet and squat, just like the licensing of any, is blocked by an
intervening scopal element, cf. Linebarger 1987

(94 Hedidn't (*always) understand sguat. onrealing "understand anything’

Asathird clue, recdl that ascopal intervener shields the PPI from the locd antiadditive, e.g., *

(95 Hedidn't *(aways) come up with something.

To summarize, we find an urcanny simil arity as regards anti-additi vity, clausemateness

andintervention:

18 As one reviewer points out, the @rrelation between the NPI-case and the PPI-caseis not
perfect. For example, whil e often blocks NPI-licensing (*He hasn’t often called asingle person),
often does not seam to shield PPIs: He has(* n't) often call ed someone, and rescuing is more
robustly blocked by because-clauses than by quantifiers. | must learethis sgnificant fad to
further research.
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(96) [AA-Op > strong NPI] licensing, unlessblocked by intervener
(97) [AA-Op > PPI] violation, uressblocked by intervener

But why does the same nstell ation constitute licensing in ore case and aviolationin the other?

| propase that this configuration o data can be understoodif we asume that PPIs have
two NPI-features. Oneis astrong-NPI feaure like that of yet and squat: it requires a dausemate
antiadditi ve licensor, withou intervention. The other is aweak-NPI fedure like that of ever: it
requires a Strawson-decreasing licensor (not necessarily clausemate but withou intervention).
To understand the exad distribution d PPIs, let us develop a metaphor for expasitory purposes. |
propacse that these two fedures are normally "dormant”. A context that can li cense the strong-
NPI fedure "adivates' and, in the same breah, licenses that feature. What we have seen
indicaes, howvever, that the other, we&k-NPI feaure dso gets adivated at the same time —
adivated, bu not licensed. Therefore, the eanergent constell ationisill egitimate, uniessalicensor
for the weak-NPI fedureis provided.

In ather words, PPIs do nd detest antiadditi ves; they have alatent craving for
antiadditives. The gppearancethat they detest them is due to the fact that the satisfaction d this
craving activates another, which needs to be satisfied independently. Schematically:

(98) PPIshavetwo NPI-features. A strong licensor activates both but licenses only one:
wea-NPI licensor ....[ strong-NPI licensor ... PPI ]
| strong-NPI feature, cf. yet

wedk-NPI feature, cf. ever
I

Whil e the &ove scenario captures the detail s of the behavior of PPIs, some of its
comporents are undeniably exotic. What are dormant feaures? What does adivation consist in?
Why does a strong, but not aweek, licensor in the mntext adivate these features? These isales
are aldressed in Part Two dof this paper and the metaphors are diminated.

Before proceeding, it isin arder to clarify one asped of the descriptive daim. The

esenceof the propasal isthat our PPIs have a @mbination d two NPI feaures. In that sense,
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the PPl phenomenonreduces to the NPl phenomenon. Exadly what NPI features a PPl happens
to haveis of seandary importance. Although | have agued that the feaures of someone /
something type PPIs match qute dosely the combined properties of yet and ever, we know that
there are many other kinds of NPIs. Even the ones roughly classed together above are not
entirely identicd, e.g. squat seems to care more aou the locdity of itslicensor than yet. It
would be equally possble for aPPI to have a @mbination d two ather NPI-features. At the
same time, the proposal expeds exadly the existence of the kind d correspondences that emerge
from van der Wouden's work. Namely, whatever property is desired by some NPl may turn ou
to be detested by some PPI and/or to function as arescuer thereof. Naturally, future more refined
versions of this propacsal may point out possble and impaossble combinations. As of date, we
know atogether littl e doou why each NPI requires exadly the kind o licensorsit does, why it is
or is not sensitive to the dosenessof the li censor, etc.*®

19 A reviewer raises the interesting question o how the proposal in the text might aceourt for
items like Dutch ooit “ca. ever’ that van der Wouden 1997call s bipdar: they require a
deaeasing licensor (an NPI-property) but canna occur under alocal antimorphic item (he call s
thisa PH-property). Van der Wouden argues that NPI-hoodand PPI-hoodare two primitive
properties and may therefore mexist in oreitem. Asthe reviewer notes, if van der Wouden's
analysisis correct and | wished to asgmil ate ooit to the PAsin (98), | would predict that they
can orly occur in two-licensor environments, contrary to fact. Apart from the fad that the
properties ooit is ensitive to are nat the same asthosein (98), | believe that van der Wouden's
bipdar analysis may be avoided if the fad that ooit cannat occur in aloca antimorphic context
isbuilt into the dharacterization d the licensing of ooit asa NPI. The same hads for Serbo-
Croatian i-NPIs, which, as van der Wouden pants out, have asimilar distribution, and for their
Hungarian counterparts, e.g. valami is “something even’. The bigger isaue that this question
pointsto, however, isthat athough the purely semantic charaderization d the dasses of
licensorsis by and large succesdul, it faces sme embarrassng problems. In addition to the fad
that “deaeasing but not antimorphic” may be afunny semantic property, Horn 1997 nees that
the overtnessof negation may make adifferencefor NPI-licensing even when two items have the
same Boolean properties, e.g. ?Nobody but Chrig/™* ?0nly Chris slept a wink last night. Likewise,
Paul Postal (p.c.) points out that an amount of milk equivalent to zero is truth-condtionally
equivalent to no milk but does nat license NPIs. In this paper | do nd subject the licensing
properties to further scrutiny and simply take over the charaderizations offered in the literature.
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Part Two: PPIs, NPIs, and negative concord

7.“Dormant” versus “adive” NPI-features: doude negation versus resumptive quantificaion

The discusson d “active” and “dormant” features paints to clear desiderata for the semantics.
The interpretation d an NPI-feaure must be alogical operator O such that each occurrence of O
is smanticdly significant (cf. the adive need for licensing) but two occurrences of O together
look as though O is nat even there (cf. dormancy). Thereis one and oy one logica operator
that fits the bill: negation.

Asaume, therefore, that the positive pdarity items we ae investigating are interpreted,
roughly, as AP- - [X[person(x) & P(x)]. That is, eatr NPI-featureis a negation. If these
negations do nd enter into arelation with an NPI-li censer, they simply cancd out when the truth

conditions of the sentence ae cdculated (dormancy). Thisiswhat happens in examples (99)-

(10D:

(990 Hesaw someone person’ - = [X[person(x) & he saw(x)]
(1000 Few boys saw someone few x[boy(x)][-— Cy[ person(y) & x_saw(y)]]
(101 Itisnat the casethat he saw someone - (= - [X[person(x) & he _saw(x)])

Interesting suppat for this interpretation comes from Latin, panted ou to me by Wayles
Browne (p.c.). Latin has a series of indefinite pronours that are formed with two negations (see
the Oxford Latin Dictionary):

(102 a non remo “some persons, afew’
b. non nulus "a cetain amourt of, na alittl € anumber of, na afew; some men’
C. NON numguam “on various occasions, sometimes’

The foll owing text shows that non nemo is indeed comparable to someone: >

20 Ernou—Thomas 1972196 and hitp://perseus.tufts.edu. | thank Paul Elbourne for help with
the example.
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(103 video deistisqui se popuaris haberi volunt abesse non neminem [..] is et nudus tertius
in custodiam civis Romanas dedit.
'| seethat of those men whowish to be cnsidered attached to the people one man is
absent [...] He only threedays ago gave Roman citi zens into custody.’
(Cicero, In Catilinam, 4.10

The fact that non remo can antecede non-c-commanded anaphara may seem surprising:
acording to ore of the basic tenets of Dynamic Semantics, one negation “freezes’ an existentia
(eliminates its dynamic potential to bind anon-c-commanded pronour) and ancther negation
does nat “defrost” it. However, Krahmer and Muskens 1994181 conclude that “we can take it as
agenera rulethat as far as truth condti ons and the posshili ty of anaphara ae concerned doube
negations in standard English behave & if no regation was present.” Hungarian nem keveés ember
‘not few people’, which is smilar in the relevant resped, is also capable of anteceding cross
sentential pronours.

Naturally, the proposal to add two negationsto the lexica representation dces not extend
to expressons like a person or persons, sincethey are not PPIs; their standard treatments remain
in eff ect.

With the - - Ointerpretation d some-phrasesin mind, let us sewhat happens when bah
fedures of the PPI are licensed by appropriate licensers. | propose to interpret licensing as the
formation d abinary quantifier. Binary quantifiers bind two variables smultaneously or, viewed
from a generalized quantifiers perspective, operate onrelations, na properties (May 1989,
Keenan and Westerstahl 1994). Their syntadic formationis known as absorption. The ideahere
isto fador out the negative comporents of the two licensors and to let each form abinary

guantifier with the negation correspondng to ore of the NPI-features. For example:

(104 At most five boysdidn't call someone

‘not more than five boys nat called na-nat-one’

no<x,y>[x(more than five) boys no<z,w> [z(cdled) w (y(one€]))]

N
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Noticethat by absorbing the licenser negation and the li censeenegation into a single negative
guantifier we dfedively eliminate the licensee Thus, the two negations postulated for PPIs
“disappear” both in (99)-(101) andin (104), albeit in very different ways.?*

What kind d binary quantificationis at work here? Assuming that ead negationis
construed as a negative determiner whaose restrictionis a set of individuals or events or degrees,
the binary quantifier envisaged here might equally well be a @mulative, abranching, or a
resumptive one. These threeschemata yield identicd results when the inpu quantifiers are both
negative, although they may diverge on aher inpus (van Benthem 1983,Sher 1990. Of the
threeoptions | choase resumptive quantification. As May explains, resumptive quantificationis
the simplest and least controversia: it redly invalves nothing beyond bnding multi ple variables.
Seond, this choice @nveniently predicts the existence of intervention effects, seesection 8.2
below.

The resumptive reading of No one loves no one would be formali zed as (105) in May
1989, o as (106) using the generalized quantifier notation d de Swart and Sag 2002

(105 A sequence g satisfies NOx,y(x lovesy) iff nosequenceq’ satisfies x lovesy, where g’
differsfrom g in at most the values assgned to x andtoy.

(106 HUMAN X HUMAN
NO (LOVE) = =[XOy[human X, humany][x lovey]
EZ

Resumptive quantificationis  cdled because it occurs when the phrases absorbed have

identicd determiners, e.g.

21 Exploiting canceling versus resumption was inspired by de Swart and Sag 2002,who wse the

same logical factsin conredionwith doulde negation versus negative concord in Romance. On

the other hand, the use of n-ary quantificationin conredionwith negative palarity is anticipated
in Moltmann 1995 .Seefurther discusson d both pantsin sedion 8.
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(107) Exadly threemen read exadly threebooks.
(a) asymmetrica scope: "there ae exadly threemen who each read exadly threebooks
(9 bools were read by meny’
(b) resumption: "there ae exadly threeman-book mirs that standin the read-relation (3

books were read by men)’ 22

My own use of resumptive quantificaion maintains the identity requirement, albeit nat in surface
form but with reference to semantic interpretation.

To summarize, this ®dion hes off ered a semantics for NPI-features, licensing, and
dormancy.? Although some novel assumptions are made, the mechanisms appeded to have
precalents in the grammar of quantification. What remainsto be shown isthat these ideas can be
embedded in a genera theory of NPI-licensing and that the spedfic patterning of the PPI-data
can be acommodated. | will argue below that my proposal, motivated entirely by the
distribution and interpretation o PPIs, fits perfectly with alarger picture of NPIs put forthin
Postal 200(,b. | first present my own construal of these assumptions in somewhat programmatic
terms, then turn to the spedfic detail sthat are relevant to cgpturing the distribution o PPIs.

8. Negative pdarity and negative @ncord: Postal meds de Swart and Sag

8.1 NPl licensing: the basic idea

Traditionally, NPIs are treated as expresgons that are unacceptable unlessthey occur in a
licensing environment. Postal 2000a,b proposes aradically different approad. This does not

start with lexicd items that are designated to be NPIs. Instead, it assumes that certain expressons
come with (semantically significant) underlying negations and map orto various surface

morphdogies depending on whether thase negations day in place or are removed (in ameaning

22 SeeMay 1989for discusson o what pairs court as distinct; thisis not pertinent for negatives.

23 This proposal is preliminary in various respeds. For example, | simply talk about negations,
withou distinguishing Strawson-decreasing and antiadditi ve licensors. | assume that fine-tuning
will be possble, to the extent that the relevant properties are truly semantic (seefn. 19for a
caveat).
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preserving fashion).?*

For example, take an underlying representation that involves - [1 This may surface @ no
oreif the negation staysin place (I saw no ore). Alternatively, it may surface as anyoneif the
negationraisesout (I didn’t seeanyone) or gets deleted (No one saw anyone). Theraising option
will not berelevant to usand | will ignoreit from now on. Asregards deletion, it turns out that
the gpropriate deleter of the - of =1 isalocal anti-additi ve (see the next sedion).

Deviations from this prototypical situation may occur in the cases of lexicd gaps: for
example, yet spell sout = [Junder raising/deletion, but it does not have anegation-retaining
morphdogicd courterpart.

One extremely interesting aspect of this propaosal isthat it does nat rely on medhanisms
that filter completed structures for well-formedness Sentences with NPIs will aways be well -
formed, because the morphemes any, yet, ever, etc. appear only where the given uncerlying
representations are legitimately mapped to them. Thus the system conforms to the requirement of
being fail ure proof, which has aways been at the heart of lexicdist theories like HPSG and
categorial grammar and is advocated in Chomsky 2001%°

Prior to procealing further with detail s, let usimmediately ask what isto be meant by
deletion. Postal has a fully morphasyntactic mechanism in mind. In contrast, | envisage a
semantic mechanism with stipulated morphdogicd reflexes. In line with the suggestionin
sedion 7,| propase to identify NPI-licensing with the asorption d the li censer negation and the

pertinent negative comporent of the NP into a binary resumptive quantifier.?®

24 postal’s core propasal does nat include free doiceany. For the purposes of this paper | wish
to remain agnostic as to the relation between NPI-any and FCI-any. The possbili ty of
distinctnessmay be supported by the fad that adverbial NPIs do nd tend to have FCI uses and
that some languages, Hungarian among them, use diff erent morphemes for the two.

25 According to Chomsky 2001, the only consideration that prevents grammar as he views it from
being entirely fail ure proof is the lexicdi st approach to the caegories of roats. | am grateful to
Michal Starke for discusson d this paint.

26 | owethe crucial ideato interpret NPI-li censing via n-ary quantification to Dorit Ben-Shalom
(p.c.). Ben-Shalom’s own suggestion was to analogize on Moltmann's (1995,Sedion 4
treament for sentences li ke the foll owing:

[1] No man danced with any woman except with Mary.

[ii] John ddn't see ay woman except Mary.

The puzzle that Moltmann addresses is this. Certain exceptives modify only universal or negative
guantifiers (no ore but Mary, everyone but Mary, *some people but Mary, *most people but
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(108 NG&X,Y> [ [iicenser - X oone] oo [NPU oonY ood] ]

This construal may even help assmil ate Postal’ s proposal to standard fedure cheding. It
is generally assumed in minimali st theory that feaures come in interpretable--uninterpretable
pairs, oneis caried by a head and the other by an XP. Feature chedking is eff ected when the two
enter into a specifier--head relation and the uninterpretable member of the pair is deleted. In the
present case, bah negations are semanticdly significant, therefore feature cheding is effeded
by binary resumption.

8.2 Intervention effects

The use of resumptive quantification will explain why scopal interveners block NPI-licensing
and shield PPIs, e.g.,

(209 a * | didn't always say anything.
b. | didn't always say something.

Developing de Swart’s 1992 popasal for intervention eff ects in split constructions (see(110)),
Honcoop 1998haracterizes intervention effedsin general as cases where an operator is
separated from its restriction by a scopal element, and uses Dynamic Semantics to explain why
thisis bad.

(110 *Combien astu beaucoup condut __ de canions?

Mary); though seeHorn 2000for some problematic examples. On the standard view, any woman
isan existential; if so, the dove sentences are predicted to be ungrammeticd, contrary to fad.
Moltmann popases to form negative (universal) n-ary quantifiers <no man, any woman> and
<not, any woman> and let the exceptive modify these. Although Moltmann rever intended this
to be apropasal for NPI-licensing, Ben-Shalom suggests that we might assume that in fad the
relation between any woman and the negative is always establi shed by n-ary quantification.
Given my general concerns, however, | will be opting for adifferent kind d n-ary quantificaion
than Moltmann. This allows me to preserve Postal’ s idea that any-phrases modifiable by
exceptives are underlyingly negative quantifiers.
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how-many have-you alot driven of trucks

Now naticethat resumptive quantificaion factors out the shared operator of two or more
operator--restriction urits. (In Pesetsky’s 2000terms, it might be acase of feaure movement.)
Withou the intervener, | didn't say anything might be represented as below, using a variable-

binding or a generalized quantifier style representation:

(11) a no<x,y>[at event (y) | say thing(x)]
b. ngf event,thing][ said-by-me-at]

Alwaysin (109 will separate the operator no at least from the thing-portion d its binary
restriction. In this way, the present propasal naturally predicts the sensiti vity of NPI-licensing to
Linebarger’s 1987intervention effeds.

In fad, Honcoop 1998 hmself sought to subsume the intervention effectsin NPI-
licensing under his general theory, bu he did so with reference to the medanics of the
computation d scdar implicaures. | believe that the present propcsal is preferable, because it
extends to the caes where no scdar implicaures are involved, cf. section 11.

8.3 Negative ooncord

Aswas mentioned in fn. 21, & Swart and Sag 2002exploit the aili ty of two negations to either

cancel out or to undergo resumption to acourt for the anbiguity of (112): %’

(112 Personren’ ame personre.
(a) no oreis such that they love no ore (everyone loves smeone, double negation

realing)

2" De Swart and Sag take French ne to be semanticdly vaaious, so for them, orly the two
instances of personne are relevant. But both mechanisms generalize to n dstinct operators. The
asymmetricd scopal option (a) yields a paositive statement if the number of negationsis even and
anegative oneif the number of negationsis odd. The resumptive option (b) yieldsasingle
negative, nomatter how many negatives enter into the resumptive quantificaion. Thisis crucial
because negative ancord may involve an arbitrary number of negative quantifiers.
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(b) no people stand in the love-relation (negative concord reading, resumption)

They implement absorption with the ad of Cooper-storage. Quantifier meanings are introduced
when the quantifiers enter the syntax but are stored away and retrieved at an appropriate later
point. Since dsorption requires smantic constituents that are orthogonal to the usual syntadic
ones, Cooper-storage indeed seans like an appropriate treament at our present stage of
understanding. De Swart and Sag al so generali ze standard resumption, which involves only
clausemate quantifiers, to cover cases like the foll owing:

(113 Jen'exigequilsarrétent personre.

"I don't demand that they arrest anyone’

In this paper | do nd attempt to go into detail swith negative @wncord bu tentively adopt
de Swart and Sag' s 2002theory. Treating negative polarity and regative concord with the same
semantic device seams quite natural. After al, they are variations on the same meaning.?®

Resumptionwill play arolein the propcsed grammar in bah its binary andits arbitrarily
n-ary versions. Licensing is always binary resumption. On the other hand, regative concord may
involve an arbitrary number of negative quantifiers; likewise, the same licensor may license an

arbitrary number of negative pdarity itemsthat do nd c-command each aher, e.g.:

(114 No oretalked with any man bu Bill abou any woman bu Susan onany day but Sunday.
| assume that the any-phrasesin (114) arefirst absorbed into aternary quantifier (form

one big NPI), which then establishesits relation with the licensor no one in asingle step of

binary resumption. In contrast, negative concord is eff ected in asingle n-ary step (abig negative

guantifier isformed), asin de Swart and Sag, and nolicensing step isinvalved.

8.4 Interim summary

28 Negative mncord isa aosslinguisticdly diverse phenomenonand de Swart and Sag' s theory
certainly does not cover the full spedrum. Seemost recently Déprez 2000,Giannakidou 2000,
Herburger 2002, E. Kiss2002,Suranyi 2002,and Puskas 2002 among others.
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In this sction | have agued that the semantics that my PPl proposal entail s for standard NPIsis
viable. (i) It squares with Postal's conclusion that NPIs contain sil ent negations and (ii) Postal's
negation-deletion can be recast as binary resumptive quantificaion. The central proposal of this
paper needs one more ingredient: an acourt of the full distribution o PPIs. Offering one isthe
task of sedion 10.Sedion 9lays sme groundvork by introducing some further crucial aspeds
of Postal's proposal.

9. Postal on any and no

| now turn to thase spedfic detail s of Postal’s 2000s,b propasal that are relevant to the present
concerns. Thereader shoud bea in mindthat in this dion | summarize very detailed bu still
ongoing work. | focus on two isaues: the underlying representations and the patterns emerging
from mapping to surface morphdogy. This ®dion retains Postal’ s deletion terminaogy.

The standard assuumptionisthat any is an existential and no is a negative determiner (in
those dialeds of English that do nd have negative @ncord). But Postal 2000 agues that both
are anbiguous between a negative and an existential reading. One type of evidence @mes from
that subspedes of exceptives which isthought to attach to pasitive or negative universals, seethe
discussonin fn. 25.Postal 2000,b ndices that both any and no can hcst but-exceptivesin some

contexts but not in others:

(119 No oresaid anything but héllo.
(116 *At most five people said anything but hello.

(117 1 said nothing but hello.
(118 *Ididn't say NOthing but hello.

(118) isto be compared with the fully legitimate doulde negationreading in (119); the
significance of the pragmatically and intonationall y distinct denial reading will be discussed in
conredionwith (129).
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(119 | didn't say NOthing (although | didn't say much). '| said something

Anather type of evidence for the anbiguity is that those instances of any and no that can be

modified by exceptives can undergo negative fronting, e.g.

(120 a | didn't think that any gorilla (but Kong) would they try to train.
b. * At most five people think that any gorilla would they try to train.

Postal concludes that both determiners are anbiguous at least between a negative and an
existential version, and the two versions ocaur in different contexts.®

Postal assumes that the underlying representation d those instances of no and any that
can hast exceptivesinvolves - [ which is equivaent to a negative universal (J-), as desired.
The interpretation d the sentencereliesonthis, bu morphdogy may spell it out in more than
one way. If the negation staysin place the determiner is elled ou asno, asin | saw no one
(but Bill). If the negationis raised out or is deleted by an appropriate del eter, the determiner is
spelled ou as any, asin No one saw anyone (but Bill). To accourt for the contrast in (115)-(116)
the deleter of this underlying negation must be alocal anti-additi ve operator.

The @ove onsiderations %rve & theinitial motivation for postulating some “invisible
negations’. But more important to our present concerns are thase any/no-phrases that do nd host
exceptives and are therefore diagnosed as underlying existentials. In the interest of a unitary
mechanism that maps underlying representations to morphdogy, Postal assumes that these in
fad involve two negations, - —[1 Sincethisis equivaent to [] the errichment does not affed the
semantics whil e being instrumental in getting the morphdogy right. The two negations are dealt
with in two separate steps. The lower negation gets deleted by the higher one. The higher one
may either stay in place or get deleted by an external deleter, which in this case may be any
Strawson-decreasing operator. In ather words, the quantifier will end upwith either one negative
or nore. Now the samerule gplies as above: one - left in pacespells no, no- left in place

spells any.

29 The distribution o English any isthe union o the distributions of Serbo-Croatian ni-NPIs and
i-NPIsin Progovac s1994terminoogy. Thetwany' s Postal reagnizes are reminiscent of these
two items.
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It is graightforward to identify the single negation in Postal’ s = Cwith the lower negation
in his—~-[t the former is said to require alocal anti-additi ve deleter and the latter always turns
out to be deleted by one (the higher negation in the same DP).

In the Appendix | write out some analyses and add the “Delete even numbers of

negation” rule, bu these detail s are not crucia to central concern o the present paper.

10. Pladng PPIsinto context

| propacse that Postal’ s system as oitlined above can be seen as the periodic table of elements:

when the known elements are aranged in their proper places, the existenceof further, hitherto
unknonvn elementsis predicted. | claim that the PAs described previously in this paper fit into
Postal’ s system; in fad, they fill gapsin the system. One advantage of naticing thisfact is that

certain peculiariti es of the PPI’ s distribution will now require no specific stipulation.

10.1The some—any—no paradigm for == [J

Recdl that in sedion 61 concluded that PPIs have two NPI-features: one that requires alocd
antiadditi ve licensor and ancther that is happy with any old Strawson-decreasing one. | noted
that they may remain “dormant” or get licensed individually. In section 71 propcsed that these
fedures be interpreted as negations which either cancd out (dormancy) or enter into two separate
resumptive quantificaions. This makes snseif NPI-licensing isin general interpreted using
resumptive quantificaion, andin section 81 propased to make that move. In section 91
summarized some aspeds of Postal’s work which, entirely independently, had concluded that
thase any-forms and no-forms that receive an existential interpretation have two underlying
negations that may get deleted onthe way to surface morphdogy.

| am now propasing that the some-forms | am investigating are just ancther way of
spelling out an underlying—— [ More predsely, | intend aparallel claim to hdd of al PPIsthat
have the same distribution as these some-forms. Digjunctions in Hungarian and severa other
languages are one cae in pant, as demonstrated in detail in Szabolcsi 2002 they will be
interpreted as ApAg— - (pIg). Some—any—no just constitute aparticularly nice paradigm that

has no acddental gaps. Items like would rather may be regarded as elements of a paradigm that
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has acadental gapsin bah the “no-slot” and in the “any-slot”.

Let usfirst establish that the two negations that Postal postulates can be identified with
the two NPI-features that the first half of this paper offered evidence for. (i) One of Postal’s
negations wants a local anti-additi ve deleter — naicethat one of my NPI-features requires
predsely thiskind d alicensor.® (ii) The other negationin Postal’ s existentials is happy with
any Strawson-decreasing deleter — just like the other NPI-feature in PPIs.

With thisin mind, consider the logicd possbiliti es of Postal’ s system. | will usethe
neutral term “license”, which for Postal means deletion and in my terms, the formation o a

resumptive quantifier.

(122) Spelling out underlying - [t
a one - licensed DP-internally, NO (I didn’'t say NOthing)
other - staysin place
b. one - licensed DP-internaly, any (I didn't say anything)
other - externally
C. both -’s day in place

d. both -’ slicensed externally ?7?

We seethat (121c,d) are posshiliti es that Postal’ s system does nat utili ze; they ought to be

excluded by brute force. But in fad, our PPIs occur in precisely these dlots:

(12) c. both -’s day in place some (I said something, etc.)
d. both =’ s licensed externally some (Few people didn't say something)

The one dhange this additionrequiresis aslight modificaion d the spell-out rule that covers
both -Oand - -1 If two negations are left in place, spell some. If one negationisleft in pace
spell no. We now split the cae where no regationisleft in pace If two negations are licensed
by DP-external li censers, spell some; elsewhere spell any. The dsewhere cae comprises

%0 Incidentally, de Swart and Sag 2002 pant out that the semantic condtion on regative mncord
in French is that the participating operators be anti-additive.
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situations where there was just one negation and it got removed as well as stuations where there
were two and ore was licensed DP-internally and the other externally.

In a negative aoncord language the mapping algorithm must be extended to cater to n-
words surfacing under resumption. In English No ore loves no ore is a somewhat isolated case

and | will not attempt to bring it into the picture.

10.2Deriving the “activation’ data

Now let us sehow placement into this context benefits the analysis of PPIs, over and above
suppating the postulation d “invisible negations’. One important descriptive observation was
that alocd anti-additi ve operator “activates’ both NPI-features but licenses only one (hence the
need for a Strawson-deaeasing rescuer). Thus, to safely discard the adivation metaphar, we
have to explain why the foll owing posshiliti es to derive * No ore said something or *He didn't

say something do nd arise:

(122 a * AA-Op licenses one NPI-fedure of the PPI; the other isleft in place
b. *The same AA-Op licenses both NPI-features of the PPI.
C. *Both NPI-feaures of the PPl areleft in place in the mntext of AA-Op.

(122a) immediately foll ows from the spell -out rule. If one negationis licensed by the
anti-additive and, crucially, the other isleft in place the determiner is gelled ou asno, na as
some. The seand pasbility would be for the same anti-additi ve operator to license both NPI-
feaures of something, cf. (1220. If licensing itself is by definition a one-to-one relation between
alicensor and alicensee (a binary operation), then thisis passbleif only the two NPI-features
arefirst absorbed into asingle NPI. Given ou semantics, this case will be indistinguishable from
(121b, where one of the NPI-feaures was licensed DP-internally by the other, the latter being
licensed DP-externally. But in this constell ation the spell -out rule chooses any, na some.

These observationsiill ustrate the fail ure proof character of the proposed grammar, panted
out above.®

31 |f the given item is part of a defedive paradigm that has no negation-retaining form, we get
unacceptabili ty due to the morphdogical gap.
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In conredionwith (122c), recdl that there ae severa cases where both negations are | eft
in pace | said something, | don't think that he said something, and Few people said something.
(That merely deaeasing few does not set off the adivation processis dueto the fad that the
negation correspondng to the strong-NPI feaure intervenes between it and the weak-NPI feaure
it might license.) Why is the same not passblein the presence of alocd anti-additi ve operator,
i.e. why canna *No ore said something arise in that way?

To pave the way to answering this question, ndicethe unacceptability of (123), in
contrast to (124):

(123) *No oredidn't laugh. [unlessdenial]
(124 Few peopledidn't laugh.

Thisisanew fact and it isnot acounted for yet. Likewise, let us go bad to Postal’ s observation
that No ore said NOthing is acceptable on the doule negation reading with appropriate
intonation (fall-rise mntour onthe secndno) but the lower negative canna haost an exceptive.
The same hadsfor | didn't say NOthing:

(125 No ore said NOthing "Everyone said SOMEthing’
(126) *No ore said NOthing but hell 0.

(126) indicaes that the dired objed in (125) has—~-[1 But nathing in the system prevents
ancther analysis for the strings No ore said nahing, where the dired object has - [and no

licensing takes place, asin (129.

(227 noore V =0 => - [is gelled ou asno

Given that thisanalysis has =[] the nothing so oltained is predicted to hast an exceptive. The
fad that this predictionisincorred indicaesthat (127) shoud be excluded. To fadlit ate the
correct formulation d the generali zation, ndicethat the denial readings of the problematic

sentences (with stresson the first negative) may in fad be acceptable:
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(128 NO onesaid nahing but hello. Vv asadenia of Saneone said nahing bu hello

(125-(126) differ from (128) in their intonation contour and dscourse properties; the former
have the characteristics of contrastive topicdization, the latter those of denial.

Taking denia into acourt, a generali zation can be formulated as foll ows:

(129 Resume[AA-Op > strongNPI fedure]:
When a strong-NPI feature occurs in the immediate scope of alocd antiadditive, it
canna remain uricensed (unlessthe antiadditive expresses denial). Resumptionis

obligatory in this configuration.?

(129 rules out the structures (127), where the strong NPI feaure that remains unlicensed is
embodedin-T[l It asorulesout (123), *No oredidn’t laugh if overt preverba negationis
subsumed under “strong-NPI feature”. But, crucial to the central concern of this paper, (129
certainly subsumesthe dasscd PPI fads:

(1300 No ore said something * not>some, uressdenia

(131 I didn't say something. * not>some, uressdenia

32 (129 appli es to someone only if the negation embodying someone’s wez-NPI feature (call it
-2) does nat intervene between AA-Op and the negation embodying its grong-NPI feaure (cdl
it =1). If =2 intervened, it would shield =1 from AA-Op. That is, the hierarchy inside someone
must be -1-2[1 Thefad that plain | saw someone is acceptable points to the same conclusion:
the strong-NPI feature =1 can remain damant only if it is nat in the immediate scope of - 2.
How does this gjuare with ather considerations? Noticethat in the rescuing case, e.g. Only John
didn't call someone, the strong-NPI featureis licensed by the doser operator nat and the wesk-
NPI fedure by the farther operator only John If the two licensing relations must form a nesting
dependency, it suppats the mnclusionthat the strong-NPI fedureis higher, i.e. that we have

- 1-2[1 Thisresult contrasts with the -2-10hierarchy for any and no ontheir existentia
interpretation. Noticethat in the cae of any and no, the higher negationitself can be licensed by
any Strawson-decreasing li censer. Thus the structures underlying any and no onthe one hand
and some onthe other are not, and canna be, identicd as regards the hierarchy of the two NPI-
fedures.
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Recdl that in the present setup, these unacceptabl e sentences might arise when bah NPI-features
of someone remain “dormant” (unlicensed). (129 rulesthis out with reference to the fad that
one of these feduresis astrong-NPI feaure in the context of alocd antiadditive.

Invoking (129) does not amourt to replacing the traditional prohibition (PPIs canna
scope uncder alocd anti-additi ve) with another prohibition d the same sort. First, recal that the
analysis of PPIs asdoulde NPIs srvesto explain the phenomenon d rescuing, which the
traditional prohibition hes nothing to say abou. Seand, (129) makes the PR-restriction just a
spedal case of amore general phenomenon, ramely, a bias against doulde negatives and a
preference for negative pdarity licensing or negative mncord (whichever the given language
makes avail able). The reason why the two NPI-fedures of aPPI canna remain “dormant” in the
context of alocd antiadditive is the same & the reason why *No oredidn't laughand * didn't
say nothing (but hell 0) are unacceptable on the doule negation reading. And since the &ili ty to
generali ze over these cases is contingent on paiting “invisible negations” for PPIs, the
generdization, if corred, suppatsthisimplementation d the observations made in Part One.

This conclusion may gain further suppat from the fad, panted ou by A. Giannakidou
(p.c.), that doule negation readings are aosslinguisticaly much lessgenerally avail able than de
Swart and Sag 2002might lead ore to exped. (129 predicts that doulde negationis possble
when the lower of the two negations embodes aweak-NPI feaure -- asis the case with
someone, as discussed in fn. 32.1t may well be that the aoss-linguistic variation can be cgtured
along these lines. Pursuing these conrections must be left to further research, hovever.

11. Ispdarity sensitivity grounded in scalar or referential lexicd semantics?

This paper has argued that certain expressons are endowed with “NPI-features’, emboded by
negationsin their lexicd semantics. NPI-hoodand PPI-hoodare not shown to foll ow from other
lexicd semantic properties of these items. The question arises whether this agnaostic position
mises ome obvious empiricad generalizations. In this sdion | consider two candidates:
groundng NPI-hoodin scdarity and PPI-hoodin referentiality.

For along time, the licensing of NPIswas gudied withou asking why NPIswant to be

within the scope of adeaeasing operator. In recent years the tide has turned: it has been
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suggested that NPIs extend the domain of quantification and are subject to a strengthening
requirement, or that NPIs being focussed minima amourt expressons, they giveriseto
contradictory scalar impli caures unlessthey are in an impli cation reversing context. (See
Kadmon and Landman 1993,Lahiri 1997 ,Krifka1992, 1995and ahers.) Thisis an exciting and
intuitively satisfadory development, although the fact that diff erent NPIs require different kinds
of licensors has not receved a cmparable explanation, which is disturbing. In any case, bah
Postal’ s propasal and mine ae devoid of thiskind o scdar semantic insight. Is this a deficiency?
| believeit isnot. Hoeksema (p.c.) observes that various dandard NPIs, such as much, in ages,
either, and all that [adjedive] are not minimizers, and Chierchia 2001systematicdly points out
that the properties from which the @ove mentioned theories derive NPI-hoodcharacterize only
some, bu nat all, NPIs. Chierchia himself revises of Kadmon and Landman’s theory to the dfed
that widening cum strengthening is possble but not obligatory. Even this may be too much to
ask, however. Recall that structures like [didn't seesomething] have been shown to be NPIsin
the sense that they have exadly the same distribution as classgcal NPIs, bu it is not obvious how
they might fit Chierchia s redpee Furthermore, it has been argued that minute detail s of

li censing determine whether the same truth condtiona content gets elled ou as any, no, or
some (see (120).

In view of these, it seems appropriate that scalar impli catures are not the driving force of
the system. This does nat necessarily mean that the present proposal isincompatible with the
scdar insight. Perhaps the scdar semanticsis parasitic on the system of palarity licensing,
instead of driving it. Thiswould be compatible with Giannakidou s 1998approach onto pdarity
sensiti vity and with a likeminded conclusion Giannakidou 2001reachesin conredionwith free
choiceitems.

Next, consider PPIs. A. Giannakidou (p.c.) suggests that PPI-hoodmight be derived
from the referentiality of some-phrases, specificdly, that they always assert existencein some
model. Detail s natwithstanding, the question rere, asin the cae of NPIs, is whether such an
explanation returally extends to all PPIs. Some difficulties arise dready in English. Phrases like
somewhat and to some extent and oljeds of verbs of creation (see(54)-(56)) are not referential in
the way someone | know, a certain person, etc. are. Then there ae expressons like would rather
that are rescuable PPIsbut it is difficult to see ay referential semanticsin them.

Perhaps even more significant is the crosslinguistic variationin the inventory of PPIs. As
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pointed out in footnotes 8 and 12,Hungarian dijunctions with media vagy "or’ exhibit the same
PPI properties that Hungarian valaki “someone’ and valami “something’ do, which in turn behave
like their English counterparts; see Szabolcsi 2002for a detail ed description. Similar to
Hungarian dsgunctions are the @wurterparts in Rusgan, Serbo-Croatian, and a number of other
languages, whereas digunctions are not PPIs for examplein English, Romanian, Bulgarian, and
Modern Greek. It seemsto methat alexicd semantic explanation o why someoneisaPPl is
plausible only if it aso corredly predicts that Hungarian vagy isaPPI but English or isnot. So
maybe Hungarian vagy is a “referential disunction” like someone | know, and English or isa
“preferably non-spedafic disunction” like a person? Thisisavery interesting passbili ty but as
of date | do nd see evidencefor it. For example, Hungarian vagy clearly prefers narrow scope
with resped to even a c-commanding clausemate quantifier and does nat like to take extra-wide
scope — | would say “wide scope vagy” is even more difficult than English “wide scopeor” is
acording to Rooth and Partee 1982.“Wide scope vagy” can be forced by adding “but | don't
know which”. However, in this case the aldition creaes, rather than highlights, an interpretive
option, kecauseit carries a presuppdasition that needs to be globally accommodated. (I thank
Phili ppe Schlenker for discusson onthis matter.) All in al, | sesenoimmediate evidence for
Hungarian vagy being comparable to Engli sh referential indefinites. But then referentiality
canna be the key.

These, of course, are merely agnaostic conclusions, drawn from spedfic premisses. There
isnothing in principle to exclude the posshbili ty that polarity sensitivity is derivable from lexicd
premisses that have not been considered.

Appendix

This Appendix summarizes ome technicd aspeds of the analyses in Postal 2000y, for the reader
whose interest goes beyond hav this system forms a backdrop d this paper. The reader shoud
bea in mindthat thisis my own brief summary of ancther linguist’s ongoing research. It lacks
the fadual richnessof the original and it may well differ from the final stage of Postal’s work.
Postal assgns any and no forms two uncerlying representations: — [1(when the item can
host a but-exceptive) or — - [ (when it canna). As explained in the main text, such anegation

may stay in place, raise out, or be deleted by an appropriate deleter. The spell-out rule is this:
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when ore negation stays in place the determiner is no; when no regation staysin place, the
surface form isany (or ever, yet, squat, etc. depending on the given item). The underlying
negations are semanticdly significant, therefore deletions must preserve the pdarity of the
sentence Postal suggests ®veral condtions that conspire to ensure that the right number of
negations get deleted. | propose that these can be wll apsed into asingle condtion:

(132 The evennesscondition on reg-deletion: 3

Only an anaysis with an even number of chained neg-deletions is well-formed.

In some sentences, this condtion forces the postulation o further abstrad negations that get
deleted. For example, (133) is such a cae, where the single negation d the - [Jof anyoneis
deleted by averbal negation, which in turn is deleted by the subject no one.

(133 No oresaid anything (but hell 0).

[a] neg3-0 neg2-V negl-[] =>negl isdeleted by neg2; [is Pelled ou as any
[b] neg3-0 neg2-V any => neg2 is deleted by neg3

[c] neg3-[] V any => neg3-Llis elled ou asno

[d] no V any

Such averba negation can orly be deleted by an antiadditi ve operator. In (115), the
deleter of verbal neg2 is the subjed no one, indeed an antiadditive. The same analysiswould na
go through if the subject were merely decreasing, say, at most five people. This accourts for the
contrast observed in (115-(116), namely, that No one said anything but hello is grammatical, bu
At most five people said anything but hello is nat. The sentence At most five people said anything
will have an analysis, but one invalving an existential underlying any (see below), therefore the
exceptive canna be alded.

With this badkground,let us turn to derivations involving existentials. First consider how

33 When the sentence ontains vera postverbal NPIs modifiable by exceptives, they shoud
form an-ary quantifier aong the lines of Sag and de Swart’s 2002.In this case, the even
numbers rule couns the n-ary negative quantifier as having one neg (asis emanticdly

appropriate).
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-~ - [Jgets pelled ou as no. This obtains when one of the two negations is deleted and the other
staysinside the noun phase. The result is the (standard English, nd negative cncord) doulde
negation No one saw NO dog ('Everyone saw SOME dog’). The analyticd optionsin Postal

2000bare &sfollows;

(1349 No oresaw NO dog.

[a] negd4-00 neg3-V neg2-negl-[ => neg2 deletes negl

[b] negd-[0 neg3-V neg2-[] => neg2-[is gelled ou as no
[c] neg4-0 neg3-V no => neg4 deletes neg3

[d] negd-0 V no => neg4-Lis pelled ou asno
[€] no \% no

Noticethat the deletion d neg3in (134) isforced by the ezen nunbers condtion.Oncenegl is
deleted, anather negation must also be. Thereis an alternative analysis, (135; onmy
asumptions however thisisruled ou by (129):

(135 No oresaw NO dog.

[a] negd-0 neg3-V  neg2-negl-[ => neg3 del etes neg2

[b] neg4-0 neg3-V  negl-[] =>negl-Ois gelled ou asno
[c] neg4-0J neg3-V  no => neg3 is deleted by neg4
[d] negd-0 V no => neg4-[is gelled ou as no
[€] no Vv no

There might be athird ogion, where neg3 deletes negl and reg2 staysin the DP. This might be
excluded by a aossng constraint.

Now consider how — - [Jgets elled ou as any. This obtains when neg2 deletes negl and
neg2 is deleted by an external deleter.



(136) John'Few people didn't say anything.
[a] subj neg3-V neg2-negl-[]
[b] subj neg3-V negz-0]
[c] subj neg3-V 0O
[d] subj not-V  any

44

=> neg2 deletes negl
=> neg3 del etes neg2
=>[is pelled ou as any

In the dove analysisthe character of the subjed isleft unspedfied. Whatever it is, it plays no

rolein the well-formednessof the structure. Alternatively, neg2 might be deleted by any

Strawson-decreasing operator (I will use few as a representative, but it might as well be no itself),

withou the agency of verbal negation:

(1370 Few people said anything.
[a] few V  neg2-negl-0UJ
[b] few V  neg2-00
[c] fewV O
[d] few V any

=> neg2 deletes negl
=> few deletes neg2
=>[lis pelled ou as any

Finally, below is a Postal-style analysis of one PPI-example with two neg-deletions (using my

asumptions regarding PPIs):

(138) Few peopledidn't say something.

[a] few  neg3-V negl-neg2-[] =>
[b] few  neg3-V neg2-0] =>
[c] few  neg3-V O =>
[d] few  neg3-V some

neg3 deletes negl
few deletes neg2
(is gelled ou as some
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