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The various sssues and puzees that make up the
teadlitional mind-bady problem are wholly lingu-
istic and Jogical in character: whatever few empimical
“facts" there may be in this arca support one view
as much as another, 1 do not hope o establish this
contention o this paper, boe 1 hope o di seames
thing toward rendering it more plassible, Specific-
ally, 1 shall oy 10 show that all of the issucs arisc
in connection with any computmg sysicm capable
of apswerimg questions about its own structure,
and have thus nothing 1o do with the unigue
nature (iFir is anique) of human subjective experi-
onee,

To illustrate the sort of thing that is meant: onc
kimdl of puzzle thar s sometimes disenssed in con-
nection with the “mind body problem™ s the
puzzle of privecy. The question “How do 1 know
I have a pain?™ s @ devient’ (“logically odd”)
question. The question “How do | know Smirh
b a pain?™ 15 not at all devianc. The difference
can also he mircored in impersonal questions:
“How docs anvone ever know he himsell las a
pain?™ is deviant; “How docs anyone ever know
that sameone else is in pain®® s nondeviane. 1 shall
show that the difference in status between the last
two qikcstions s mirrored in the coe of machine:
i ks any Thermmg wachine (see below), the question
“Plow does T ascertain that it is instte A2 i, as
wo shall see, “logically add® with a venpeance; bur
il T is capable of investipgating its neighbor
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machine T' (sav, T has electronic “sense organs”
which “scan™ T'), the question “How does T
ascertain that T” is in state AP is not ar all odd,

Another guestion connected with the “mind-
bady problem™ is the question whether or not it s
ever permissible 1o wdentify mental events and
physical events, OF course, 1 do not claim chat
this question arises for Turing machines, but 1
dis claim that it is possible w construct a logical
analogue for this question that does arise, and tha
all of the arguments on both sides of the guestion
of “mind-budy identity' can be miveoved in ceems
of the analogue.

To obtain such an analogue, ket us idennfy a
scientilic theery with a “parmtially interpreted cal-
culus” in the sense of Carnap.® Then we cn
perfectly well imagine o Toring machine which
generates theories, tests them (assuming that it is
passible to “mechanize” inductive logic 1o some
degree), and “aceepts™ theorics which satisfy cer-
tain eritern (e.g., predictive success), In particular,
if the machine has electrome “sense organs™ which
enable it te “sean fseld while o015 In operation, i
may formulate theories concerning ils own strige-
tre and subject them to e, Supposc the
machine 15 in a given state {say, “state A™) when,
and only when, Mip-flop 36 = on, Then this stae-
ment: “Tam im state A when, and only when, Qlip-
fop 36 ds on,” may be one ol the theoredeal
principles concerning its own structure accepred
by the machine. Here “l am in state A™ is, of
course, “‘nhservation knguage” for the machine,
while “fiip-Nop 30 8 on™ = a “thearctical expres-
gion' which i partially interpreted in terms of




“observables” (il the machine's “sense organs™
report by primting symbols on the machime’s
inpul tape, the “obscrvables™ in 1erms of which
the machine would give a partal operatonal de fin-
ition of “flip-flop 36 being on™ would be of dhe
form “symbol £ so-and-so appearing on the input
ape™) MNow all of the usual considerations [or wnd
szt mind-body identificition can he parallied
by considerations for and aguinst saying that seare
Ais in faet sderticad with Dhp=top 36 being on,

Corresponding 10 Oceamist  arguments  lor
“identity™ in the one case are Oecamist arguments
for identity i the other. And the usoal argument
for dualsm m the mind-body cse can be paml-
leled in the other as fullows: for the machine,
“stare A" i directly observable; on the other
hand, “Mip-flops"™ are something it knows alsow
imly via highly sophisticated inferences — Mow
eoedid bwn things so dilferent possddy e the same?

T'his lest argument can e put into p form which
makes it appear somewhat stronger. The propeosi-
tion

{11 T aminstate Af and only if, thp-flop 36 is
o,

i clearly a “syathetc™ proposition  for  the
machine, For instance, the machine might be in
state A and its sense organs might report that flip-
flop 36 was see on. o such o cise the machine
wonilel have to make o methidolopgical “choice™ —
namely, o give up (1) or o conclude that i had
madle an “observational ervor” (just as 2 human
seientist would  be  conlronted  with  similar
methodological choices i studying his own psy-
chophysical correlanons). And just as philogophers
have arpued from the synthetic nature of the
PropMsition:

(2)  Tam in pam of, and only of, my C=libers are
stirmulated,

te the conclusion that the greperiies (or fsiares™ or
“Yevents™) being in pain, and having C-fibers sti-
mulated, cannot possibly be the same (otherewise
{2} would be analytic, or so the argument runsy; so
one should be able o conclude from the facr that
(1} is symtheric thar the two properties (or “stames™
ar “evenrs”) — being in state A and having Mip-flop
3 o — cannot possibly be the same!

1t 45 instructive to note that the traditional argu-
ment for dualism is not at all @ conclusion from
“the row data of direct experience” {2 15 shown by
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the fact thar it applics just as well t nonsenticnt
machines), but a highly complicated bit of reason-
ing which depends on {A) the reification of wm-
versals* (e, “properics,” “states,” “‘evenis”);
and on (13} a sharp analytic—synthetic dstinction,

1 may be accused of advocanng a “mechanistic™
warldview in pressing the present analogy, 11 this
means thit | am supposed 1o hold that machines
think," on the one hand, or thar human beings are
imachines, on the other, the charge is flse, 17 there
is  some version o mechanism  sophisticated
enough to avoid these errors, very likely the con-
siderations in this paper support it

1 Turing Machines

The present paper will regquive the notion of o
Turing maehine” which will now be explained.

Bricty, o Turing maching is 4 device with a
finite number of inwenal configurations, cach of
which involves the machine’s being in one of a
finite number of states,’ amd the machine’s scan-
ning a tape on which certain symbols appear,

The machine’s rape s divided into separate
squares, thus:

I P S P

ot cach o which a symbol (from a lxed finie
alphabiet) may be printed. Also the machine has o
“sepnner’” which “seans™ one square of the mpe at
a time. Finallv, the machine bas a pristimg mechan-
san which may (A) erase the symbal which appears
on the square being scanned, and (B) print some
other symbol (from the machine’s alphabet) on
that square.

Any Turing machine is complctely described b
a machine table, which is constructed as lollows:
the rows of the table correspond 1o letters ol the
alphaber (including the “null™ leteer, i, blank
space), while the columns correspond to seaces A,
B, G, ete. In each square there appears an " instrue-
tion,” e.g., "l A" Y50 B “ssR G These
mstructions are read as follows: “s;0, A™ means
“print the symbol s; on the syuare you are now
scanning (afller crasing whatever symbol it now
contains), and procecd o scan the square immedi-
ately to the left of the one you have just been
scanning; also, shift into stace A The ather
structions are similarly nterpreted (“R” means
“gcan the square immediately 1o the rgi,” while
ST means Ceenter,” e, continue seanning e
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jame squarc). The ollowing i a sample machine
table:

A i | B

[%3) I siRA s LB LD 5 CD

(327 + ®sLB wCD LD s5CD
blank

(55) space mOD RO LD 50D

The machine deseribed by this rble is inrended
to funcion as follows: the maching is started in stane
A, On the tape there appears a “sum”™ (in onary
notation} o be “worked o, eqr, “11 + 1117

The machine is initially scanming the Gese 1LY
The machine proceeds o “work oul™ the sum
{essentially by replacing the plus sign by a I, and
then going back and erasing the first 1), Thus af
thee “wmpuc™ was 1111 - 110D the maching woull
“peint out™ TLLLVTTEEL, and then gooineo the “rest
state’” (stare 12,

A “machine table' deserides 0 maching 1 the
machine has internal sies corresponding oo the
columns of the table, and if it “obeyvs" the insruc-
tions in the table in the following sense: when it is
scanning 2 square on which a symbol 5; appears
and it is im, say, state B, that it carmies out the
“imstruction”™ in the approprate row and column
of the table (in this case, column B and row =)
Any machine thar is described by o machine 1ahle
il the sort just exemplificd is a Turing machine,

The notion o a Turing machine 15 abso subject
to generalization” i varlous ways — for example,
one may suppose that 1he machine has 2 seeond
tape {an “input tape™) on which addidonal
information may be printed by an operawor in the
course of a computation, In the sequel we shall
make use of this generalization (with dectrome
“sense organs™ taking the place of the “operator™).

It should be remarked thar Turing machines are
able m principle o do anything that any comput-
ing machine (of whichever kind) can do”

It has sometimes heen contended (e, by Nagel
andd Mewman in their beok Cedel s Praof} that “the
theorem (Le., Gadels theorem) doey indicare thai
the structure and power of the human minad are far
more complex and sultle than any nonliving
machine vet envisaged® (p. 10}, and hence that a
Turing machine cannal serve a8 a model for the
human mind, bur this is simply & mistake:

Let T be a Turing machine which “represents™
mi in the sense that T can prove just the ouache-
matical statements | can prove, Then the argument
(MNagel and Mewman give no argument, bur [
assuime they muost have this ooe inomind) is tha

&

b using Giddel’s technigue [ can discover a g
position that T cannot prove, and morcover [ can
prove this proposicon. Thes refures the asump-
tion that T “represents™ me, hence | am oot a
Turing machine, The fallecy &5 a misapplication
of Gedel’s theorem, pure and simple, Given an
arbiteary maching ‘T, all Tean doois Gnd g propos-
tion L sueh thae £ ean prove:

(3) 10T 48 consistent, 1 is true,

where U s undecidable by T i T is in fact con-
sistenl, However, T can perfeetly well prove (3)
! And the statement U, which T canwar prove
(assuming consistency), § cannl prove  aither
(unless | can prove that T is consistent, which is
unlikely i1 i very complicared)!

2 Privacy

Lt us suppose that & Turing machine 1 s con-
structed o do the following. A number, say
“IHH," & printed on T wape and T is started in
T “initial state.™ Thereupon T computes the
3000th (or whatever the given number was) dige
in the decimal expansion of 7, prints this digit on
its tape, und goes into the “rest stare™ {1e., turns
isell’ off), Clearly the question “Hew does T
Sascertain’ {or Ccompure, of fwork oout') the
O digit in che decimal expunsion of @3 s
sensible question. And the answer might well bea
complicated one. In fact, an answer would prob-
ally involve three distinguishable constituenis:

(i) A description of the sequence of stabes
through which T passed i arriving at the
answer, and of the appearance of the ape a
each stage in the compurtation,

(1) A descriprion of the ey under which T
operated (these are given by the “machine
talale™ for "Iy,

(i) An explanation of the ratiemade ol the entire
procedure,

Mow let us suppose that someene voioes the
following objection: “In order 1o perfonm the com-
putation just deseribed, T must pass through
states A, I8, ., cte. But bow can T sscertain that
it is in states A, B, O, ete™

It s clear that this is a silly objection, Bur whae
miakes it sillv? For one thing, the “logical deserip-
rion'' (machine tble] of the machine deseribes the



states only in terms of cheir reduroms o cach ocher
and - toowhat appears on the ape. The *physcal
realization” of the machine 15 immaterial, 5o long
as there pre distinet stares A, B, O, ere, and they
succeed cach orher g specificd in the machine
table. Thus one can answer a question. such as
“How does T ascertain thar X2 {or “compule
BN oete) omly i othe sense of deseribing the
segnienee af sretes through which T must pass in
ascertaining that X (computing X, ete), the rubes
pheyed, cte, But there 18 no “'sequence of staves'’
chrough which T muost pass o be moa single stael!

Incleed, suppose there were — suppase T could
minl e oinostate A withour Arst ascertadning that it
weas an state A (hy first passing chrough g sequence
ol arher states), Clearly a vicious repress would be
invalved, And one “breaks™ the regress simply by
ioting that the muschine, i ascertaining the H00th
i in o, persses Serosgrh s searcs — but it need not
i any signilicant sense “ascertan” chat it is pas-
aing through them,

Mote the amalogy o a Gillacy in tradinonal eps-
temnlogy: the fallacy of supposing thar 1o know
that p (where poas any proposicion] ome menst
first know that g, Qq, ete. (where qq, ¢, ete,
are appropriace offer propositions), This leads
cither 1o an “infimite regress™ or to the dubious
move of imventing a speciad class of © protocal’”
PTOTHESEONE.

The resolution of the fllacy 15 also analogous
o the machine case, Suppose that oi the basis
ol semse experiences B, Faooete, | know thae
there is g chair in the toom, Tt does not tollow
that T verbalized {or even cowdd have verbalized)
Ey, Eg, e, nor that T remember Iy, Ea, etc,,
o even that [ “mentally clissified™ *atended
' ele.) sense expeviences Ky, Bz, et when |
fuedd them, Inoshovn, B8 15 mecessary o faae semse
expenences, but not oogeoe (0 oven getioe)
whitt scnsc cxperiences one is having, in order
to have certain kinds of knewledge.

Lt ug modify our case, however, by supposing
that whenever the machine iz in one particolar
state (say, “state AV 0 prints the words “1 am in
state AL Then someone might grant that the
machine does not i genenl ascertain what stale
1t is o, but might say in the case of state A& {afrer
the machine printed 1 am in stare A"g “The
miachine ascertamed thar it was instate 4.7

Lt na study chis case a letle move closely, Frest
of all, we want tw suppose that when 1015 nostate A
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the machioe pranes L am o state A" withom Orst
passing through any other seaes, That is,m every
row of the column of the table headed “seate A"
there appears the instruction: e g i State
A Becondly, by waiy ol compearizon, lel us con-
sider o human being, Jones, who savs “1am in
pamn™ {or “Ouchl,”™ or *Something hures™) when-
ever he is inpain, To make the comparison as ¢losc
as possible, we will have to suppose that Jones’
Imguzcic conditioning is such that he simply savs

M de

HLam mopan® “Swithowt thinking,™ e, without
peassing through any mirospectible mental states
ather than the pain dt=elf In Wikngenstein's
terminolery, Tones simply ewigces his pain by sav-
ing “Lam in pain’™ — he does not Grst veflect on ot
{or heed it or note e, e and then consciousiy
describe it (Mote that this stmple possibiliey of
peeering che #proposition,”™ *Tam in pain®™ withoue
first performing any meneal “act of judgment™ was
averfooked by raditional  epistemologists from
Hume o Busselll) Mow we mav consider the
parallel gquestions *1loes the machine ascertam’
that it 15 o state AP and “Thes Jones know!’
thar he is in pain?™ and their conscquences.

Philosophers interested in semantical questions
have, as one might expect, paid o wood deal of
attention o the verl “koow.”  Tradiconaly,
three elements have been distmpuisheds (1) X
knows that p™ implies that pois g (we may call
this the fedd element); (2) 2K knows thar p”
implics that X believes that p (philosophers have
guacrcled about the woed, some conpending that 4
should be “X s cwfident that p,”" or “X 5o g
pasition fo geeert that p™; Taball call this clement the
ronfidence clement); (33 X knows thar p' implics
that X has evidence that p (here [ think the word
“ovidence’ s definitely weong,"' but it will pot
matter for present purposes; [shall call this the
ewidensind clement), Moreover, it is part of the
e ab the word Vevidence™ that nothing can
b literally evidence for nsell: 6 X 15 evidence lor
¥, then X and Y omust be different things,

In wiew af such analyvses, disputes have arisen
over the propricty of saying (in cases like the one
v are considering] fones knows that he s in
paaien,” O the one band, philosephers who ke
the common-sense view [(“When | have o pain |
feer 1 have a pein™) argue somewhat as followes: Ir
wanld be clearly false to say Jones docs wsd know
he has a paing but cicher Jones knows or he does
nat; heoce, Jones koows he has a pain. Against
these philosophess, one might argoe as follows:
“lones does not know X7 amplies Jones i no in
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a position 1o asert that X hence, it is certainly
wrong tosay “Jones does non know he has a pain,™
But the above use ol the Law of the Excluded
Middle was fallacious: words in Englishe have sip-
mificanse rasges, and what is contended is thar 1 s
nit semantically correct 1o sav aither *Jones knows
that he has a pain™ or “Jones does not know he has
a pain,” although the former sentence is certainly

less misleading than the laecer, sinee one ot least of

the eondirions involved in knowing s mer — Jones
i in 3 position to assert be has a pain, (In fact the
truth and confidenve clements are both present; it is
the evidential clement that eocasions the diffi-
culiy.)

| dlo ot wish 1o argue this question here:'® the
present concern is rather with the similarities
berween our two questions. For example, one
might decide to accept {as “nondeviant,™ “logic-
aly m order,” “miomselfconteadictory,” ec) the
Wi SRR A

{a) The machine ascertained that it was in state A,
(b} Jones knew that he had a pain,

ar one might reject both, IFone rejecrs {a) and (b),
then one can find alternative femulations which
wre certamnly semantically acceptable: g, [For {a) |
*“The machine was in stare A, and this caused it to
print: T am in state A™™; [for (b)] “Joncs was in
pain, and this caused him to say ' am o pain'™
(or, “lones was i pain, amdd he evineed this by
saying ‘1 am in pain' ")

On the other hand, if one aceepis (a) and (b,
then one must [ace the questions (a) * Hewe did the
machine ascertain that il was in state AP and (b°)
“How did Jomes know that he had a pain®™

And 10 one regards these questions as having
answers at all, then they will be degenerate answers

e.g, "By being in state A™ and "By having the
pain. "™

Ar this point it 18, 1 belicve, very clear chat the
dilficulty has in both cases (he samc cause,
Meumely, the difficuley is occasioned by the Bt
that the “verbal report™ (1 am in stare A,” or ]
am in pain”) issues directly from the smare it
“reports™; no “computation”” or additional “evid-
ence’ 18 needed to arrive at the “answer,” And the
philogophic disagreements aver “how to calk™ are
at hottom concerned with Gnding o terminology
for describing cognitive processes in general that is
not miskeadmg in thos parmicular eae. (Note that
the traditiomal epistemaological answer 1 ()
namely, “by introspection’ — ix false 1o the facts

QD

ol this case, since 1 clearly implics the occurrence
ol u mental event (the “act™ of introspection) dis
tinee from the fecling of pain.)

Finally, let us suppose that the machine i
equipped o “scan” irs neighbor machine T,
Then we can see thar the question “How does T
agcertain that 17 is in state A7 may be a perfealy
sensible question, a5 much so as “How does T
ascertain that the 3000th digit of = is so-and-s""
In both cases the answer will involve deseribing @
whole “program® (plus exphining the raanele of
the program, if necossary), Moreover, it will be
necessary o say something about the physical con-
rext linking T and T (arrangement of sense organs,
erc.), and not just o deseribe the internal states of
T: this 15 50 because T i now answering an empir-
sref and not 2 mathematical question. In the same
way “How did Sherlock Holmes know that Jones
wirg in pain? ™ may be a perfectly sensible question,
and mav have guite a complicnted answer.

3 “Mental” Stares and “Logical”
Stares

Consider the rwo questions:!

(1) How does Joncs know he has a pain®
{2} How does Jones know he has a fever?

The first guestion s, as we gaw in the preceding
section, o somewhat peculive one, The second
question may be quite sensible, In fact, if Jones
says “l have a pain™ no one will retart “You are
mistaken.”” {One sl retort Yoo have made a
slip of the tongue” or “You are Iving,™ bur nm
“You are sestaben,””) On the other hand, if Jones
savs 1 have o fever,” the doctor who has just taken
Jones® temperature may quite conceivably retort
Yo are mistaken.” And the doctor necd mol
mean that Jomes made a linguistic ereor, or wis
[ving, or confused,

It might be thought thar, whereas the difference
berween statements shout one's own state and
statements about the state of others has an ana-
logue in the case of machmes, the difference, just
touched upon, between statements aboul one's
“roental’ stote and statements aboul one’s Y phys-
ical™ state, in tradivonal parlance, does not have
any amalogue. But this is not so. Just what the
amalogie i will now be developed,

Firs of all, we have o go back 1o the noton of 2
Turing machine, When o Turing machine s



deseribed by means of 2 “machine table,” e s
described as something having a mpe, a printing
device, ¢ “scanning™ device (this may be 0o more
than i point of the machane which at any given
time is aligned with just ene square of the @apel,
and a Anite ser (A, B, O e of “stares,” {In what
follows, these will he referred fooar times as
faicnd sfades ot distinpuish them frome certain
other states o be loteodoced shorty.) Bevonud
this it i described only by grving the determimstic
rules which desermine the crder inowhich the
states succced cach other and whae s printed
when,

[ praaeticular, the “logical description® of a Tur-
g maching docs mot melude any specification of

“arates'" — or imdeed, of

thie ploysical watare of these
the physical mature of the whole machine, {Shall it
conziat of electronic relavs, of cardboard, of buman
cleeks sitting at desks, or what?) In other words, a
given “Turing maching™ 15 an abetrast machine
which may be physically realized inoan almost
infinite member of different wavs,

As soom as o Turing machine s physically veal-
e, however, something mteresting happens.
Although the machime has from the logician's
point of view only the states A, T G, oo, 1f las
from the engineer™s point of view an almost infinire
nurmber of additional “states™ (though not i the
same sense of “stare™ —we shall call these strnctumad
states). For dnstance, i the oachine comsists of
vacuum fubes, one of the things that may happen
is that one of its vacoum whes may Bl - chis puts
the maching in what is from the plvaicists 0 mo
the logician's point of view a different “stare,™
Again, o the machine ix 4 manually operated one
Tanlt of cardboard, one of its posathle “nonlogieal™
or “structural™ stites s obviousty thar e card-
boged may buckle, And so on,

A physically reabized Turing machine may bave
LR LE A aul IS!!'VL'I'_'HI!'I'I'II]'I!{ 1S v structural stake, 15t
as 2 human heing may have no way of ascermining
the condicion of his appendix at a gisen time. How-
ever, 1015 extremely convenient (o give o machine
electromic “sense organs”™ which enable it o sean
fesell sndd 1o detect minor malfuncrions, These
“semasc orans” may he visualized as ciusing cortain
srmbols to be printed on an “inpot ape' which che
machime “examines™ Gom e o tme, (Che manor
diflicules 15 thae the “report™ of a sense vraan might
ovcupy 4 number of squares of tape, whereas the
machine omly “scans’ ane sguare ac a ome — hows
cver this i3 unimportant, since it s well known thae
theeffect of “reading’ any finice numbesr of squares
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can be obtained wsing 2 program which only
reguires one square o be scanned aca tme. )

(By way of a digression, ler me remack that the
Arsr actually constrocted digital compuaters did not
have any devices of the kind just envisaged, On the
other hand, they o6 have over 30000 vacuum tubes,
anme of which were Giling at any given tmel The
need for “routines™ for sell-checking therelore
quickly became evident )"

A pachine which izable to detect at least some
ol s own structural sfres 15 g positdon very
anatopous to that of 2 human being, who can detect
some but not all of the mallunctions of his own
body, amd with varying degrees of relabilice,
Thus, suppose  the machine  “prints our™;
Facoum be 312 has filed,” The guestion
“How did the maching ascertam that vacuum
tule 312 Failed?™ 35 a perlectly sensible question,
And the answer mav nvolve a reference o both
the physical strocture of the machine (“sense
orians,'” cee.) and the logical structure’” [program
for “reading” and “interpreting” the inpur mpe).

I the machme prines: “Vacowm tube 312 has
faided™ when vacuom tbe 312 5 fer Function-
g, the mastake may be due g miscompueacion
(in the course of “reading™ and “interpreting” the
input mped ar fooan incorrect signal fron @ sense
organ, Chi the other lual, 10 the machine prins: *1
am i state AL and 1 does this simply becawse i
machine able containg the instrocoom: Pewes
ame a atate A e o stete A7 then the question of
A migcomputation cannet arise, Even if some acci-
dent caoses the printing mechapism o prne: ©1
am in state A™ when the machine s sor i seare A,
there was not a “miscomputation™ (only, so to
apeak, a “woerbal slip™),

It is inceresting to gote that just as there are twvo
prossible descriptions of the behavior of a Turing
machine — the engincer™s structural blueprine and
the lamean's “machine rable™ — so there arc two
possible descriptions of homan psychology, The
“Lebaviorsne approach {including o thes can-
caory theories which employ “hypothetical con-
stracts,”” ncluding Yeonstructs™  taken from
phvsiology) aima at cventually providing 2 com-
plete physicalizoic’ description of homan belu-
vior, in lerms which nk up with chemistry and
physics. This corresponds o the engineer's or
physicist’s deserniprion of a physically  realized
Turing machine, But it would also be possible to
seck a4 more abstract descriprion of human mencal
processes, i terms ol “mental states™ (physical
realization, il any, unspecified) and “impressions”
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(these ply the role of symbols on the machine's
tapes) —a deseription which would specify the laws
contralling the order in which the states suoceeded
one another, and the relaton o verbalization (or,
at any race, verbalized thought), This description,
which would be the analogue of o “machine table,™
it was in fact the program of elissical psychology 1o
provide! Classical psyehalogy is olten thought 1o
bave failed for methodofopicad veasonz: T owould
suggest, in the light of this analogy, thae it Giled
rather for emypirical reasons — the menral states and
“impressions’ of human beings do nor form a
causally elosed system to the extent o which the
“confizuranons™ of a Turing machine do.

The analogy which has been presented between
logical states of 4 Turng machine and mental
states of 3 human beng, on the one hand, and
structural states of a Turing machine and physical
states ol a human being, on the other, i one that |
(il very suggestive, In particular, further explor-
atiom of this analogy may make it possible o
further clarify the noton ol o “meneal soce”™ thae
we have been discussing. This “further explor-
ation™ has not yet been undertaken, at any rate
by me, but | should like o put down, for those
who may be intercsted, a few of the features that
seem o distinguish  logical and mental states
respectively from structural and physical ones:

(1) The functional organiztion (problem sel-
ving, thinking) of the human being or
maching can be deseribed in rerms of the
segquences of mental or logical stooes respec-
tively fand the secompanving verbalizations),
without reference 1o the nature of the “phy-
sical realization™ of these states.

(2) The stares scem inbmately connected with
verbalization.

{3)  In che case of rational thought (or computing),
the “program ™ which determines whoch states
Follom which, cie,, s open Lo mional criticism,

4 Mind-Body “Identity™

The last area in which we have to compare human
bemngs and machines involves the question of ader-
tifying mental stares with the corresponding phy-
sical states {or logical statex with the corresponding
structural states). As indicated at the beginming of
this paper, all of the arguments for and agains
such identification can peelectly well be <iscussed
i terms of Turing machines,

>

For example, in the 19308 Wittgenstein used the
following argument: IT | observe an after-image,
and ohserve at the same nme my brain state (wof
the md ol a suwitable mstrument) | observe )
things, not one, (Presumably thas is an argument
agwimet identification.) But we can perfectly well
imagine a “elever’™ Turing machine “reagoning”
follows: “When | prane T am i stare A" T do o
lave 1o use my “sense ormns,’ When 1 do wse my
‘sunse organs,” and compare the occasions upem
which [ am i stace A with the occasions wpen
which Mip-fMlop 36 is on, 1 am comparing e thirg
and not one.”™ And | do oot think that we would
find the argument of this mechanical Winigension
very convincing!

By comtrast, Russcll once carred the “identicy™
view 1o the absurd extreme of maintaining that all
we ever see 15 portons of our own brains, Ana-
logousty, o mechunical Bussell might "argoe® th
“all I ever plserye 35 myv own vicoum tubes,” Both
“Russells" are wrong — the human being observes
events in the onside world, and the process of
“pbservation” involves events in his brain, Bur we
are not therclore forced o say that he “really”
observes hos brain, Smmilarly, the machine T max
“obscrve,”" say, cans of tomato soup (ifthe machine's
job i gorting cang of soup), and the process of
“olservarion™ involves the functivning of vacuum
tishes, But we are not forced 105y that the machine
“really' observes s own vacuam tibes,

Bt ler us consider more serieus acguments o
this topic, Ar the beginning of this paper, [ pointed
out that the spwifedie character ol the statement [(2)
“1 am in pain if, and only if, my C-fibers are
stimualited” has been used as an argument for the
view that the “propertics” (or “events” or
“states™) “having  C-fibers  stimulated™  and
“heing in pain’™ cannol be the same. There are at
least two reasons why this 5 not a very good
argument: {A) the “analvtic-synchetic™ distinetion
i5 not as sharp as thar, cspecially where sclentilic
laws are comeerned; and (837 the eriterion emplayed
here for identifving “properties’’ [or “events™ or
“atares™) 15 a very questinnable one,

With respect 1o point (A); | have argued else-
where'® that Tundamental scientific laws cannot be
happily classificd as cither “amalytic™ or “syn-
thetic.” Consider, for example, the kindd of con-
ceptual shift thar was myalved i the rransition
from PFuclidean 1w pon-Euclidean geometry, or
that would be mvolved if the law of the conserva-
ton of enerpgy were o be abandoned, It s a dis-
portion 1o say chat the lows of Buclidean geometry
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{during their tenure of office) were “analynic,™ and
that Einstein merely “changed the meaning of the
words." Indeed, 7t was previscly because Einstein
ilid wos change the meaning of the words, because
he was really ralking about shortest paths in the
gpace in which we live and move and have our
heing, that General Relativity seemed so incom-
prehensille when i was st proposed, To be told
that one eould come back 1o the same place by
moving in one direction on o straight line! Adope-
ing Gieneral Relativity was indeed adopting a
whole new system of concepts = but that = not
sy “adopting a new svstem of verbal labels.™

But if it is a distortion to assimilate the revision
of (undamental saentific laws 1o the adoption ol
new lingunistic conventions, it is equally a mistake
1w follow conventional philosophers of scicooe, and
pssimilate the conceprual change that Finstein
imugurated o the kind of change rhat arises
whon we discover a black swan (whereas we I
previously assumed all swans ta be white)! Funchi-
mental laws are ke principles of pure mathemacics
{as Cuine has emphasized), in that they cannot be
overthrown by isolated experiments: we can always
hold on wo the laws, and explain the experiments in
various more or bess ad for wavs. And — in spite of
the pejorative flavor of *ad hoc" — it & even
rafsenay to do this, in the ease of important seient-
ilic theorics, as foxg at o acceptable alternative
Meary exists. This is why ot took o century of
concepl lormation — and not just some experi-
ments ~ to overthrow Euclidean geometry, And
stmilarly, this is why we cannot today describe eny
experiments which would by themselves pverthrow
the law of the conservation of encrgy — although
that law is pot “analytic,” and might be abandoned
il a new Einstein were o suggest good theorciscal
reasons  for  abandoning i, plus  supporting
EXperiments.

Ax Honson has put i, our concepts have thhe-
aries “huilt ™ them — this, to abandon o major
seientilic theory without providing an aliernative
would be o "let our conceprs crumble." By con-
frast, plehough we coufd have held on 1o “all swans
are white™ in the face of conflicting evidence, there
would have been no pod in doing so - the con-
cepis involved did not ress on the acceptance of this
or sume nval pnnciple i the way that geometnical
oomcepts rest on the acceptance, nol necessanly of
Euclidean geometry, but of some geometry,

I do not deny that teday any newly-liscovered
“earrelation’’ of the form: “One is in mental state
AL and emly 3F, ome @5 in brain stite o' would af

%
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Jirst be o mere corvelation, a pure “empirical gen-
eralization.” Bl | mamnin that the micresting
case i the case that would arise if we had a worked
out and theorctically elaborated sypstem of such
“corrclations.”” In such a case, scientific ik
wonld be very different. Scientises would hegin
o say! I i ampossible rmprerciple 1o be in mencal
state 1 without heing in brain state o' And o
could very well be that rhe “impossibility in prin-
ciple™ would amoune to what Hanson vightly ealls
a concepinal'’ impossibilicy: scientists could pot
concerve (barring a new Emstein) of someone’s
being in mental state ¢ without being in brain
srate ¢, In particular, no experiment could by ifseff
overthrow  pevchophysical  laws  which b
acquired this kind of stans.'® Is it clear that in
this kind of scientific situanon it waould nov he
correel 1o &y that o and are the seme state?

Mureover, the criteria for identifving “events"
o tebanes' o Cpropecties™ are by o means so
clear. An example of a law with the sorl of smatuy
we have been discussing i the following: Light
passes through an aperture if, and only if, clecrro-
magnetic  radistion  (of such-and-such  wave-
lengths) passes throwgh the aperture,

This law is quite clearly sar an “analytic® stane-
ment, Yer it would be perfectly good scientific
parlance 1 sav that: (i) hght passing through an
aperture and (1) electromagnedc radiadon (ol
such-and=such wavelengths) passing through an
aperture are two descriptions of the same event,
(Indesd, in “ordinary  lingoage™ not only are
deseriptions of the same event not required to be
cquivilent: one may even speak of fcompalibl
deseriptions of the same event!)

It might be held, however, that properiies [ax
apposad o cvenis) cannot be described by differ-
ent poncguivalent descriptons, Indeed, Frege,
Lewis, and Carnap have ddentified propertics and
“oncaningga’ (mo that by definstion iF two exprossions
have different meanings then they “signily™ dif-
ferent propertics). This scems o me very dubious,
Bt suppose it were corvect, What would Follow?
One would have w admit that, e.g., béing in pain
and having C-fibers stimulated  were  difTerent
praperties. But, in the lainguage of the “theory-
constructing” Turing machine desceibed at the
heginning of this paper, one woukl equally have
to admit that “being in state A™ and “having fMip-
flop 36 on™ were different propertics. Indeed the
sentences (i) 1 am in state A™ and (6 “Flip-op
At is om™ are clearly nonsynonymeous in the -
chine's language by any test (they have difTerem
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syniactical propertics and also different “condi-
tions of utterance”™ — e.g., the machine has to use
different “methods of verification'). Anvone who
wishes, then, to argue on this hasis for dhe ex-
wstence of the soul will have w be prepared o
bug the souls of Turing machines e his
philosophic bosam!

5 A “Linguistic” Argument

The last argument | shall consider on the subject
of mind-body klentity s a widely vsed *lingu-
witic” argument — it was, for example, uscd by
Max Black agait Herbert Feigl ar the Conference
which mspired  this  volume, Consider the

senicnoe:
(1} Paim iy sedentacal witde stimulacion of C-fibers.

The sentence 15 deviant (5o the argument runs,
though not in this terminology): there is no state-
nent that it could be used o make in a normal
context. Therefore, if a philosopher advanoes it as
a thesis he must be giving the words a new mean-
ing, rather than expresdng any sort of discovery.
For example (Max [Hack argued) one might begin
o say “1 have stimulared Cefibers™ instead of =1
have a pam,” ete, But then one would menefy be
miving the expression “has stimulated  C-filbers™
the new mening s in pain,” The contention is
that as long as the words keep thelr prosent meam-
s, (1) 5 unmeelligible,

I agree that the senwence (1) is a “‘deviane™
sentence in present-day English. T do sed agrec
that (1) can never become a normal, nondeviant
sentence unbess the worids change their present
IMENNMINgS.

The pomt, in a nutshell, & that what s “devi-
ant” depends very moeh upon context, encloding
the state of our knowledge, and with the develop-
ment of new scientific theovies it s constamly
oceuvring that sentences that did o previously
“have a use™ thar were previously “deviant,”
acguire o use — not becouse the words acguire
wew meanings, but because rhe old meanines, as
fied by the core of stock nscs, deferomne & new use
given the new context.

There s nothing wrong with ryving o bring
hnguesnc theory to bear on this issue, bor one
must have a sufficiendy sophisticared  inguisoc
theory 1o bring o bear, The real question is not s
question on syeekesiie linguistios but one on dia-
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chrome” linguistics, not “Is (1) wew a deviant

sentence?,” but “If a change in scientific know-
ledge (e.g., the development of an integratcd net-
wark of psychophysical laws of high “priorin” in
our over=all scientific world view) were oo bead
(1'% becoming a wesdeviant sentence, would a
change in the meaming of a word necessarily
have taken place?™ — and this 14 not so simple a
Guestion,

Although this is not the tme or the place w
attempt the job of cldborating a semantical the-
oy, 1 should like o risk a fow remarks on this
QuUEstim,

In the first place, it 5 casy to show that the mere
uttering of a sentence which no one has ever
utrered before does nol necessanly constitute the
introduction of & “new wse™ 11 say “There 52
purple Ciila momster on this desk,™ ©Tam very Bkely
utlering a sentence that oo Enghish speaker has
uttere] before me: bur [ oam oot i any way
changing the meming of any word,

In the second place, even if a sentence which
was formerly deviane begins 1o acquire a standard
use, no change m the smeanvmg of any word need
have taken place, Thus the sentence **1 am a thop-
sand miles away from ¥ou,” or it tranclation into
ancient Greek, was undoubtedly a deviant sen-
tence prior o the invention of weding, Dl
acguired (was not “given,” but aegaired) o normal
use with the invention of writing and the ensuing
possiility of lonp-distance merpersonal adedress,

Mote the reasons that we woulld not say that any
word (e, “L" “you," “thousand™) in this sen-
tence changed its meaning: (A) the new wse wis
ol arbifrary, was not the product of sepelaron,
but represented an autonmtic projection” from the
cxisting stock uses of the several wonls making up
the sentenoe, miven the new context; (B) the mean-
ing ol a sentence 18 m general a function of the
meanings of the individual wordu islang @ up, In
Tt this principle underlies the whale notion of
word meaning — thus, if we sail that the seaense
had changed s mesning, we should have 1o lee
the question " Wich werd changed its meaning?™
Bt this woukld pretee clearly be an embarrassing
yuestion in this case.

The case just described was one in which the
new context was the prodoct of new technology,
but new theoretical knowledge may have a similar
impact am the lingpuage. (For example, “he wem
all the way around the workd™ would be a deviam
sentence i a culture which did not know chat the
carth wag round!y A case of this kind was discussed
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by Maleolm: We are beginning to bave the means
availalle For telliog, on the basis of various jrhy-
silogical indicators {electroencephalormms,  eve
mivements during sleep, blood  pressere izgor-
bances, ete.), when dreams begin and end. The
sentence “He s balfway through s dreeasm™
may, therefore, someday acquire a stndard wse:
Maleolm's comment om this was that the words
would in that case have heen given aouse, Maloolm
is clearly mistaken, I belicve; this case, in which a
SCnrenoes aoquires 3 use fecatee of what che words
mean i peles apart fom the case in which words
are Hterally grves @ use (e, mowhich meanings are
spulated  for “realispic™
account of this case is, T think, obvionsly corrcet:
the sentence did not previously have a use because
we had no way of rething when dreams staet and
stop, Mow we are beginming 1o have ways of cell-

vxpressivns]. The

g, and w0 owe are begimning o fimd oceasions
upon which it iz natural to employ this sentence,
(Mot thar in Maleolm's account there 15 no
explanation of the fact that we give g sentence
i use,)

Mo, sommeone may grant thit change in mewn-
iz should noe be confused with change in dismi-
bution, and that scicntific and technological
advances froquently produce changes in the latter
that are not properly regarded as changes in the
former. But one might argue that whereas one
could  have envisaged  beforchand  the ciroom-
stanges under which the sentence “He went all
rhe weay around the woeld™ wonld become non-
deviant, Gre canior oW envisare ANy CIrcums ances
under which™ “mental state o is identical with
hrain state " would be nondeviant, But this is not
A very goad ehjection. In rhe first place, it might
very well have beon impossible for primitive
people o envizsage a sphercal carth (the people
on he “underside’ would obvicusly  Eall o),
Eoven I}ar1_w- vears age, 1t might bave boen difficalt
it not imposgible to envisage civcumatances under
which “he is halfway through his deeam™ would be
nondeviant, And in the second place, T believe that
one cen desenbe o peneral terms orcumstanees
under which “mental stace 4015 ddentical with brain
stare " wonld become nondeviant.

In oeder to do chs, itz necessary 1o ralk abou
one important kind of “s" — the s el thesretioad
edentgficasion. The use of “is'
emplifiecd in the following sentences:;

M guestion 15 ex-

{2} Light is clectromagneric radiation {(of such-
and-such wavelengtha),

Minds and Machines

{3 Warer s Hz(,

Whar was invobved in the scientific aceeprance of)
fior instance, (2) was very roughly this: prior to the
idencification there were two distinet bodies of
theory — optical theory (whose character Toulingn
s wvery well deseribed in his book on philosophy
of science), and electromagnenc theory (as repres-
ented by Maowells cguanions), The decision to
define lighr as Velecrromagnetic radiation of such-
and=such wavelengths' was sciennfically justified
by the lollowiog sorls of considerations {as bas
alten been pented ouel:

(1) It made possible the despaion of the lows of
aptics {up to frst approamation)  rom more
“hasic” physical laws, Thuos, even if it had accom-
plished nothing elze, this theoretical identification
warnbed bave been o move tward simplifving e
structure of scientific laws,

{2 Tt made possible the derivation of pew pro-
dictions in the “reduced” discipline (e, oprics),
[n particular, it was now possible o predico
thiat 1 certain cases the lows of geomertical oprics
wonld  wed hold, [CL
comments on the reduction of Kepler's fows o
Mewton's),

Mow let v oy o envisave the circumstanoes
under which a theoretical identilication of mental
states with physiclogical states might e m aceond-

[hihem™s  lamous

ance with wood scentific procedure, In generad
terms, what is necessary is thar we should have
ot wvere correlates’ Tor subjective states, bot
something much more elaborate — e, that we
should know of physical states (say microstaces of
the central processes) on the basis of which we
could not merely preaier homan behavior, bur can-
aally explam ir,

In vrder o avosd

“catepory  mistekes,” i is
necessary o restrict this neton, “explain human
hehavior,” very carclully, Suppose 4 man says ©1
feel bad.™ Hiz hehavior, described in one ser of
catepories, & tsmtng that be feels bad." And the
explanation may be “He said that he felt bad
hecavse be was hungry and had @ headache' |
do not wish to suggest thar the event *Jones statg
that he feels bad™ can be explained in rerms of the
lvws of pdpsres. Buc there 18 anether event which is
very relevant, pamely "lones’ body producing
stsch-and-such sound waves.” From one point of
view this is o “different event™ from Jones” stating
that he feels bad, But (to adapt 2 remark of Fan-
gon's) there would be no point in remarking thar
these are different events if there were not a scnsc
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in which they were the seme event, And it is the
sende in which these are the "same event™ and not
the sense in which these are “different cvenis" tha
15 relevant here

In fing, all 1 mean when 1 speak of “cansally
explaiming human bebavior™ i cousally explaining
certain physical events {motions of bodies, produoc-
nons of sound waves, ctc.) which are m the sense
just referred o the “same™ a8 the events which
make up human behavior, And no amoune of
“Hyle-ism™ can suceeed in arguing away what is
obviously a possibility: thar physical science might
suecced in doing this much.

IT this much were a reality, then theoretically
identilying “mental geares™ wich their “correlutes™
would have the following two advantages:

(1) Tewould be possible (again up o Grst appeox-
fimation”™) e derive from phivsical theory the
classical laws (or low-level peneralizations) of
common-sense  “mentalistic’”  psychology,
such as: “Peaple tend t avoid things with
which they have had panful experienees.”

(2) 1t woukl be possible t predict the cases (aod
they are legoon) in which  commuon-sense
“mentalistic” prechology fails,

Advantage (2) could, of course, be obrained
without “identification™ (by using  corrclation
laws). But advantage (2) could equally have been
obtamed in the case of optica without identalicarion
(by assuming that light cccompanies clectromag-
netic mdiation, but is not identicad with w), Bur
the combined cffcct of chminating certain laws al-
rogether {in fvor of theordétical definitions) and
increasing the cxplanatory power of the theory
could not be obtained in any other way in cither
case. The peint worth potiang is that ceery argu-
ment for and agerasd dentification would apply
cqually in the mind oy case and in the Bghe
electromagnetism case, (Even the “ordinary fan-
guage” argument coukl have been  advanced
against the identification of hight with electromag-
netie radiation.)

Two small points (i) When [ call “light i
electromagnenc  radiation  (of  such-and-wch
wavelengths)™ o deliniten, T do not mean that
the statement is “analvie." Bur then “defini-
tions,"” pregerly jo called, m theoretical science
virtually meper are mai]ﬂ'i-:'." (Chime remarked
ooce hat be could think of ar leist nise good
senses of “definition,” none of which had anv=

GO

thing to doowith analyiicity.) OF course a philo-
sopher might then ohiect 1o the whole sanaral
ol theoretical klentification om the ground that i
1% no gain to elimmate “laws™ in Eavor of “defin-
itions™ il both are spatheic statements, The fact
that the sciencist does not feel ar all the s
way i another illusteation of bow unhelpiuol @i
1o look at science from the standpaing of the
question *Analyic or synthenc?™ (i) Accepring
i cheorencal identification, e, “Pain w stimu=
Iation of C-liboers,” does not commil one ©
interchanging the terms “pain™ and “stimulatica
of C-fbers™ n idiomatic talk, as Black
suppested . For imstance, the idennification of
“wearer' with “H0" 8 by now 3 very well
known one, but no one says “Bring me a ghss
of HaO,™ excepr as a joke,

| believe that the secount just presented is able
(a) to explain the fact that sentences such as *Men-
l zrate ¢ m wlentical with brain swate ¢ arc
deviane 1 present=day English, while (1) making
it elear how rhese same sentences might become
aemleviant given a suitable incresse in our scient-
ihe ineaght into the physical nature and cawses of
human behavior, The sentences in question canniot
iy bie wsed 10 express o theorercal ddenrifica-
tion, because no sueh Wentificarion bas been made.
The act of theoretical ddentification i not an acl
that can be performed “ar will™; there are precon-
detns for ity performance, as there are for many
acts, and these preconditions are not satisfied
today, On the other hand, if the sort of scientific
thenry described above should marerialize, then
the precondicieny for theoretical  ddentificacion
would be mer, as they were mer in the light—
electromagnetism case, and sentences of the type
in question would then awtemarically require a use
~ namely, to express the appropriate theorencal
identilications, Onee again, whar makes this way
ol avgurreng a use different from being groew a use
{and from “change of meaning™ properly so called)
is that the “new use™ s an automalic frefeciien
from existing uaes, and does not involve arbitrary
stipulation (except insofar as some clement of “s0-
pulation™ may be present in the acooptance of ey
seientific. hvpothesis, including “The earth is
round'),

So far we have considered only sentences of the
furm®* “*mental state ¢ is identical with brain state
¢, But what of the sentence:

(3) Mental seares ave microsomees of the braind



This sentence docs not, s o speak, “give™ any
partiewdar theoretical wdentification: it only says
that unspecificd theorctical identifications  are
possible, This is the sont of assertion thar Feigl
might make. And Black™ might reply thar in
uttering (3) Feigl had utiered an odd st of words
(1., deviant sentence). I is possible char Black is
right. Perhaps (3) s deviant in present-clay Fog-
ligh, Bt it isalse pessible that our deseendants in
twn or three hundred vears will feel that Fuigl was
making perfectly good pense, and that the hngu-
istic objections to (3) were gquite silly. And they too
may be rizhe.

i  Machine Linguistics

Let ug consider the linguistic question thar we have
just diseussed from the standpoint of the analogy
between man and Turing machine tat we hive
been presenting in this paper, It will be seen thae
our Turing machine will praobubly not Twe able, i ic
lacks suitable “sense organs,” o construct @ cor-
rect theory of its own constitution, On the other
hand “1 am in stare A™ will be a sentence with a
defimite pattern of occurrence in the machine’s
language,” I the machine’s “language™ s suffi-
ciently complex, it may be possible 1o analyze i
syntactically in terms of o finite set of bagic build-
g blocks {merphemes) and rules for constructing
i putentially infinite set of “sontenves" rom rthese,
In particular, i wall be possible o distingnish
grammatieal” from ungrammarical sentences in the
muchine’s “language.” Similarly, it may be pussible
o associate regubiritics with sentence occurrences
for, “describe sentence wses,” in the Oxford
jargon), and 1o assien “meanings” o the finite sct
of morphemes and the finite set of forms of com-
position, i such a way that the “uses” of the
various sentenges can he effectively  projected
from the meanings of the individual morphenes
ard Torms of composition, In this cese, one could
distinguish not ely “grammatieal™ and “ungram-
matical" sentences in the “machine linguage,™ bue
il “deviant™ and “nondeviant'” ones,

Chisholm would insist thar it s improper o
speak of machines as emploving a language, and [
agree. This is the reasom for my occasionally
encliing the words “language,” “meaning,” etc.,
in “raised-ychrow™ quotes — to emphasize, where
necessary, that these words are being used m an
extended sense, On the other hand, it is important
o recopnize that machine pevlormances may be
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whally amalageus 1o language, so much so that the
whale of linguistic theory can be applicd 1o them,
If the reader wishes 1o check this, be may go
through a work like Chomsky™s Spatactic Stractures
carciully, and note that of we plece 5 the ascmpiian
emploped that the corpus of wrterances studied by the
Hagaist was produced by @ consetons arganiin, Then
be may turn to such ploneer work in cmpirical
semantics a8 AT Semartie Anafysis and observe
that the same ching holds wue (e semantical
theory,

Two further remarks in this connection: (1)
Since | am contending that the mind-bady prob-
lem i stricily analogess 10 the problem of the
relation between structural and logical stares, not
that the two problems are idemtical, a suitable ana-
fagy between machine *“language”™ and human lan-
guage 8 all that is needed bere. (1) Chisholm
might contend that o “hehavioristc” semantics of
the ki attempted by Z (e, one that dows mm
take “nrentionaling' as w primitive notion) iy
impossible. But even if this were troe, it would
ot be relevant, For if any semsantical theory can [t
human language, it has 1o be shown why a com-
pletely analogons theory would not fit the language
al 3 suitable machine. For mstance, il “intention-
alicy™ plays a role as a primitive notion in a soemd-
ifie explanation of human language, then a
theoretical construce with similar farsad relations
o the corresponding “observables™ will have the
sanee explanatory. power in the case ol machine
“Lainguage,

OF course, the objection to “behavioristice" lin-
uistics might really be an objection 1o all aempts
at serentyfic linguistics, Bur this possibility 1 feel
justificd in dismissing.

MNow suppose we equip our “theory-construct-
ing™ Turing machine with “scnse organs™ %o thar
it can obiain the empirical data necessary for the
comptrugtion of i theory af its own nature,

Then it may intrduce inte ns “thearetical lan-
punge' noun pheases thae can be “reanslaced" by
the English expression “flip-flop 36, and sen-
tences that can be transkaced by “Flip-flop 30 is
on.” These expressions will ave a meaning and
use quite distinet from the meaning and use of *'1
am in state A" in the machine linguage.

If any “linguistic™ argument really shows that
the sentence **Pain is identical with stimulation of
CAfibers™ v deviant, in English, the same argu-
ment must show thar “Scawe A s sdentical with
fMip-Mop 36 being on™ 15 deviant in the machine
finguage. 11 any argument shows that “Pain is
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identical with stimulation of Cefibers™ could not
become nondeviant (viewing English wow diechro-
mically) unless the words fiest aliered their mican-
mpgs,  the seme  argument, apphed w0 the
“diachronic  linguistics of machine  language,™
would show that the sentence “Suite A ds identical
with flip-tlop 30 being on' could pot become
nondesviant i machine language unless the words
first changed their meanings. In short, every philo-
sophic arsument that has ever been cmployed in
conmeetion with the mind—hady problem, from the
oldest amd most naive {eg., “soes of conscious-
neas can just be seen to be dilferent From plivsical
states”) 1o the most sophisucated, has s exact
councerpart in the case of the “protblem™ of logieal
states andd structural seares i Toring machines,

7 Conclusion

The moral, T believe, s quite clear: it is no longer
possible to heliove that the mind-bodv problem 15
g genwine theoretical problem, or thar a “solution™
e 3t wolld shed the shighrese Bghe oo the world in
which we live. For it s guite clear that oo grown
man in his right moind would take the problem of
the Midentity™ or “nonidentiee™ of lomical and
structueal states in g machine at all seriously -
pot bectuse the answer 18 abvious, bul becanse it
o obviously of no imporince sbed the answer 15
Bue if the so-called “roind-body. problem™ 15 noth-

Motes

I By oa “devizne™ oterance 35 here meant one chat
deviates from a semanbical regularicy {in the appro-
priate natural lsnguagel, The term iz taken [rom Paul
ST Sewansic Anafzeis (haca, WY Cornell Liniver-
sity Press, - 1960),

20 CF, Rudalf Carnap, “The Interpretation of Physics,"
in Readings i the Pralasaply of Sciewce, T Feiel and
M. Brodbeck, eds (MNew York: Appleton-Century-
Crofis, Tnc, 19530, and “The Methodologicl Char-
acter of Theoretical Congeprs,™ i Fuoeedations of
Sevenige and the Coeneepis of Ppcholopy ad Popeda-
awedyos, Ho Vel and M. Serven, eds, Blinmesors
Studies an the Philosophy of Science, vol. 1 {Minne-
poli=; University of Minoesotp Press, 19363, This
meadel of a seiennfic heory s oo eversimplined o
e of smueh general weilicy, 3 my |:r_||lrlii:-||: hwever,
the cversimplifications do nor aftect the present argu-
M.

G2

g bue g differenc eealigation of the same s of
lorical and binguisoe ssues, chen it must be just s
empty and just s verbal,

It is often an mmportant insighe thae two prob-
lemz with distinet subject matter are the samem
all their logical and methoadological aspeces, In this
case, the ingieht carvies in its teain the realization
that any eonclusin that might be ceached ity
case of the mind-hady probbem would have e
reached, amd fie the smme recsens, inthe Tueing
maching case. Bue af i is clear (as it obviously i)
that, for cxample, the conclusion chat the legeal
arates of Turing machmes are hapelessly different
e thedr sceoctural staces, even o correct, coulkd
vepresent only g purely serbad discovery, then e
same conclusion reached by He same argpseris in
the humian case must Tkesise represent a punely
verbal discovery, To put ic differently, if the
mind—body problem s identilied with any probs
lem ol more than purely sonceptual nterest {eg,
with the gquestion of whether or not human heings
have “souls), then eeler 0 must be that (3] ne
argument eiter vsed by a philosopher sheds che
aftwhiese ligho on ot fand this independencly of the
wity the argument tends), or {b} that some plate-
sophic argument For mechamsm is correct, or (o)
that some dualistic argument docs show that sk
hummin beings gad Turing machines have souls! 1
legave it to the reader 1o decide which of the three
alternacives ia at all plavsible,

A Thes peint was made m Willard Van Orman Chone,
“The Scope and Language of Soence,” Sriss for
ward i the Plifasapity of Seeence, vol, VITT (1957,

4 OO0 Pauld ZiT The Peelngs of Robots™ and ], ] G

Smart, U Peadesser 31 on Rohots,™ Zalt has indormed
me that by a “robot™ he did not have in mind a
“learning machime™ of the kind emvisage] by Smart,
aned e wonld agree chat the consideratons browgh
forward in his paper woubid net necesanly apply 16
siech. w mechine 38 10 i properdy be classed as
“pachine' ar all), O the question of whather “thus
machime thinks (feels, ete)” s devigad or not, it s
necessary b keep omnomind both the poine cased by
ZHT (thunt the smportant guestion s oot whether or
oot the veterance is deviane, bar whorlere o nor i s
deviant for soncrivial reasons), and also the “diacheo-
mie—svnchromic'' distincoon  discussed n See, 3
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5.

In pardicabr, §am sympathetic with the general
stidpoint tsken by Sman in “lucompatible
Colors,” Phitossphocsl Stadies, vol, X (1959), 399,
andd *Sensations and Brain Processes,” Pifmapilneal
Reziew, vol. LXVII (1959), 14107, However, e the
lingruistic considerations in Sec. 5.

For further details, of, Martin Davis, Compniabalry:
anid Lysedeabilin (New York: MeGiraw-Hill ook
Company, Tne, 1958) and Seephen Cole Kleene,
Duproiustionr to Medamathemutis (Princeron: 1. Yan
Mostrand Co, Ine., 1952),

This terminofogy is raken from Kleene, ap, cet,, and
differs from thae of Davis and Toring.

This generaforation s made in Davis, op. ar, whene
it it emploved in defining relative recursiveness,
This statemeent is 3 Form of Charcky theay (that
recunsivencss equals effective compurabilbivy ).

Here it 1= necessary to suppose that the enlire sen-
feinoe 1 am in state A™ counts as o single symbol in
the machines alphatser,

Far example, 1know that the o is 0 million meles
fremn the earth, bor | have oo eoidere that this iy s,
In face, 1 do not even eemember wheee [ hermed
this,

In face, it woulld be impossble o decide whether
“Junes knows he has a pain® s deviont or not with-
oot first refocmudating the evidential condition 5o as
1o avonl the objection in note 11 (if it can be reffor-
mulated 50 2% (o sve anvthing of the condition a1
all). However, the discussion above will indicare, |
belicve, why one might suns 1w find tha this sen-
tence s deviane.

Actoally, it was mor pecessary w0 oadd oy Usense
argans”; existing compiters check themselves iy
“pertoviming crucial experiments with themselves"
(i, carvying oul certain test computations . and
comparing the results with the correct results
which have been given)

In the sense of Paul Oppenheim and Hibary Putnam,
“Uniry of Science 2s 8 Working Hypothesis,” in
Cowsepss, Thenries, and the Miad-Bady Probiees, H.
Fexgl, G. Mazwell, and M, Seriven, ails, Minnezota

16

17
s
19

i}
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Stuidies in the Fhalosophy of Science, vol. 11 (Min-
neapolis: University of Minnesota Press, 1958)% not
in the “epistemological™ sense sssocaned with (-
nap's wrilings on “physicalismn ™

In Hilary Puinam, “The Analytic and the Syn-
thetic,” in Scientific Explawation, Space. and Time,
H, Peigl and G, Maxwell, eds, Minnesotn Studies in
the Philosophy of Science, vol. 11 {Minneapolis!
University aof Minnesota Press, 1962),

In Morwond Rossell Tanson, Meterns of Dicivery
{London; Cambridge Unniversity Press, 1958)

CF. ibid,

CF the diseussion of gromerry in Putnaim, ap. .
Diachronic linguistics smdies the bngusge a5 it
clanges theoagh time; synchromc nguistics secks
ool 1o deveribe the lnpuaire at one particular time.
For a detailed discussion, of, 7300, Xemantic Awalpis,
ap. ¢, | am extremely indchied o 6l bath for
making this work availsble mo me and for personal
commumications on these matters. Section 5 of the
present paper represents partly Zs influence
fespeciolly the ase of fe “senchmonie diaelironic™
distinetion), and parely the application ol some of
the iddeas of Putnam, ep. cit., to the present opic,
The term is taken from ZHE, Seouentic Awadyoi, op.
et

The ditribution ol 2 word = the ser of wnlences in
whach it oocure

Here “Mental sizie - is sdentical wiih beain siae @
i% weedd 2w 4 swrrogate for such sentences as “Pain i
identical with stimulation of C-fbers. ™

This i argued in Pornam, sp ar

By senmences of chig foew | odo oot licesally e
sratttafion igtanses of Ymental staee o8 is identieal
witl Bbeain state ¢, CF note 23

I Tave, with hesitntion, ascribed this position o
Ilack on the basis of his remarks at the conference,
Bur, of courde, | restize that he cinmot justly be held
responsible for remorks made on the spar of the
imment

This term & used in the sense of (3}, not in the
rraalitional senee,
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