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Abstract

Since beginning operations in 2010 the Large Hadron Collider (LHC)
has consistently pushed the boundaries of high energy physics and
provided a wealth of proton-proton collision events. Due to the high
centre of mass energies achieved, and the QCD nature of proton-
proton collisions, the LHC is particularly suited to the production of
top-quarks, resulting in the apt nickname of ’top factory’. This thesis
outlines the process of making state-of-the-art precision measurements
of the top-quark pair production cross-section in events with a high
energy top-quark and additional radiation, using data recorded by the
ATLAS detector at the LHC from 2015 to 2018. Focus is put on compar-
ing measured values with different QCD predictions showcasing how
suited current theories are to estimating complex, multi-scale, and
above leading-order processes. Both single and double-differential
cross-section measurements as functions of various event kinematic
properties are presented with results derived from proton-proton col-
lisions, at a centre-of-mass energy of 13 TeV. Additionally a single
differential measurement is used to set limits on new physics using
an effective field theory framework.
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Chapter 1.

Introduction

“In the beginning there was nothing, which exploded”
— Terry Pratchett, Lords and Ladies

It has been my experience, though likely coloured by circumstance, that of the
various academic pursuits one could devote their time to, the physics of fundamental
particles at high energies is consistently the most shocking, beautiful, and horrendously
complicated.1 Maybe it is not surprising then that the field attracts more than a few
brave souls, with experiments at the Large Hadron Collider (LHC) being some of the
largest scientific collaborations ever assembled. Within these collaborations thousands
of scientists work to further our knowledge of the fundamental interactions that give
the universe some semblance of order. This thesis presents the work I have contributed
towards this immense collective understanding over the past four years. The main
focus of which has been on the physics of the top quark, a fundamental particle
whose large mass compared to other fundamental particles remains an outstanding
question within the Standard Model. A key avenue to understanding the top-quark
lies in making high precision measurements of various properties, including the cross-
section of top-anti-top (tt̄) production. The main bulk of this thesis covers such a
precision measurement, focussing on high energy events in which one top-quark has a
large transverse momentum (pT), using data recorded by the ATLAS detector.

1At-least that’s my excuse for spending so much of the last four years feeling utterly confused.
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Introduction 2

To ensure this work is given adequate context the following is split into several
chapters with each falling under one of two broad headings. In Part I the theory
and experimental framework adopted at the ATLAS detector is outlined starting in
Chapter 2 with an introduction to the theory of the top-quark and its position within
the Standard Model of particle physics. This is followed by an overview of the ATLAS
detector and relevant parts of the LHC accelerator complex in Chapter 3, followed
in Chapter 4 by a more detailed description of the ATLAS muon trigger system
and a summary of the improvements I made to the real-time monitoring of trigger
efficiencies. The next two chapters then set up the building blocks for performing
a physics analysis, firstly Chapter 5 describes how signals recorded by the detector
hardware are reconstructed into calibrated physics objects, before Part I is concluded in
Chapter 6 with an overview of the Monte-Carlo methods used to create simulations of
particle-physics events. Part II details the tt̄ cross-section analysis which makes up the
main experimental work of this thesis. This begins in Chapter 7 with an overview of
the analysis strategy, followed in Chapter 8 by an outline of the observables used in the
measurement and the method to correct data for detector effects (unfolding). Chapter 9
provides an overview of how various sources of uncertainty are treated in the analysis
and details a novel method employed to reduce the impact of jet-related uncertainties.
Chapter 10 summarises the results of the analysis and draws comparisons to current
and previous related measurements. Lastly, Chapter 11 outlines a study exploring the
sensitivity of the measured results to physics beyond the Standard Model. A summary
of the discussed topics is provided in Chapter 12 along with considerations for future
work.



Chapter 2.

The top-quark in the Standard Model

“Facts are meaningless. You can use facts to prove anything that’s even
remotely true.”

— Homer Simpson, The Simpsons S9, E8 - Lisa the Sceptic

This chapter aims to introduce the underlying theoretical framework relevant to
the analysis presented in this thesis. This begins with a general introduction to the
Standard Model, how the top-quark fits into this picture and how our understanding
can be informed through collider experiments. This is then followed by a discussion
of the top-quark within effective theories extending beyond the Standard Model.

2.1. The Standard Model

The Standard Model (SM) of particle physics is the current best description of the
building blocks of the observable universe. It describes all known elementary particles
using the mathematical underpinning of quantum field theory (QFT) to explain interac-
tions between them via three of the four known fundamental forces; electromagnetism,
the weak nuclear force, and the strong force. Above a certain energy threshold the
electromagnetic (EM) and weak forces can be unified into a combined electroweak (EW)
interaction. A robust description of gravity in the quantum realm has not yet been
formulated and as such the gravitational force is not included in the Standard Model.

The Standard Model Lagrangian (LSM) is invariant under several local (gauge)
transformations. These symmetries necessitate the introduction of additional gauge

3



The top-quark in the Standard Model 4

fields through which the above fundamental forces are introduced to the theory.
These can be summarised by the SU(3)C ⊗ SU(2)L ⊗ U(1)Y symmetry. Here SU(3)C

represents the strong interaction with the conserved current being colour charge
(C), while SU(2)L ⊗ U(1)Y represents the unified electroweak interaction with weak
isospin (L) and the hypercharge (Y) as the conserved quantities.

Particles in the SM come in two varieties: fermions with 1
2 integer spin, and bosons

which have integer spin. Fundamental (point-like) fermions are postulated to form all
of the stable matter in the universe1 and come in two forms: quarks - which interact
via the strong force due to the presence of colour charge and leptons - which have
no colour charge and thus interact only via electroweak interactions. Conversely the
fundamental bosons are responsible for mediating interactions between fermions,
with the gauge bosons originating from the above mentioned symmetries. Separately
the scalar Higgs boson emerges as a requirement for the process of spontaneous
electroweak symmetry breaking [2, 3], giving rise to the W- and Z-boson masses.
The associated scalar field is responsible for the observed masses of the fermions
via Yukawa couplings between the fermions and Higgs boson. These couplings are
proportional to the mass of the fermion and thus more massive particles couple more
strongly to the Higgs boson. The size of the Yukawa couplings, and hence the masses
of the fermions, are not predicted by the SM and must be measured experimentally.

All matter particles have a corresponding anti-particle with the same quantum
numbers but opposite charge. The gluon (g), photon (γ), Z-boson, and the Higgs
boson are invariant under charge conjugation and so are each their own anti-particles,
while the two W-bosons are each other’s antiparticle. Despite neutrinos not possessing
EM or colour charge, anti-neutrinos do exist in the SM and are distinct from regular
neutrinos as they possess opposite chirality. Throughout this thesis the same names
and symbols will be used for both particles and anti-particles unless a distinction
between them is specifically required. Figure 2.1 summarises all seventeen elementary
particles within the Standard Model showing their masses, electric charge and spin
quantum numbers, taken from the Particle Data Group [4]. Additional colour bands
indicate which fermions take part in interactions mediated by each gauge boson. The
set of twelve fermions are further split into three generations with each successive
generation containing two quarks, a charged lepton, and a neutrino with the same
quantum numbers as the previous generation but orders of magnitude larger masses.

1A notable weakness of the SM is its inability to account for the origin of dark matter which is
estimated to make up the bulk of the observable mass in the universe.
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Figure 2.1: Fundamental particles within the Standard Model of particle physics. Mass, charge
and spin values taken from the Particle Data Group [4], original image courtesy
of [5], modified to enhance visualisation of the force groups.

All quarks in the SM carry colour charge and so can interact via the strong force
with interactions described by quantum chromodynamics (QCD). The gluon is the
massless force carrier for the strong interaction and is itself colour charged allowing for
gluons to self-interact. Gluon self-interaction also leads to the principle of confinement
in which coloured particles cannot exist in an isolated state and instead bind together
to from colour-neutral hadrons, in a process known as hadronisation. The most common
of these are mesons, formed of a quark, anti-quark pair, and baryons, formed of three
quarks.
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2.2. The top quark

The discovery of the top-quark in 1995 by the DØ and CDF collaborations at the
Tevatron [6, 7] ended a two decade long search for the sixth quark flavour after its
initial prediction in 1973 [8]. The long wait for experimental discovery compared to its
third generation counterpart is a direct result of its uniquely large mass. The top-quark
has the largest mass of all fundamental particles in the SM with a combination of the
most recent experimental results giving a value of: 172.76± 0.30 GeV quoted by the
Particle Data Group [4] using results from ATLAS, CMS, and Tevatron measurements.
The high mass leads directly to numerous other useful properties, namely a very short
lifetime and a strong coupling to the Higgs boson. The top quark finds itself uniquely
positioned within the Standard Model as a result.

As the only quark with a mass greater than the W-boson the top-quark is capable of
decaying via a flavour changing weak decay to an on-shell W-boson and a down-type
quark. These decays are moderated by the CKM matrix [8, 9], which determines the
mixing between quark flavours. The elements of this matrix have been evaluated
experimentally [4] with |Vtb| found to be significantly larger than both |Vtd| and |Vts|,
where the subscripts refer to the relevant quark flavours, meaning the decay t→Wb is
expected to be highly dominant. Alternatively rare decays into an up-type quark and
a neutral gauge boson or the Higgs boson are also possible. Such flavour changing
neutral current decays are forbidden at tree-level in the SM but are possible at higher
orders via processes involving a W-boson loop, such as in Figure 2.2. However in the
SM these are heavily suppressed by the GIM mechanism [10] as well as a consequence
of the strong hierarchy of CKM elements. As a result top quarks are expected to decay
almost exclusively to a W-boson and a b-quark in the Standard Model.

A combined result of this single decay mode and the high mass of the top-quark,
is an average lifetime of only ∼5× 10−25 s [4], which is significantly shorter than the
timescale of the quark hadronisation process of ∼3× 10−24 s [11]. The top-quark thus
does not undergo hadronisation allowing for the unique opportunity to study the
properties of bare quarks.
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Figure 2.2: Feynman diagram of a possible flavour changing neutral current top-quark decay
in the Standard Model.

2.3. Top-quark pair production at hadron colliders

At hadron colliders, like the LHC, top-quarks are predominantly produced as
top-anti-top (tt̄) pairs via the strong force. Electroweak initiated production of single
top-quarks is also possible but less common within pp collisions. Figure 2.3 shows the
leading-order Feynman diagrams for tt̄ production which at the LHC is dominated
by gluon-gluon fusion (90%), as in Figures 2.3a–c, with the remaining 10% of events
produced via quark, anti-quark annihilation as in Figure 2.3d. Due to the dominant
t→Wb decay mode, tt̄ production events are classified by the decay products of the
two W-bosons. Each can decay either into a lepton and associated neutrino (`ν), or
hadronically into a quark, anti-quark pair (qq̄′) resulting in three distinct channels for
tt̄: All-hadronic, lepton+jets and di-lepton. Figure 2.4 shows the branching fractions
for the three channels, with values again taken from the Particle Data Group [4].
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Figure 2.3: Leading order Feynman diagrams for top-quark pair production.
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Figure 1.8: Decay channels of a tt̄ pair
and their branching fractions.

quarks decay leptonically into any combination of charged leptons and neutrinos, cases with
one leptonic and one hadronic top-quark decay fall into the definition of the lepton+jets
channels (also known as single-lepton channels). If both top quarks decay into hadrons, the
tt̄ decay is said to be in the all-hadronic decay channel. An overview of all channels and
their branching fractions is given in Figure 1.8. While the all-hadronic channel comes with
the largest branching fraction, the final state contains many hadrons, is di�cult to resolve
experimentally and comes with large background contributions from qcd activity. For the
experiments, the dilepton channels, and more specifically the eµ channel, provide the cleanest
environment to perform precision measurements as there is almost no contamination from
background processes in this mixed-lepton-flavour final state. On the other hand, the two
neutrinos of the eµ channel remain undetected and the tt̄ system cannot be reconstructed
without ambiguities from the two neutrinos.

1.3. Top quarks in association with photons

Since the top quark’s discovery in the 1990’s, many of its properties have been under
investigation, ranging from measurements of spin correlations in tt̄ production, to those
of W boson polarisation in tt̄ decays, and to a measurement of the Yukawa coupling of
the top quark in tt̄H final states, c.f. for example Refs. [131–136]. The last is part of a
class of processes where top-quark pairs or single top quarks are produced in association
with other elementary particles, which provide access to some of the top quark’s most
interesting properties: the Yukawa coupling in measurements involving the tH vertex, the
weak isospin component I3 in measurements with tZ vertices, and the electromagnetic
charge of the top quark in measurements with t“ vertices. Usually denoted as tt̄+X and
t +X, these processes are of large interest because many beyond-Standard-Model (bsm)
theories introduce modifications to the top-quark sector and to the couplings of the top
quark. Precise measurements of tt̄+X and t+X final states provide a unique environment
to comb the top-quark sector for any deviations from the sm and to constrain bsm theories
that introduce modifications to these couplings.

14

Figure 2.4: Branching fractions of the possible tt̄ final states assuming 100% t→Wb decays
and lepton universality [12]. At hadron collider experiments the lepton+jets and
di-lepton channels often refer to e/µ states only.
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2.3.1. Top anti-top production cross-section

The cross-section (σ) of any SM process is a measure of how likely it is to occur at a
given energy. This can be calculated theoretically by summing over the matrix elements
of all potential diagrams, like those in Figure 2.3 for leading order tt̄ production. The
number of diagrams is effectively infinite as it is possible to add any number of
additional low momentum real emissions, such as in Figure 2.5a and any number of
virtual gluon loops as in Figure 2.5b. However each additional QCD vertex contributes
an extra factor of the strong coupling (αS). The partonic cross-section can then be
written in a simplified manner as a power series in αS:

σ̂ij→tt̄+X = 0SH(0)︸ ︷︷ ︸
LO

+ 00αSH(1)︸ ︷︷ ︸
NLO

+ 00α2
SH(2)︸ ︷︷ ︸

NNLO

+..., (2.1)

where ij refers to the interacting partons rather than the parent protons, tt̄ + X denotes
events with any number/type of additional emissions, and the H(i) denote hard-scatter
diagrams whose amplitudes are all proportional to α2

S. At high energies, such as those
probed at the LHC, the strength of the αS coupling is less than 1 thus diagrams with
more vertices will have a reduced impact. The matrix element can then be calculated up
to a specific order in αS using perturbation theory. Calculations like this are commonly
labelled with the highest calculated power of αS as leading order (LO), next-to-leading
order (NLO), next-to-next-to-leading order (NNLO) etc. State-of-the-art fixed-order
calculations for tt̄ production are performed up to NNLO in QCD [13–16]. These can
be supplemented with NLO electroweak corrections [17], as well as calculations up to
next-to-next-to-leading logarithm (NNLL) in re-summed soft gluon terms [16, 18, 19].

In practice expanding to higher orders in perturbation theory quickly becomes
complex to calculate. Measuring the same cross-section at a collider experiment thus
provides one of the simplest and yet most powerful tests of the Standard Model. In
the context of collider physics the interaction cross-section can be calculated from the
number of measured events. For example the tt̄ production cross section at the LHC
can be written as:

σtt̄ =
Ntt̄
Lint

, (2.2)

where Ntt̄ is the total number of tt̄ events measured at a certain collision energy and
Lint is the integrated luminosity. This is a measure of the total number of particle pairs
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Figure 2.5: Example Feynman diagrams for tt̄ production at above leading order with (a) an
additional real gluon emission, (b) a virtual gluon loop.

with the potential to interact that have passed though the collision point over a set time
and is dependent on parameters of the colliding beams as described in Section 3.1.

2.4. Beyond the Standard Model

The Standard Model is an incredibly impressive theory, and one of the most successful
of all time, however it is not perfect. Despite correctly accounting for much of the
observed universe there are several fundamental questions left unanswered, such as:

1. How does one properly incorporate gravity into the current model?

2. What is the source of the dark matter and dark energy observed by astronomers?

3. What is the source of the observed matter/anti-matter asymmetry in the universe?

4. Why is the top-quark so massive compared to the other fermions?

5. Why is the mass of the Higgs boson lower than expected when accounting for
quantum top-loop corrections? 2

6. What is the origin of the non-zero neutrino masses observed in oscillation experi-
ments [4]?

2This is commonly referred to as the hierarchy problem and requires careful fine-tuning of SM
parameters in order to cancel quadratic divergences in the Higgs mass terms. The need for such fine
tuning is an indication that a more fundamental underlying theory is missing.
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Answers to many of these questions and others often require the introduction of new
particles, not predicted by the Standard Model. However the SM has been thoroughly
tested at low energies up to the TeV scale, with no observation of new particles. Much
of the search for new physics has moved towards higher energies as a result, in many
cases above energies which can be probed directly by the LHC. There are no plans
for significant increases to the energy reach of any current, or proposed, collider
experiments in the near future. However the indirect effects of physics occurring
at high energy scales can, in many cases, be observed at lower energies as slight
deviations from the SM. As the heaviest fundamental particle the top-quark is likely
to play an important role in searching for such high energy effects motivating making
high precision top-quark measurements such as those outlined in this thesis.

2.4.1. The Standard Model effective field theory

There are several categories of beyond the Standard Model (BSM) theories, such as
supersymmetry [20] and composite Higgs models [21], which directly address some
of the questions above by introducing specific extensions to the SM. However a more
general, model-independent, approach is possible by re-interpreting the Standard
Model as one part of a larger effective field theory (EFT) [22–25]. An EFT is an effective
low-energy approximation of a more fundamental theory with a higher natural energy
scale (Λ). A Standard Model effective field theory (SMEFT) is easily constructed by
expanding the SM Lagrangian by adding higher-order terms which describe the effects
of the high-energy theory on observables at lower energies. These terms are naturally
suppressed by powers of Λ and can be written in terms of an EFT operator multiplied
by a Wilson-coefficient which dictates the strength of the operator’s contribution. The
new Lagrangian can be written as:

LSMEFT = LSM + Leff(Λ),

LSMEFT = LSM + ∑
D

∑
i

CD
i

ΛD−4 ÔD
i ,

(2.3)

where CD
i is the Wilson-coefficient corresponding to the EFT operator ÔD

i , of mass
dimension D. The collection of EFT operators are built using the same fields and
gauge symmetries as the SM and must be of dimension above that of the Standard
Model. In practice operators with odd dimensions violate baryon or lepton number
conservation and thus the leading set of EFT operators typically considered are of
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dimension six. Even at this lowest dimension there are a large number of possible
operators (2499 in the commonly used Warsaw basis [26]). The impact of each operator
arises either through modifications to existing SM vertices or by introducing new
couplings that allow for additional diagrams. As a result only a small number are
expected to significantly affect a given SM process.

2.4.2. EFT effects on top-quark pair production

In leading-order top-quark pair production diagrams, such as those shown in Fig-
ure 2.3, there are three different couplings from which EFT effects can enter. The
first is the pure gluon vertex in Figure 2.3a. These vertices are less interesting with
regards to tt̄ measurements as they do not include the top-quark directly and are
better constrained in multi-jet final states rather than tt̄ production [27]. The vertices
of heavy quarks and gluons are more interesting as they directly effect the coupling
between the top-quark and the gluon, with EFT contributions introduced through
the chromo-magnetic dipole operator (OtG). The third possibility for EFT effects to
enter into tt̄ production is with the introduction of a non-SM vertex between two
light-quarks and two heavy quarks. For the four-quark coupling there are a number
of operators in the Warsaw basis which can have an effect, however O(8)

tq is expected
to have the joint-largest impact on the tt̄ production cross-section [28–30], and is the
representative four-quark operator used in the EFT study in Chapter 11. The effective
four-quark coupling and the modified heavy-quark gluon coupling are shown in
Figure 2.6.

g

t̄

t

(a)

q̄

q

t

t̄

(b)

Figure 2.6: Vertices affected by EFT contributions that are relevant for leading-order tt̄ pro-
duction. The black dots show the couplings affected by (a) OtG and (b) O(8)

tq .
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Due to the much larger fraction of gluon initiated tt̄ production at the LHC the
absolute effect of O(8)

tq on the tt̄ cross-section is expected to be considerably lower than
that from OtG. However the relative probability for a parton to carry a larger fraction of
the parent proton’s momentum is much larger for valence-quarks than it is for gluons.
As a result the fraction of qq̄ initiated states is increased for events which contain a
high energy top-quark and thus the effects of O(8)

tq are also expected to increase with
energy. The impacts of four-quark operators on the kinematics of final-state particles
are additionally expected to scale with energy in a stronger way than OtG [31]. This
difference in behaviour at high energies allows the effects of these two operators
to be disentangled using only a single differential tt̄ cross-section measurement, as
demonstrated in Chapter 11.



Chapter 3.

The LHC and ATLAS

“If we hit that bullseye the rest of the dominoes will fall like a house of cards.
Checkmate!”

— Capt. Zapp Brannigan, Futurama S1, E12 - When Aliens Attack

The Large Hadron Collider (LHC) [32] at CERN is the largest and most powerful
particle accelerator ever built. It has been instrumental in many of the most important
particle physics results in the past 12 years, including the discovery of the Higgs boson
in 2012 [33, 34]. Located almost 100 metres below ground, straddling the French-Swiss
border on the outskirts of Geneva, the LHC is the most recent addition to the larger
CERN accelerator complex, shown in Figure 3.1. The LHC uses a combination of super-
conducting magnets and radio frequency cavities to accelerate two counter-circulating
beams of proton1 bunches to almost the speed of light. These bunches are then collided
at four points around the ring’s circumference at which the principal LHC experiments
are housed. These include two specialised detectors; LHCb [35] - designed primarily
around the study of heavy flavour physics and interactions involving B-mesons, and
ALICE [36] - whose physics programme is based on heavy ion interactions. There are
also two large general-purpose experiments; ATLAS [37] and CMS [38], which use
full coverage detectors to make precision measurements of a wide range of Standard
Model processes, as well as searching for evidence of new physics. The discussion
that follows will focus primarily on the ATLAS experiment which, importantly for the
analysis discussed in Part II of this thesis, is well suited to the measurement of top,
anti-top quark pairs at high energies.

1or heavy ion (Pb, Au, and Xe)
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Figure 3.1: Schematic of the CERN accelerator complex as it was in 2018 with the LHC ring
shown at the top [39]. Incremental acceleration stages used to provide high energy
proton beams for the LHC are shown, starting from LINAC 2, going through the PS
booster (BOOSTER), the PS, and SPS before finally entering the LHC ring at injection
points TI2 and TI8.

3.1. The Large Hadron Collider

The success of the LHC project is owed in part to the ability to repurpose much of
the existing accelerator infrastructure at the CERN site. The LHC ring itself is housed
within the ∼27 km tunnel dug in the 1980s for the Large Electron Positron collider
(LEP) experiment [40]. The high energy proton beams that eventually circulate this
tunnel start their journey in a series of smaller accelerators built on the vestiges of
previous experiments.

The different proton acceleration stages are outlined in Figure 3.1 starting from
simple hydrogen gas which is ionised to produce H− ions. These ions are then
accelerated to 50 MeV in the LINAC 2 linear accelerator before being stripped of their
two electrons and fed into the Proton Synchrotron Booster (PSBOOSTER). The booster
accelerates the resulting protons up to 1.4 GeV before injecting them into the Proton
Synchrotron (PS), which accelerates the injected protons to 26 GeV before passing
them on to the Super Proton Synchrotron (SPS). The SPS is the final link in the chain,
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accelerating protons to an energy of 450 GeV before feeding them into the LHC ring
at two injection sites producing counter-circulating beams. The two proton beams
continue to circulate within the LHC becoming accelerated to a current maximum
energy of 6.5 TeV. Timed injections between the PS, SPS, and LHC result in beams
with a bunched structure which by the end of data taking in 2018 consisted of 2556
proton bunches each containing ∼1.2× 1011 protons with a 25 ns spacing between
bunches. In 2020 LINAC 2 was replaced with LINAC 4, which has a higher maximum
operational energy of 160 MeV. This also allows for increased energy thresholds
further downstream and is a vital step in achieving future high luminosity collisions.

During each acceleration stage a combination of radio frequency cavities, and
bending and focussing electromagnets are used to accelerate the protons and maintain
the desired beam structure. Powerful magnetic fields are needed to contain the beam
radius, for which large superconducting magnets, cooled used liquid helium, are used.
In total 1232 dipole magnets, each roughly 15 metres long, span a majority of the LHC
circumference providing linear magnetic fields of opposing orientation across the two
counter-circulating beams. In both cases the fields are perpendicular to the beam
direction and result in a Lorentz force pointing into the centre of the ring. A schematic
showing the internal structure and magnetic flux of the dipole magnets is shown in
Figure 3.2. A further 392 main quadrupole magnets are used in pairs to periodically
focus the beams in planes perpendicular to the direction of travel, ensuring the beams
stay tightly collimated as they circulate. Several more quadrupoles as well as higher
order sextupole, octupole, and decapole magnets are also needed to make further
small corrections to the beam width, to counteract the spread of the proton bunches
along the beam axis over time.

3.1.1. Instantaneous and integrated luminosity

For any particle collider it is necessary to quantify the magnitude of successful colli-
sions produced. The primary operating parameter used at the LHC is the instantaneous
luminosity (L) [43]. This denotes the total number of particle pairs with the potential
to interact that can be moved though a set area in a set period of time:

L =
Npp

cm2 × s
(3.1)
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Figure 3.2: Transverse slice showing the internal structure of the LHC dipole magnet and
cryostat systems [41]. A plot of the magnetic flux over the x-y plane of an example
dipole is overlaid [42].

While not particularly intuitive this has the significant advantage of depending only
on the size and structure of the colliding bunches. Assuming bunched proton beams
with equal gaussian profiles the instantaneous luminosity is given by:

L(t) = N1N2Nb
bs4πσxσy

, (3.2)

where N1 and N2 are the number of protons per bunch in each beam, Nb is the total
number of bunches per beam, bs is the spacing of bunches in each beam in units of
time, and σx and σy are the horizontal and vertical dimensions of the bunches [44]. The
total size of a recorded dataset can be represented by integrating the instantaneous
luminosity over time to give the integrated luminosity. This is generally measured
in inverse femtobarns (fb−1) where a barn (b) is a unit of distance equal to 10−24 cm2.
The integrated luminosity combined with the interaction cross-section introduced in
Section 2.2 gives the total number of observed events of a particular interaction:

Lint · σtt̄ = number of tt events (3.3)
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3.1.2. LHC operation

To date there have been two major operating periods of the LHC, bookended by
multi-year periods where the machine is shut-down for maintenance and upgrades.
Run-1 covers the period between 2009 and 2013 in which protons were collided at
centre of mass energies of 900 GeV, 7 TeV, and 8 TeV. This was followed by the first
long shutdown during which the beam energy was increased. Run-2 covers operation
from 2015 to 2018 during which time 156 fb−1 of pp collision data was produced at
a centre of mass energy of 13 TeV. From this 139 fb−1 of useable physics data was
recorded by the ATLAS detector [45]. During operating periods the LHC can not
operate continuously as collisions remove some of the protons in the bunches. Data
is thus recorded in individual runs, usually lasting several hours. When the proton
intensity gets too low at the end of a run the beams are dumped and the machine is
refilled.

The expected peak luminosity for the LHC before operation was 1034 cm−2 s−1,
however with optimisations to the bunch structure and collision rate over time this was
increased to the current peak value of 2.1× 1034 cm−2 s−1 recorded in 2018. Increasing
the instantaneous luminosity also increases the number of pp interactions that occur
per bunch crossing, known as pileup (µ). Over the course of Run-2 ATLAS recorded
data with an average pileup of 〈µ〉 = 33.7, significantly higher than the expected value
of 〈µ〉 = 23 used when considering the design of the detector [46]. This is problematic
as excessive pileup collisions make it more difficult to accurately reconstruct the
hard-scatter interactions of interest.
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Figure 3.3: Schematic showing the scale and internal structure of the ATLAS detector [47].

3.2. ATLAS Detector

The ATLAS detector, shown schematically in Figure 3.3, is a multipurpose detector
providing almost 4π solid angle coverage around a central interaction point (IP). The
detector hardware consists of four main sub-detectors; an inner tracker, electromag-
netic and hadronic calorimeters, and a composite muon spectrometer. Additionally a
system of superconducting magnets are used to aid in identification and momentum
measurements of charged particles. The different detector technologies are arranged
concentrically around the beam pipe and interspersed with the magnets, with the
most sensitive and radiation-hard technologies used closer to the interaction point and
lower-granularity detection mediums placed further out. This multi-detector design
allows for the detection of all known Standard Model particles apart from neutrinos,
which escape the detector volume but are able to be reconstructed by calculating
signatures of missing transverse momentum. Figure 3.4 showcases how different
particle types are identified by the energy signatures they leave within the various
sub-detectors. The following sections cover each of the main detector technologies in
turn, starting with the innermost layers and moving outwards.
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Figure 3.4: Simplified cross-section through the ATLAS detector barrel demonstrating how dif-
ferent types of particle interact within the various sub-detectors [48]. The different
energy signatures left by each particle allows them to be identified.

ATLAS coordinate system

ATLAS uses a right-handed coordinate system with its origin at the nominal interaction
point in the centre of the detector, to maintain consistency I will use the same conven-
tion throughout this thesis. In this system the z-axis points along the beam pipe, the
x-axis points from the IP to the centre of the LHC ring, and the y-axis points upward.
Cylindrical coordinates (r,φ) are used in the transverse plane, with φ being the az-
imuthal angle around the beam pipe. The polar angle θ, which spans the z-axis, is not
Lorentz invariant and is thus often replaced with rapidity: y = 0.5 ln

(
E+pz
E−pz

)
, where

E is the total particle energy and pz is the particle momentum along the z-direction.
Differences in rapidity are Lorentz invariant. An alternative third quantity, the pseu-
dorapidity, is defined in terms of the polar angle as: η = − ln

(
tan(θ/2)

)
and for

massless, or high energy particles, is a very good approximation for y. The angu-
lar separation between particles is normally defined using the pseudorapidity as

∆R =
√
(∆φ)2 + (∆η)2.
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Figure 3.5: Schematic of the ATLAS inner detector barrel and endcap regions, showing the
relative scale of the various layers [52]. The central solenoid is not shown.

3.2.1. Inner detector

The ATLAS inner detector (ID) [49, 50] is the closest sub-detector to the nominal
interaction point and is designed to provide highly granular tracking information
for charged particles as well as identification of interaction vertices. Three different
detector technologies are used, spread out in distinct cylindrical layers, encircling the
beam pipe, these are the Pixel detector, Semiconductor Tracker (SCT), and Transition
Radiation Tracker (TRT). The ID is immersed in a constant 2 T magnetic field provided
by the central solenoid which completely surrounds the active sub-detector regions.
This allows for charge identification and accurate momentum measurements from
the tracks of charged particle. The structure of the ATLAS inner detector is shown in
Figure 3.5, though this does not show the surrounding central solenoid which has a
diameter of 2.3m and a length of 5.3m [51].
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Figure 3.6: Exploded view showing the internal layers of the ATLAS inner detector barrel [53].
Charged particle trajectories are bent by a 2 T magnetic field produced by the
surrounding solenoidal magnet system and produce hits in the different detector
layers allowing tracks to be fit.

Pixel detector

The different layers within the ID barrel are shown in more detail in figure 3.6. The
innermost layer is comprised of the Pixel detector [54] and an additional insertable
b-layer (IBL) [55] placed directly next to the beam pipe. Both of these use semiconduc-
tor pixel technology to provide tracking information. Semiconductor tracking works in
almost the same way as the CMOS sensor used in most consumer cameras: A charged
particle passes through a doped silicon substrate producing excited electron-hole pairs,
a charge placed across the sensor then collects the free electrons at the anode and
registers a hit.

In pixel systems the active silicon sensors are fashioned into small rectangular
pixels which are each individually bonded to shared readout electronics. The IBL is
the closest detector sub-system to the beam line. It was added in 2013 during the
first long shutdown of the LHC with the aim to prolong and improve the tracking
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and b-quark identification performance of the ATLAS detector in regions with high
expected radiation damage. The IBL covers a pseudorapidity range of |η| < 3 and
due to its proximity to the interaction point does not have separate barrel and endcap
regions. The remaining pixel detector consists of a 3-layer barrel and 2× 3 endcap
disks covering a pseudorapidity range of |η| < 2.5. Identical sensors are used in both
the barrel and endcaps which are slightly larger than those in the IBL.

Semiconductor tracker

The semiconductor tracker or SCT [56] is next out from the beam line, like the pixel
this is composed of active silicon sensors, though this time fashioned into larger strips.
This design significantly reduces the manufacturing complexity at the expense of
reduced granularity. The SCT is made up of four layers in the barrel and 2× 9 endcap
disks. Like the pixel detector the active regions of the SCT cover a range of |η| < 2.5
around the interaction point.

Transition radiation tracker

Together the pixel and SCT provide precision tracking information that is then supple-
mented with spatial hit information from the Transition Radiation Tracker [57] located
further downstream from the interaction point. Rather than silicon the TRT uses a
design consisting of gas-filled tubes (or straws) with a single positively charged anode
wire running down the centre. When charged particles pass through the straw they
ionise the gas mixture releasing electrons which travel down the wire and are recorded
as a hit in readout electronics placed at either end.

The straws each have a diameter of 4 mm and are filled with a gas mixture consist-
ing of 70% Xenon, 27% CO2, and 3% Oxygen. In the barrel straws are stacked parallel
to the beam-line while in the 2× 2 endcap disks they are stacked perpendicularly in
radial planes. The spacial resolution of the TRT is considerably lower than for the
precision trackers, however this is mitigated by processing a much larger number
of individual hits. Additionally the track lengths within the TRT are longer which
enhances the accuracy of momentum measurements.

In addition to spatial and momentum measurements the TRT also helps aid electron
identification as the space between straws in both the barrel and endcaps is filled
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with a "radiator" material of mixed refractive index. The resulting transition radiation
emitted by charged particles passing through this medium can be detected and is
strongest for electrons due to their low mass [58]. The presence of transition radiation
can thus be used as an additional signal in electron identification.

3.2.2. Calorimeters

The next layer out from the inner detector is the ATLAS calorimeter system [59]. The
calorimeters are designed to absorb and measure the total energy of all incoming
charged and neutral particles, except for muons and neutrinos which are expected to
traverse the calorimeters without depositing all of their energy. This is achieved by
interweaving high density "absorber" material with "active" detector regions. Incident
particles interact with material in the absorber, losing momentum and creating showers
of particles, the energy of which is measured by the active elements. The calorimeter is
split into three sub-systems; the liquid argon (LAr) electromagnetic calorimeter (ECAL),
the Tile barrel and LAr end-cap hadronic calorimeters (HCAL), and the LAr forward
calorimeter (FCAL). The layout of the calorimeter system is shown in Figure 3.7.

LAr electromagnetic calorimeter

The liquid argon electromagnetic calorimeter [60] is the calorimeter sub-system closest
to the ID and is designed primarily to detect electrons and photons with high granular-
ity. Lead plates are used as the absorber material while the sensitive region contains
liquid argon which is ionised by the shower particles, producing a measurable current.
The ECAL consists of a three layer barrel and two end-caps, each consisting of an outer
and inner wheel. Combined the ECAL has a sensitive range of |η| < 3.2, with perfect φ

coverage due to the accordion structure used. An additional LAr based pre-sampler
detector is included between the ID and ECAL in the region |η| < 1.8 in order to correct
for the energy lost by electrons and photons in between the two systems.

Tile and LAr hadronic calorimeters

The hadronic calorimeter system is placed further out from the ECAL and is designed
to measure the remaining energy of hadrons that are not fully absorbed by the EM
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Figure 3.7: Schematic of the ATLAS calorimeter system showing the differing Tile and liquid
argon technologies as well as the barrel and endcap layout [52].

layers. The active regions of the HCAL use both Tile [61] and LAr [60] technologies with
poorer granularity than the ECAL. The HCAL regions are physically larger however
ensuring there is adequate material depth to minimise punch through in which very
high energy particles pass through the calorimeter without being fully absorbed. The
three-layered barrel consists of steel absorber plates interspersed with scintillating
tiles, while the end-caps are each split into four layers which use the same LAr design
as the ECAL. To ensure a high material density in the transition region the barrel and
end-caps sightly overlap, providing combined sensitivity up to |η| < 3.2.

LAr forward calorimeter

Lastly a dedicated calorimeter system is located in the forward region extending the
calorimeter reach to |η| < 4.9. The LAr forward calorimeter [60] is placed around 1.2 m
from the ECAL necessitating a design with a much higher density to be sufficiently
protected against punch-through. The FCAL is split into three layers all of which use
liquid argon as the sensitive material. The first layer is optimised to be most sensitive
to EM interactions and uses copper as the absorber material, while the latter two layers
are designed for hadronic interactions and use a tungsten absorber.
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Figure 3.8: Schematic of the ATLAS muon spectrometer highlighting the different detector
technologies and the location of the toroid magnets [63].

3.2.3. ATLAS Muon Spectrometer

The outer radius of the ATLAS detector is dedicated to measuring the momentum of
charged particles that are not fully absorbed by the calorimeters. Such particles will
overwhelmingly be muons and as such the final layer of the ATLAS detector consists
of a large muon spectrometer (MS) [62]. The MS is comprised of four principle detector
technologies: Monitored Drift Tubes (MDT) and Cathode Strip Chambers (CSC) which
primarily handle precision tracking, and Resistive Plate Chambers (RPC) and Thin Gap
Chambers (TGC) which are suited to the rapid muon identification required for event
triggering (see Chapter 4). Both of these functions rely on measuring the deflection
of muons passing through the magnetic field generated by a large air-core toroidal
magnet system. A cut-away view of the MS is shown in Figure 3.8 which highlights
the positions of the different detector chambers and the toroid magnets.
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Figure 2.1: Geometry of magnet windings and
tile calorimeter steel. The eight barrel toroid
coils, with the end-cap coils interleaved are
visible. The solenoid winding lies inside the
calorimeter volume. The tile calorimeter is
modelled (section 2.2.2) by four layers with dif-
ferent magnetic properties, plus an outside re-
turn yoke. For the sake of clarity the forward
shielding disk (section 3.2) is not displayed.

Figure 2.2: Bare central solenoid in the factory
after completion of the coil winding.

phases. The cold-mass and cryostat integration work began in 2001. The first barrel toroid coil
was lowered in the cavern in fall 2004, immediately followed by the solenoid (embedded inside the
LAr barrel calorimeter). The remaining seven barrel-toroid coils were installed in 2004 and 2005,
and the end-cap toroids in the summer of 2007.

2.1.1 Central solenoid

The central solenoid [2] is displayed in figure 2.2, and its main parameters are listed in table 2.1.
It is designed to provide a 2 T axial field (1.998 T at the magnet’s centre at the nominal 7.730 kA
operational current). To achieve the desired calorimeter performance, the layout was carefully
optimised to keep the material thickness in front of the calorimeter as low as possible, resulting
in the solenoid assembly contributing a total of ⇠ 0.66 radiation lengths [9] at normal incidence.
This required, in particular, that the solenoid windings and LAr calorimeter share a common vac-
uum vessel, thereby eliminating two vacuum walls. An additional heat shield consisting of 2 mm
thick aluminium panels is installed between the solenoid and the inner wall of the cryostat. The
single-layer coil is wound with a high-strength Al-stabilised NbTi conductor, specially developed
to achieve a high field while optimising thickness, inside a 12 mm thick Al 5083 support cylin-
der. The inner and outer diameters of the solenoid are 2.46 m and 2.56 m and its axial length
is 5.8 m. The coil mass is 5.4 tonnes and the stored energy is 40 MJ. The stored-energy-to-mass
ratio of only 7.4 kJ/kg at nominal field [2] clearly demonstrates successful compliance with the
design requirement of an extremely light-weight structure. The flux is returned by the steel of the
ATLAS hadronic calorimeter and its girder structure (see figure 2.1). The solenoid is charged and
discharged in about 30 minutes. In the case of a quench, the stored energy is absorbed by the en-
thalpy of the cold mass which raises the cold mass temperature to a safe value of 120 K maximum.
Re-cooling to 4.5 K is achieved within one day.

– 20 –

Figure 3.9: Layout of the ATLAS mag-
nets (red) composed of the
2 T central solenoid, sur-
rounded by the eight barrel
and endcap toroid coils [37].

Two End-Cap Toroids are positioned inside the Barrel
Toroid, one at each end of the Central Solenoid. They
provide the magnetic field in the forward regions of the
ATLAS detector across a radial span of 1.7 to 5 meters.
The eight coils of each End-Cap Toroid are assembled as
a single unit inside one large cryostat. The castellated
cryostat vacuum vessel makes it possible to retract the
End-Cap Toroids from the operating position to allow
access to the centre of the detector. The coils of the End-
Cap Toroids are rotated by 22.5 degrees with respect to
the Barrel Toroid coils which allows a radial overlap and
the optimisation of the magnetic bending power in the
interface region of the toroids.

Main Parameters (per End-Cap):

Peak magnetic field: 4.1 T
Operating current: 20,500 A
Operating temperature: 4.8 K (-268 oC)
Axial length: 5 m
Inner diameter: 1.7 m
Outer diameter: 11 m
Stored energy: 250 MJ
Weight: 240 tonnes
Conductor length: 13 km

End-Cap Toroid

Each coil consists of two double pancakes wound directly
in an aluminium coil casing and is about 4 by 4.5 meters
large with a weight of roughly 13 tonnes. One complete
End-Cap Toroid has a diameter of 11 meters, a width of 5
meters and a weight of almost 240 tonnes. The End-Cap
Toroids are electrically connected in series with the Barrel
Toroid and likewise operated at a current of 20,500
amperes providing a peak field of 4 tesla.

Cryogenics
The magnet system assembly weights 1300 tonnes
and is cooled by liquid helium at 4.8 kelvin (-268 oC).
It takes some 30 days to cool down to this
temperature. The approximate cryogenic cooling
power requirement is 2.3 kilowatt at 4.5 kelvin and
11.5 kilowatt at 60 to 80 kelvin. The energy of 1600
megajoule stored in the magnet system is equivalent
to the energy of a  4100 tonnes (820 meters long)
freight train racing at a speed of 100 km/h.

Figure 3.10: Simulated mapping of the magnetic
field generated by the ATLAS su-
perconducting toroid. Unlike the
solenoid, the toroidal field is not per-
fectly uniform [64].

Toroid magnet system

The superconducting toroid is composed of three sets of air-core magnets, a barrel and
two smaller endcap disks, each with 8 coils and cooled to 4.5 K using liquid Helium.
This layout, shown alongside the central solenoid in Figure 3.9, provides a magnetic
field roughly orthogonal to the direction of incident muons while minimising the
volume of dead material. The field strength varies in the barrel, as shown in Figure 3.10,
ranging between 0.15 – 2.5 T with an average strength of 0.5 T, and between 0.2 – 3.5 T
in the endcaps. The field is notably weaker in the transition region (1.4 < |η| < 1.6)
despite attempts to strengthen it by rotating the coils within the endcap magnets by
22.5° with respect to those in the barrel.

Precision muon tracking detectors

The majority of muon tracking in both the barrel and endcaps is handled by MDTs
which work in a very similar manner to the TRTs found within the inner detector. In
the case of the MDTs the drift medium takes the form of aluminium tubes of diameter
3 cm filled with a gas mixture of 93% Argon and 7% CO2. Each of the three MDT

layers in the barrel and endcap consist of between 3 and 8 layers of drift tubes giving
a precision of roughly 35 µm in the bending plane (r-z). The barrel MDTs cover a
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pseudorapidity range of |η| < 2.7, however due to the more demanding muon rate
at low angles the innermost layer of endcap MDTs is shortened to only cover up to
|η| < 2.0 and is then supplemented with an additional cathode strip chamber spanning
2.0 < |η| < 2.7. The CSC is a multi-wire proportional chamber which incorporates
additional cathodes strips alongside an array of anode wires within a gas volume.
This reduces the overall drift time allowing it to deal with higher rates, and results
in improved spatial resolution as two position measurements are produced for each
ionisation event.

Fast muon tracking detectors

While the spatial and momentum resolution of the MDT and CSC systems allow for
good tracking performance they are limited by a slow response time and a lack of
orthogonal position measurements (r-φ plane). Additional dedicated hardware is thus
needed to provide rapid muon identification and momentum measurement to allow for
the fast trigger decisions outlined in Section 4.1 while also supplementing the tracking
vectors. Three layers of resistive plate chambers (RPCs) provide the standalone trigger
hardware in the barrel region (|η| < 1.05). These are gaseous detectors which use
two parallel electrode plates with a large electric field between them causing ionising
particles between the plates to form avalanches providing a larger signal and allowing
for almost instantaneous response. The hardware for the level-1 endcap trigger is
formed from three layers of thin gap chambers (TGC) covering the pseudorapidity
region 1.05 < |η| < 2.4. These are another form of multi-wire proportional chamber
designed to provide improved time resolution and rate compared to the CSCs.

Figure 3.11 shows a quarter slice of the MS along the beam-line with the positions
of the various tracking and triggering chambers marked. The straight lines indicate
example muon trajectories with no magnetic field active and show how the MS layout
is designed to maximise the probability of an incident muon within the active region
interacting with at-least three chambers. All together the combined muon spectrometer
chambers provide 99% coverage in the endcap region (1.05 < |η| < 2.7) and ∼80% in
the barrel region (|η| < 1.05) with losses mainly due to gaps in the detector feet region
and maintenance shafts around η = 0.
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2

2 Muon trigger

2.1 ATLAS detector

The ATLAS detector is a multi-purpose particle physics

apparatus with a forward-backward symmetric cylin-
drical geometry and near 4π coverage in solid angle.3

The detector consists of four major sub-systems: the

inner detector, electromagnetic calorimeter, hadronic

calorimeter and muon spectrometer. A detailed descrip-
tion of the ATLAS detector can be found in Ref. [3].

The inner detector measures tracks up to |η| = 2.5 in

an axial magnetic field of 2T using three types of sub-

detectors: a silicon pixel detector closest to the inter-

action point, a semiconductor tracker surrounding the
pixel detector, and a transition radiation straw tube

tracker covering |η| < 2.0 as the outermost part of the

inner detector. The calorimeter system covers the pseu-

dorapidity range |η| < 4.9 and encloses the inner detec-
tor. The high-granularity liquid-argon electromagnetic

sampling calorimeter is divided into one barrel (|η| <

1.475) and two endcap components (1.375 < |η| <

3.2). The hadronic calorimeter is placed directly outside

the electromagnetic calorimeter. A steel/scintillator-tile
calorimeter provides hadronic coverage in the range |η| <

1.7. The endcap and forward regions, spanning 1.5 <

|η| < 4.9, are instrumented with liquid-argon calorime-

ters. The calorimeters are then surrounded by the muon
spectrometer.

2.2 Muon spectrometer

The muon spectrometer is based on three large air-core
superconducting toroidal magnet systems (two endcaps

and one barrel) providing an average magnetic field of

approximately 0.5T. Figure 1 shows a quarter-section

of the muon system in a plane containing the beam axis.
In the central region, the detectors comprise a bar-

rel that is arranged in three concentric cylindrical shells

around the beam axis. In the endcap region, muon cham-

bers form large wheels, perpendicular to the z-axis. Sev-

eral detector technologies are utilised to provide both
precision tracking and triggering.

The deflection of the muon trajectory in the mag-

netic field is detected using hits in three layers of preci-

sion monitored drift tube (MDT) chambers for |η| < 2.

3ATLAS uses a right-handed coordinate system with its ori-
gin at the nominal interaction point (IP) in the centre of
the detector and the z-axis along the beam pipe. The x-axis
points from the IP to the centre of the LHC ring, and the
y-axis points upward. Cylindrical coordinates (r, φ) are used
in the transverse plane, φ being the azimuthal angle around
the beam pipe. The pseudorapidity is defined in terms of the
polar angle θ as η = − ln tan(θ/2).
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Fig. 1 A schematic picture showing a quarter-section of the
muon system in a plane containing the beam axis, with mon-
itored drift tube (MDT) and cathode strip (CSC) chambers
for momentum determination and resistive plate (RPC) and
thin gap (TGC) chambers for triggering

In the region 2.0 < |η| < 2.7, two layers of MDT cham-

bers in combination with one layer of cathode strip

chambers (CSCs) are used. Muons are independently
measured in the inner detector and in the muon spec-

trometer. Three layers of resistive plate chambers (RPCs)

in the barrel region (|η| < 1.05), and three layers of thin

gap chambers (TGCs) in the endcap regions (1.05 <
|η| < 2.4) provide the Level-1 muon trigger.

2.3 Level-1 muon trigger

Muons are identified at Level-1 by the spatial and tem-
poral coincidence of hits either in the RPCs or TGCs

pointing to the beam interaction region [3,4]. The Level-

1 triggers generated by hits in the RPC require a coin-

cidence of hits in the three layers for the highest three
pT thresholds, and a coincidence of hits in two of the

three layers for the rest of thresholds. The Level-1 trig-

gers generated by hits in the TGC require a coincidence

of hits in the three layers, except for limited areas in

the lowest threshold.

The degree of deviation from the hit pattern ex-

pected for a muon with infinite momentum is used to es-

timate the pT of the muon with six possible thresholds.
The number of muon candidates passing each thresh-

old is used in the conditions for the global Level-1 trig-

ger. Following a global trigger, the pT thresholds and

the corresponding detector regions, region of interest
(RoIs), are then sent to the Level-2 and event-filter for

further consideration [3, 4]. The typical dimensions of

Figure 3.11: Schematic showing a quarter slice along the beam direction (z) of the ATLAS
muon spectrometer systems as it was at the end of Run-1 [65]. The apparent
fourth MDT layer positioned above the endcap toroid is treated as an extension of
the lowest z layer. For Run-2 the endcap MDT chambers were extended and an
additional set of RPCs were added around the feet region [66].



Chapter 4.

ATLAS trigger and data acquisition

“On Saturday he ate through one piece of chocolate cake, one icecream cone,
one pickle, one slice of Swiss cheese, one slice of salami, one lollipop, one piece
of cherry pie, one sausage, one cupcake, and one slice of watermelon. That
night he had a stomach ache!”

— Eric Carle, The Very Hungry Caterpillar, Day 6

The event rate within ATLAS during normal proton-proton collisions is extremely
high, it is thus not feasible in terms of computing power, nor data storage capacity,
to try and record the results of every interaction.1 Instead, collisions that produce
interesting physics are prioritised by analysing detector deposits in real-time via
various fast algorithms and lookup tables known collectively as ’triggers’. These are
each tuned to pick out signals of different high energy final-state particles, e.g. leptons
or hadronised quarks. In many cases single object triggers are combined to search for
more complex combinations of objects indicative of a specific physics event.

The ATLAS Trigger and Data Acquisition (TDAQ) system [67] consists of two
stages aimed at reducing the data rate to a manageable level before writing out to
disk. This starts with a level-1, hardware-based trigger designed to reduce the event
rate from ∼40 MHz to ∼100 kHz using information from the calorimeters and muon
spectrometer. This is followed by a series of slower but higher precision software-
based algorithms with access to information from the full detector, collectively known
as the high Level Trigger (HLT). Algorithms which require access to ID tracks or
provide more precise object reconstruction are inherently more CPU intensive, the HLT

1Doing so would also not result in tremendously efficient physics analyses.

30
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algorithms are thus organised into dependency chains with the possibility to reject
events at each stage and more computationally heavy algorithms run later in the chain.
In this way resources are not wasted running intensive algorithms unless necessary.
The HLT is designed to further reduce the event rate from ∼100 kHz to ∼1 kHz.

In order to optimally saturate the TDAQ output the various level-1 and HLT triggers
are organised into a modular menu, from which individual triggers can be added or
removed easily. This allows the physics program to be changed on the fly to target
certain types of events and also helps maintain the output rate around 1 kHz to ensure
the maximum possible data yield is achieved. Prescale factors are also applied to
certain triggers which randomly reject a certain percentage of events that would
normally pass, thus helping control the rate as the luminosity changes [66].

The following sections cover the design and performance of the ATLAS muon
trigger system in more detail along with a summary of the work I have done producing
a standalone monitoring trigger for use during the last year of Run-2. The effectiveness
of the muon trigger system is particularly important for the analysis discussed in Part II
of this thesis which picks events based on both muon and electron triggers, with ∼50%
of events being triggered by the presence of a high pT muon.

4.1. Muon trigger system

4.1.1. Level-1 muon trigger

At level-1, dedicated electronics use spatial and timing information from hits in either
of the fast tracking detectors (RPCs or TGCs) to produce very rough pT estimates for
passing muons. To ensure fast operation (∼2 µs) these estimates are made relative to
straight line, infinite momentum, tracks extrapolated from the innermost hit through
the nominal interaction point. Wherever these tracks pass through outer RPC or TGC

layers, coincidence windows are drawn with size based on pT. Muon candidates are
then split into three high pT and three low pT thresholds based on hits within the
coincidence windows in each layer. In this way rough pT estimates can be made using
as few as two hits in the muon detector with the IP taken as a third data point. The
requirements for each threshold for barrel and endcap regions is shown in Table 4.1.
The (η, φ) values for each level-1 muon are passed on to the HLT in the next stage to
allow for more efficient reconstruction within regions of interest (RoIs).
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Table 4.1: Minimum pT and hit coincidence requirements for the low pT (1–3) and
high pT (4–6) thresholds of the level-1 muon trigger during Run 2.

Threshold L1 trigger pT [GeV] RPC layers (barrel) TGC layers (endcap)

1 MU4 4 2 3∗

2 MU6 6 2 3

3 MU10 10 2 3

4 MU11 10 3 3

5 MU20 20 3 3

6 MU21 20 3† 3

00∗Only two hits required in certain regions.
00†Except in the detector feet region where the MU21 trigger is not active.

4.1.2. Muon high level trigger

The combined high level trigger provides more detailed software reconstruction of
muon candidates using algorithms falling broadly into two categories; fast reconstruc-
tion algorithms - designed primarily for rate reduction, and precision algorithms - to
provide more accurate muon reconstruction.

The fast reconstruction algorithms are derived from the legacy level-2 trigger and
use the RoI information passed from the level-1 decision as a starting point. Muon
candidate tracks are refined using data from nearby hits in the MDT chambers, using
look up tables for reduced computational complexity. These improved MS stand-alone
tracks are then extrapolated backwards into the inner detector volumes and combined
with the closest-fit ID track in η, φ space. From this, a new combined muon object is
formed with pT given by a weighted average of the two tracks.

The precision reconstruction follows a similar process, starting from already re-
fined tracks and producing MS stand-alone muons, this time using offline style track
reconstruction (Section 5.2.2). These are then extrapolated inwards and combined with
additional ID track information including potential track segments and calorimeter
tagged ID tracks allowing for more combination possibilities. If no combined track
can be formed in this way the process is reversed extrapolating unmatched ID tracks
outwards and combining these with hits from the muon spectrometer.
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Lastly, full scan searches are carried out over the full detector volume with the aim
to reconstruct muons with trajectories outside of the original RoIs that were missed
by the level-1 muon system. The same methods as the precision reconstruction are
used but with access to the full detector geometry. The full scan reconstruction is
significantly more resource intensive as a result.

4.2. Online muon trigger efficiency monitoring

During periods of active data-taking it is useful to make efficiency measurements in
order to monitor the status of the trigger in real time. Parallel to the main analysis
work I also created a new muon trigger which allowed for such online efficiency
measurements to be produced and monitored during Run-2.

4.2.1. Tag and probe algorithm

Different tag and probe variants exist and are a fairly ubiquitous tool for per-object
efficiency monitoring across LHC experiments. The underlying process requires
exploiting some known resonance, in this case the di-muon resonance Z → µµ, to
measure an unbiased trigger efficiency directly from data. Provided the two muons are
sufficiently independent the event can be tagged by one muon and the other used as a
probe to determine the trigger efficiency. Studies comparing tag and probe efficiencies
with those calculated from simulated events [68] have shown that correlations between
the tag and probe objects are negligible ensuring this is a valid approach.

This method can be used to measure the level-1 trigger efficiency relative to muons
reconstructed by the precision HLT full scan. Events which pass an existing full scan
di-muon trigger are selected and the muon tracks are matched to RoI information from
the level-1 trigger. Tight matching criteria are then applied to determine tag muons
based on proximity to valid RoIs, whilst looser selections are employed to find probe
muon candidates. By ∆R matching probes to the remaining RoIs an estimate of the
efficiency of the level-1 trigger can be obtained.



ATLAS trigger and data acquisition 34

4.2.2. Trigger selection

A new trigger was implemented to perform online efficiency monitoring starting from
the existing HLT trigger: ’HLT0mu220mu8noL1’ using the MU20 level-1 threshold.
This should only allow events with at least one muon with pT > 20 GeV as measured
by the level-1 system and pT > 22 GeV as measured by the HLT, as well as at least
one separate muon with pT > 8 GeV as measured by the HLT, with no level-1 trigger
requirement on the second muon. A higher minimum pT requirement of pT > 10 GeV
is applied to all HLT muons on top of the base trigger to improve the reliability of the
efficiency measurement. A further requirement is then placed on all HLT reconstructed
muons in the event to ensure they are formed from combined rather than stand-alone
tracks. Lastly, events with more than two muons of opposite sign are dealt with by
picking the muon pair with the closest invariant mass to that of the Z-boson and
discarding the rest.

4.2.3. Tag and probe definitions

After these selections are applied, the level-1 information is accessed and ∆R values
are calculated for each muon-RoI pair. Tag criteria are applied to each muon in the pair
separately defining a valid tag (µT) as requiring both:

• pT > 10 GeV and

• ∆R(µT, RoI≥5) < 0.1,

where RoI≥5 is a level-1 RoI of threshold 5 or 6 (MU20 or MU21).

As described above every instance of a valid tag muon within a pair is equivalent
so for each pair there is the potential for up to two contributions to the efficiency. For
each tag a candidate probe (µP) is then any other muon satisfying all three of:

• pT > 10 GeV and

• ∆R(µP, µT) > 0.2 and

• |mZ −m(µP, µT)| < 10 GeV.

Probe candidates are then specified as being level-1 matched if they are ∆R < 0.1 away
from a different RoI than the tag. Figure 4.1 shows a schematic of the tag and probe
process with the above selection criteria applied.
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Z → µµ
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⇒

Figure 4.1: Schematic of the Z → µµ tag and probe selection criteria used for online muon
efficiency monitoring.

4.2.4. Efficiency measurement

To calculate an unbiased efficiency all final state muons must be initially considered as
valid tags. Thus a set number of Z→ µµ events can be split into three groups based
on the tag and probe outcome:

1. Events where both muons pass the tag criteria (NTT)

2. Events where one muon is a valid tag and the other passes the probe selection
and is matched with a RoI from the level-1 (NTP)

3. Events with one tag and and one valid probe without a matching RoI (NTF)

Any possibilities without a valid tag are ignored as these criteria are determined by
the hardware trigger so events without a tag muon are not recorded. Every occurrence
of a tag is counted as a new event and the total number of probe candidates given by:

NProbe = 2NTT + NTP + NTF (4.1)

The level-1 trigger efficiency (εL1) can then be calculated as the ratio of events with
matched probes to the total probe candidates:

εL1 =
2NTT + NTP

2NTT + NTP + NTF
(4.2)
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4.3. Efficiency results

Measurements are made as a function of the transverse momentum (pT), pseudo-
rapidity (η), and the azimuthal angle (φ) of the muon. Additionally, as the initial
level-1 threshold decision for each muon is retained, efficiencies are also calculated
separately for each of the six thresholds. It should be noted that the level-1 thresholds
are inclusive, thus e.g. a probe candidate tagged with threshold decision 5 (MU20) is
counted towards the efficiency of thresholds 1-5 but not 6. Any probe muon candidates
without a matching RoI are counted in all thresholds to avoid biasing towards higher
efficiencies at pT lower than the threshold acceptance.

Several tests were performed to validate the online algorithm before it was added
to the ATLAS software packages. Figures 4.2–5 show a selection of efficiency results
from these tests, derived from the re-processing of a single run of 13 TeV pp events
recorded by ATLAS in 2017. The results correspond to an integrated luminosity of
5.276× 104 nb−1 and only statistical uncertainties are included on the plots.

Figure 4.2 shows the barrel and endcap efficiencies with respect to the probe muon
pT for all six level-1 thresholds defined in table 4.1. A noticeably lower overall efficiency
is observed in the barrel region compared to the endcap. This disparity is primarily
due to gaps present in the muon spectrometer coverage to accommodate maintenance
tunnels around η = 0, with some additional gaps found around the detector feet
region. Both plots also demonstrate the expected efficiency turn on at low pT with a
shallower slope observed for higher thresholds, matching the higher pT requirements
used.

Similarly Figure 4.3 shows the barrel and endcap efficiencies with respect to φ of the
probe muon, demonstrating the same lower overall efficiency in the barrel compared
to the endcap. A significantly flatter distribution overall is observed in the endcap
region suggesting a relative φ invariance. This is expected and highlights the geometric
differences between the two regions with respect to the beam pipe. The endcap is
composed of discs positioned transverse to the beam direction making it perfectly
symmetrical in φ whilst the toroidal barrel geometry completely surrounds the beam
line naturally resulting in an angular dependence of the flat RPC modules. Figure 4.3a
also shows a notable efficiency drop between −2 < φ < −1 for threshold 6 only, due
to the MU21 trigger specifically being disabled in the detector feet region.
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Figure 4.2: Level-1 trigger efficiency in bins of probe muon pT within (a) barrel, (b) endcap
pseudorapidity regions. Efficiencies for all six level-1 thresholds are shown.
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Figure 4.3: Level-1 trigger efficiency in bins of the azimuthal angle φ within (a) barrel, (b)
endcap pseudorapidity regions. Efficiencies for all six level-1 thresholds are shown.
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Figure 4.4: Level-1 trigger efficiency in bins of pseudorapidity (η). Efficiencies for all six level-1
thresholds are shown.

Figure 4.4 shows the combined barrel and endcap efficiencies with respect to the
probe muon pseudorapidity. A more detailed view of the efficiency separation between
the barrel and endcap regions is observed here as well as clear structures within both
regions. The sharp drop off at high |η| defines the cutoff for the detector acceptance
and a reduced efficiency can be seen in the expanded acceptance region 2.4 < |η| < 2.7
due to a lack of TGC chambers beyond |η| = 2.4. Significant drops in efficiency are also
observed around the transition region between the barrel and endcap at |η| ≈ 1. Here
the RPC layers in the barrel are more parallel to incident muons and this, combined
with overlapping of the endcap MDT layers, results in an increased number of fake
offline muon tracks. As before, lower efficiencies are also present around η = 0.

Figure 4.5 shows a 2D representation of the level-1 efficiency in the barrel and end-
cap regions, providing a more detailed geometric overview of the trigger performance,
again this is done separately for each threshold but only MU21 is shown here. The 2D
plots are still able to retain reasonable statistics despite a significant increase in overall
bins. The same trends observed in the individual φ and η plots are also visible here
making these plots useful as a cross check for problems flagged up in the 1D figures.

In general, the results of these tests are excellent, showing that the φ and η resolu-
tions are fine enough to reliably monitor the status of single RPC modules. Additionally,
the ability to monitor all thresholds individually for drops in efficiency is a distinct
advantage of this method. As an additional cross-check results were compared against
offline efficiency measurements [69] and were found to be in good agreement.
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Figure 4.5: Level-1 trigger efficiency for the MU21 threshold in combined bins of probe muon
φ and η within (a) barrel, (b) endcap pseudorapidity regions.

4.4. ATLAS control room monitoring

Once validated, the output of the online tag and probe algorithm was integrated into
the ATLAS monitoring framework [70] as part of the Data Quality Monitoring Display
(DQMD) as well as the Online Histogram Presenter (OHP) [71]. The DQMD is the primary
interface used for monitoring the various trigger subsystems within the ATLAS control
room. This uses a system of individually calibrated tests to compare the output of each
algorithm in the ROOT [72] data analysis framework to a unique reference taken from
the output of recently verified events. In this way any dramatic changes in the output
distribution can be automatically flagged allowing on-site experts to view the output
manually and check the underlying cause. A per-bin comparison test was chosen
which checks the number of bins (nb) that are Nσ away from their reference value,
where σ is the combined statistical error of the test and reference samples. During
Run-2 data taking this test was applied to the one dimensional plots shown above
with nb = 2, and N = 4.

The OHP is a secondary monitoring display where additional histograms can be
presented without the need for automatic checks. This is used as an extension to
the DQMD for debugging purposes and as a fast cross-check for problems identified
elsewhere. For this purpose the OHP was also updated to include the two dimensional
η vs φ plots shown above.

The updates to the DQMD and OHP were in use for the final four months of Run-2
data taking, during which time the system flagged up several drops in the muon trigger
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Muon ɸ [Rad]

Figure 4.6: Screenshot of the trigger efficiency monitoring output used within the ATLAS
control room. Measured values of the MU21 level-1 efficiency vs φµ from the online
tag and probe algorithm (black) are compared to reference values from previously
validated events (pink) showing drops in efficiency at high |φ|.

efficiency allowing the underlying cause to be discovered and fixed as designed. An
example of one such monitoring plot is shown in Figure 4.6, which was used during
data taking in 2018 to signal an unexpected drop in efficiency at high |φ| values, due
to several RPC modules running at low voltage, significantly reducing the overall
trigger rate. The figure shows output from the efficiency monitoring algorithm in
black along with reference values in pink, with areas of significantly lower efficiency
circled. In general, the level-1 efficiencies vary slightly from the reference values due to
expected variations in overall trigger efficiency between runs, these variations are not
considered problematic. However, in the high |φ| regions, the level-1 efficiencies are
significantly below the reference values indicating a more significant problem which
was subsequently fixed, reducing the volume of data collected with compromised
muon trigger performance.



Chapter 5.

Object reconstruction

“In the game of chess you can never let your adversary see your pieces.”
— Zapp Brannigan, Futurama S1, E14 - Love’s Labors Lost in Space

Before being analysed the raw information recorded by the detector systems needs
to be combined and reconstructed into sensible physics objects e.g. electrons or jets
of hadronic particles. Performance of the reconstruction is measured in data control
samples and used to derive per-object calibrations. This chapter describes the recon-
struction and relevant calibration processes for all physics objects used in the analysis
outlined in Part II.

5.1. Low-level objects

Despite many different technologies being used across the various sub-detectors
the resultant measurements can be split simply into either spatial hits or energy
deposits. These give rise to two low-level objects: tracks produced from spatial hits
and topological clusters (topo-clusters) formed from energy deposits. Additionally
’particle flow objects’ are built by combining tracks and topo-clusters and are used as
the input to jet clustering algorithms. The high-level objects used in physics analyses
are created using combinations of these, as depicted in Figure 5.1, which shows the
ATLAS event display for a candidate boosted tt̄ event. Uncertainties related to the
reconstruction of these low-level objects are not considered in the analysis in Part II as
they are superseded by uncertainties on the physics objects themselves.

41
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Figure 5.1: Event display of a candidate boosted top-quark pair production event recorded by
ATLAS at a collision energy of 13 TeV in 2015 [73]. The red line shows the path of a
muon reconstructed from deposits in the inner detector and muon spectrometer.
The dashed white line indicates the direction of missing transverse momentum
in the event. The green and yellow bars represent energy deposits in the electro-
magnetic and hadronic calorimeters from which four small-radius jets (yellow)
are constructed. The three lower jets are overlapping and can be re-clustered into
a single large radius jet with a mass close to the top-quark mass. The upper jet
contains a secondary vertex and is tagged as likely containing a b-quark decay.
Curved tracks from charged particles in the inner detector are shown in orange.

5.1.1. Tracks

The trajectories of charged particles as they pass through the ATLAS detector are
mapped out by connecting detector hits together to form track objects in both the inner
detector and the muon spectrometer. Strong magnetic fields result in helical tracks
allowing both the charge and momentum of particles to be inferred. In high energy
collisions, and with several pp interactions expected per bunch crossing, the ATLAS
tracking detectors become densely populated with hits. This makes fitting tracks a
particularly difficult process requiring several steps, outlined in more detail in [74].
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Inner detector tracks

In the ID this process begins by grouping nearby hits together to form three-
dimensional space-points. This is done separately in the pixel and SCT sub-systems.
To start the iterative fitting procedure a collection of track seeds are created by con-
necting sets of three space-points within the same sub-system giving a first rough
momentum estimate. Seed trajectories are then extrapolated in both directions and
a combinatorial Kalman filter [75] is used to find additional space-points which are
compatible with the initial path. At this stage multiple track candidates can be created
from a single seed, thus containing shared space-points. A cyclical ambiguity-solving
step is then run to determine which track candidates to accept and which to reject. The
first step is to give each track a score based on several criteria including the number of
space-points, the quality of the fit, and the number of layers in the pixel and SCT that
do not have a space-point compatible with the track (holes). A neural-network [76]
is then used to help distinguish cases where common space-points truly contain hits
from multiple incident particles (merged) or where one of the tracks is mis-assigned
(shared). Merged space-points are kept in both tracks and shared space-points are
assigned to the track candidates with the highest score. After these steps, the final set
of accepted tracks are those which pass a series of basic selection criteria:

• pT > 400 MeV

• |η| < 2.5

• Minimum of 7 clusters between pixel (4 available) and SCT (8 available)

• Maximum of one shared space-point

• ≤ 2 holes overall with ≤ 1 hole in the pixel detector

• |dBL
0 | < 2.0 mm

• |zBL
0 sin(θ)| < 3.0 mm

where the transverse impact parameter (dBL
0 ) is defined as the distance of closest

approach of the track to the beam-line in the transverse plane. The longitudinal
impact parameter (zBL

0 ) is the distance along z from the primary interaction vertex (see
Section 5.1.2) to where dBL

0 is measured, and θ is the polar angle of the track. Lastly a
final high resolution fit is performed on the accepted tracks using additional neural
networks [76] to determine more accurate space-point coordinates.
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Muon spectrometer tracks

For the reconstruction of muons, tracks fitted in the ID are matched to separate track
objects in the muon spectrometer. These MS tracks are built using a similar procedure to
those in the ID; however analytical fitting methods cannot be used due to the increased
complexity of the toroidal magnetic field. Instead a Hough transform [77] is used to
fit straight line track segments by mapping hits to crossing points in a line parameter
space. This is done separately for each layer of MDT chambers, with hits in the trigger
chambers (RPCs and TGCs) used to provide additional coordinates in the orthogonal
(r, φ) plane. The MS tracks are completed by extending fitted "seed" segments in the
central layers to the inner and outer layers as described in [78]. To ensure high quality
tracks, information from at least two segments must be combined to form a track,
except for track candidates in the barrel-endcap transition region (1.0 < |η| < 1.4)
in which a single, high-quality segment may be used. As individual track segments
can belong to multiple track candidates an overlap removal procedure is followed;
assigning segments to tracks with the best χ2 fit. If two tracks share segments in
the two innermost layers but are each associated with unique track segments in the
outermost layer then both tracks are kept.

5.1.2. Vertices

Reconstructed tracks in the ID can be extrapolated backwards to search for locations
where several tracks meet. These indicate an interaction vertex - a point in space in
which a particle-particle interaction or a single particle decay produced a series of
new tracks. The primary vertex in each event is defined as the vertex containing the
maximum total track pT calculated by summing the squared transverse momenta
for all tracks associated to the vertex: ∑ (p2

T,track). The primary vertex is assumed
to correspond to the hard-scatter pp interaction. The remaining vertices are labelled
secondary vertices and are assumed to originate from either pileup or decays of
long-lived particles from the hard-scatter, such as B-hadrons.

5.1.3. Topological clusters

The energy loss of incident particles in the calorimeters is mapped by sequentially
grouping the energy deposits in individual cells into larger three-dimensional clusters.
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These topo-clusters are not necessarily a proxy for the total energy contribution from
a single particle but can equally capture only a fraction of a particle’s interaction
within the calorimeters or include fractional or whole contributions from multiple
particles. The method for topo-cluster formations is outlined in [79] and relies on the
cell significance:

ζEM
cell =

EEM
cell

σEM
noise,cell

, (5.1)

where EEM
cell is the total cell signal and σEM

noise,cell is the expected average noise of the
cells estimated separately for each data taking year using simulated events. The
EM superscript denotes that the cell output for these values are set to the EM scale1

ensuring correct energy reconstruction for electrons and photons.

Topo-clusters are built starting from a seed cell which requires a significance greater
than 4. The cells neighbouring this seed, in the same or adjacent layers, that have
significance greater than 2 are then collected and merged to form a proto-cluster. This
process is repeated looking at the neighbours of the last added cells until no direct
neighbours have the required significance. At this point all remaining neighbouring
cells with a non-negative signal are added. This final step results in a form of dynamic
noise suppression allowing for a higher noise threshold but still ensuring cells in one
layer adjacent to active clusters are included even if they are below the regular noise
threshold.

Before the final topo-cluster is defined an additional step is run to split proto-
clusters with multiple local energy maxima, defined as a cell with EEM

cell > 500 GeV,
with at least four neighbours, and with each neighbour having a lower cell energy.
The clustering algorithm is run again starting from pairs of two local maximum and
splitting energy contribution from any cells shared between the two. The splitting
fractions are determined by the energy of the maxima and the cell’s proximity to the
centre of mass of each proto-cluster.

To improve the η resolution of the jets constructed from constituent topo-clusters a
per-event "origin correction" is applied to each topo-cluster such that its origin better
matches the position of the primary vertex. This process is dependent on the depth

1The calorimeter response to hadrons is not the same as for electrons and photons thus an alternative
scale (LCW) is available including specific corrections for hadrons. Only the EM scale is used when
reconstructing objects used in the analysis in Part II.
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within the calorimeter and η of the original topo-cluster and is designed not to change
the measured energy.

5.1.4. Particle flow objects

In order to improve the resolution of the final reconstructed jet objects a particle flow
algorithm [80] is used which combines information from the tracking and calorimetric
sub-detectors to build particle flow objects. This allows the improved momentum and
angular resolution of the tracker at low momentum to be used while also improving
robustness to pileup by virtue of integrating vertex information.

To ensure energy information is not double counted between tracks and topo-
clusters a multi-step process is followed to systematically remove energy contributions
in the topo-clusters which correspond to matched tracks. The steps of the process are
shown in Figure 5.2, and detailed below:

1. Select high quality tracks (≥ 9 total silicon hits and no pixel holes)

2. Match each track to a best-fit cluster (Eclust

ptrk > 0.1) and Min(∆R ′)

3. Calculate the expected energy deposit given the track momentum 〈Edep〉

4. Decide if additional topo-clusters are needed to fully account for expected energy

5. Subtract expected energy from matched topo-cluster(s) cell-by-cell

6. Remove leftover topo-cluster energy if it is consistent with shower fluctuations

where Eclust and ptrk are the energy and momentum of the topo-cluster and track
respectively and the matching parameter ∆R ′ is given by:

∆R ′ =

√(∆φ

σφ

)2
+
(∆η

ση

)2, (5.2)

where σφ and ση represent the phi and eta widths of the topo-cluster. The expected
energy deposited by a track with momentum ptrk is given by:

〈Edep〉 = ptrk〈Eclus
ref /ptrk

ref〉, (5.3)
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Figure 5.2: Flow chart the particle flow algorithm, starting from a selection of tracks and
topo-clusters and resulting in a combined particle-flow object. The output consists
of high quality tracks representing charged particles, remnants of track-matched
topo-clusters which have had a portion of their energy subtracted, and unmodified
topo-clusters representing energy deposits of neutral particles. Figure from [80].

where the expectation value Eclus
ref /ptrk

ref is determined from simulation. Figure 5.3
demonstrates an idealised example of the energy subtraction process from step 5. Any
topo-clusters not matched to a track are left unmodified and retained in the output as
neutral particle-flow objects, representing energy deposits from neutral particles.

5.2. Leptons

Unless otherwise specified the use of the term lepton in this thesis refers to the group of
electrons and muons, along with their respective anti-particles, which can be identified
and reconstructed with high efficiency. For the analysis in Part II, tau leptons are not
used explicitly. Taus which decay into electrons or muons are capable of triggering a
valid event, however no distinction is made between these and regular electrons or
muons.

5.2.1. Electrons

Reconstruction

Electrons are reconstructed by matching tracks from the inner detector to topo-clusters
built only using energy deposited in the EM calorimeters, as described in [81]. Before
additional event-based selections are applied the electrons must have at least trans-
verse energy ET > 27 GeV and be reconstructed fully within the active regions of the
EM calorimeter (|η| < 1.37 or 1.52 < |η| < 2.47 to avoid the barrel-endcap transition
region). Extra requirements are imposed on the track candidates to ensure they are
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Figure 5.3: An idealised example of particle flow cell-by-cell subtraction for incident π+ and
π0 particles. Cells in a single EM calorimeter layer are shown coloured in grey
if they are not within a topo-cluster and red(green) if they belong to a π+(π0)
topo-cluster. The π+ track (blue star) is extrapolated to the EM layer and rings
are placed around this. Cells are subtracted from the topo-cluster ring by ring
starting with the centre of the shower, and moving outwards, (a)→ (e). The final
ring contains more energy than the expected energy 〈Edep〉, thus the cells are only
partially subtracted. Figures taken from [80].

closely associated to the primary vertex, reducing the effect of tracks from pileup. The
requirements are:

• (|dBL
0 |/σd0

< 5)

• (|∆z0 sin θ| < 0.5 mm)

where ∆z0 is the longitudinal impact parameter corrected for the position of the
reconstructed primary vertex, dBL

0 is the transverse impact parameter relative to the
beam line and σd0

is its associated uncertainty.

To ensure that electron candidates are suitably distinct from other physics objects
with similar signatures (low energy jets) each candidate is given a probability score
using a multivariate likelihood method [81, 82]. Variables with good electron dis-
criminating power are used as inputs including information from the calorimeters,
tracks, and track-cluster matching. Different working points are defined with the
’Tight’ working point used in the analysis in this thesis corresponding to an average
selection efficiency of 80% and a background rejection factor of 3.5 [81].

Lastly electron candidates are required to be further isolated from activity in the
detectors by applying maximum allowances on the total sum of nearby energy in
the calorimeter and the sum of the transverse momentum of nearby tracks in the ID.
’Tight’ requirements are used for both of these resulting in Econe20

T /pT < 0.06 for the
calorimeter isolation and pvarcone20

T /pT < 0.06 for the track isolation. Here Econe20
T is

the sum of transverse energy in a cone of ∆R = 0.2 around the electron candidate,
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similarly pvarcone20
T is the pT sum of tracks (pT > 1 GeV) in a variable cone around the

electron, with maximum ∆R = 0.2, which shrinks for electrons with larger pT.

In Section 7.3.1 a sample with looser electron and muon reconstruction criteria is
used to estimate the background from multijet events. For this sample no isolation
requirements are used and the ’medium’ likelihood working point is selected, corre-
sponding to an average selection efficiency of 88% and a background rejection factor
of 2.0 [81].

The analysis in Part II makes use of simulated collision events reconstructed with-
out simulating the relevant detector response (particle-level), described in more detail
in Chapter 6. Only stable particles (those with a lifetime > 30 ps) in the generator
event record are used to construct particle-level objects. The definition of electrons and
muons at particle-level includes an additional dressing step in which the four-momenta
of any prompt2 photons within ∆R < 0.1 around the lepton are added to the lepton
four-momentum and the corresponding photon removed from the event record. In
this way, partial QED radiation within the detector volume is correctly attributed to
the parent lepton, improving the agreement between data and simulation.

Scale factors and systematic uncertainties

The reconstruction, identification, and isolation performance for electrons can differ
between data and simulation. Efficiency scale factors are thus derived in order to
correct events in simulation so that they match more closely to data. The scale factors
are derived from the ratio of the electron reconstruction efficiency in simulation to
the efficiency in data derived from Z→ ee and J/ψ→ ee events using a Tag and Probe
method [83]. Similar measurements are made for the momentum scale and momentum
resolution using Z→ ee events, as described in [81]. Corrections to the momentum
scale are applied to data and resolution corrections are applied to simulation.

The electron reconstruction process is sensitive to variations in the reconstruc-
tion, identification, isolation, and trigger efficiencies. Systematic uncertainties are
estimated to cover these possible variations by deriving the efficiencies for each case
using alternative selections for both the tag and probe electron candidates as well as
varying the details of the background subtraction [81, 84]. For each set of variations

2Throughout this thesis a ’prompt’ photon, lepton, or neutrino refers to those particles that do not
originate from a secondary hardon.
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the central value is taken as the measured efficiency in the scale-factor calculation
and the root-mean-square (RMS) value as the systematic uncertainty. The electron
energy scale and resolution measurements are sensitive to several factors including
pileup, data/simulation differences, calibration of layers in the EM calorimeter, and the
response of areas of dead material. Systematic uncertainties related to these variations
are derived and then propagated to the momentum and scale corrections as described
in [85].

5.2.2. Muons

Reconstruction

Muon candidates are built by combining tracks reconstructed separately in the ID and
MS. The majority of combined muons are reconstructed using an outside-in approach
by extrapolating MS tracks into the ID and matching to tracks there. During this process
the tracks are re-fit to allow hits in the MS to be dropped if doing so improves the
overall fit [86]. Similar to the requirements for electrons the combined muon tracks
must have pT > 27 GeV, and |η| < 2.5 such that they are fully within the ID acceptance.
To mitigate pileup effects the muons must also satisfy good track-to-vertex association
via impact parameter requirements of |d0|/σd0

< 3 and |∆z0 sin θ| < 0.5 mm.

In order to suppress background contamination from pion and kaon decays, muon
candidates must also pass identification requirements related to the quality of the MS

tracks and their compatibility with tracks in the ID. For events in the tt̄ analysis in
Part II the ’medium’ identification working point is used which requires MS tracks to
have at least three hits across at least two layers of the MDT. An exception is made for
tracks in the |η| < 0.1 region in which tracks with ≥ 1 MDT layer and ≤ 1 MDT hole
are permitted. To improve the quality of matching to tracks in the ID a requirement
of (q/p)sig < 7 is also imposed where (q/p)sig is defined as the absolute difference
between the charge/momentum ratio for muons measured in the ID and MS, divided
by the sum in quadrature of the charge and momentum uncertainties.

Muons must also pass very similar ID and calorimeter isolation requirements to
electrons. Here the ’Tight’ requirement is used corresponding to pvarcone30

T /pT < 0.04
and Etopocone20

T /pT < 0.15 for the ID and calorimeter respectively [86]. For the muons
Etopocone20

T corresponds to the sum of the transverse energy from full topo-clusters
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within a radius of ∆R = 0.2 surrounding the muon candidate after energy contri-
butions from the muon and expected pileup have been subtracted. The isolation
requirements are dropped outright for the "loose" lepton selection used in Section 7.3.1,
the ’medium’ identification working point is still used for this sample. Particle-level
muons undergo the same dressing procedure as electrons, outlined above.

Scale factors and systematic uncertainties

Analogous to the process for electrons a series of scale factors are derived to correct the
differences in reconstruction, identification, isolation, and track-to-vertex association
performance between data and simulation as described in [86]. The muon momentum
scale and resolution are also calibrated in much the same way as for electrons, with
separate corrections derived for the momentum measurement in the MS and ID before
being combined. For the efficiency, momentum, and resolution scale calculations
Z→ µµ and J/ψ→ µµ events are used.

The systematic uncertainties applied to muon reconstruction are very similar to the
electrons with variations of the isolation, identification, trigger, and track-to-vertex
association corrections applied directly to the associated scale-factors. The statistical
and systematic components of these variations are kept as separate uncertainties to
avoid large correlations. For muons the momentum scale and resolution corrections
for the ID and MS measurements are sensitive to different parameters with the main
impacts coming from: the Z→ µµ mass width, low pT muon backgrounds, template
fit accuracy for the ID scale correction, and chamber alignment in the MS. Two addi-
tional uncertainties related to the accuracy of the sagitta measurement in the muon
spectrometer are extrapolated to the muon objects from the MS track reconstruction.

5.3. Jets

Both quarks and gluons are colour charged and interact via QCD, as a result they
cannot be observed in the detector as isolated particles like the leptons discussed
above. Instead they undergo a process of hadronisation forming sprays of colour-
neutral hadrons which are reconstructed experimentally as a single jet object. While
it is simple enough to visualise a jet of high pT hadrons in the final state it becomes
somewhat more complicated to provide a robust jet definition. This is especially true
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within complicated events with many jets originating from the hard scatter alongside
jets from pileup and underlying events. Providing this definition is the role of jet
clustering algorithms.

There are many clustering algorithms available, see [87] for just some examples,
but in the analysis outlined in Part II the anti-kt algorithm [88] is used. This uses a
sequential recombination approach that relies on a distance measure between objects i
and j, which could be the initial inputs or pseudo-jets in the process of being clustered:

dij = min(k2p
t,i , k2p

t,j )
∆R2

ij

R2 , (5.4)

where ∆Rij = (yi − yj)
2 + (φi − φj)

2 and kt,i, yi and φi are the transverse momentum,
rapidity, and azimuthal angle of object i respectively. R is an adjustable radius param-
eter and p is a factor to control the order of the clustering procedure, set to -1 for the
anti-kt algorithm. For the same objects a separate value for the distance between each
object and the beam-line is also produced:

diB = k2p
t,i . (5.5)

For each set of objects the minimum of these two values is then found. If it is dij then
objects i and j are clustered together into a pseudo-jet and the process repeated. If diB

is minimum however there must be no other unclustered particles within a distance R
from object i so this becomes a final jet and is removed from the list of objects before
repeating the process with the remaining objects.

Additionally, the topology of reconstructed jets originating from the decay of
b-quarks can be distinguished from those originating from light quarks or gluons. This
process, known as b-tagging, is described more fully in Section 5.4.

Jets at particle-level are reconstructed using only stable final-state particles and
excluding muons, neutrinos, and any particles associated to pileup. Differences in
jet definitions between simulation and data are corrected as part of the jet calibration
process outlined in the next section.
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Figure 5.4: Summary of the steps in the energy scale calibration of small-radius jets. Each step
in the chain is applied to the four-momentum of the jet [89].

5.3.1. Jet calibration

Before they can be used for physics analysis the reconstructed particle flow jets must
be calibrated to remove pileup and detector related effects, correct offsets in the energy
scale, and ensure good agreement between jets measured in data and simulation [89].

Jet energy scale

There are several steps in the calibration process for the energy scale of small-radius
jets that are run sequentially, as summarised in Figure 5.4. Energy deposits within the
reconstructed jets are affected by the presence of multiple pp collisions in the same
bunch crossing (in-time pileup) and residual signals from nearby bunch crossings
(out-of-time pileup). The first steps of the jet energy scale calibration corrects for
these pileup effects by initially using an estimate of the pT density of central jets
(|η| < 2.0) in simulation. From this, the median pT-density (ρ) is extracted and the
ratio of (preco

T − ρ)/preco
T is applied as a correction to the jet pT. Residual pileup effects

not fully corrected by the pT-density method are then parameterised as functions of
the number of interactions per bunch crossing (µ) and the number of primary vertices
in the event (NPV) by comparing jet pT values in simulation before and after simulating
the detector response. The effect of these calibrations on particle-flow jets is much less
pronounced than jets built only from topo-clusters due to the inherent robustness to
pileup gained from using tracking information.
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The reconstructed jet energy and η are also sensitive to non-homogeneous
detector effects, in particular those originating from transition regions between
detector technologies. This covers effects such as the variation in readout en-
ergy scale for jets partially reconstructed in both the EM and hadronic calorime-
ters (calorimeter non-compensation), energy lost in inactive or insensitive regions
of the detector (dead material) and energy fractions not fully reconstructed within
the calorimeters (leakage). The next step in the calibration chain tackles these using
two corrections based on simulated events (MC-based calibration). One is for the jet
energy scale (JES) and another is applied to the jet η to correct for a residual bias. In
both cases the four-momentum of simulated jets after modelling the detector response
(detector-level), and after applying the pileup corrections, are calibrated to match
the true energy scale of jets in at particle-level. Detector- and particle-level jets are
geometrically matched (∆R < 0.3) and for the JES correction the average jet response,
R, is measured, where R is defined as the mean of a Gaussian fit to the Ereco/Etrue

distribution with tails removed. The inverse ofR as a function of both Ereco and ηdet

is then used as a correction factor for the energy of the reconstructed jets. For the
additional η calibration, the inverse jet response is replaced by (ηreco − ηtrue), again
binned in Ereco and ηdet.

After the MC-based calibration and pileup corrections the individual jet response is
still found to be dependent on various factors relating to the shape and flavour content
of the jets as well as the difference between quark and gluon initiated jets. A global
sequential calibration (GSC) is thus applied which sequentially and independently
corrects the following six variables:

• fcharged - jet pT fraction coming from charged particles

• fTile0 - jet energy fraction measured in the first layer of the Tile calorimeter

• fLAr3 - jet energy fraction measured in the third layer of the LAr calorimeter

• ntrk - number of charged tracks in the jet

• wtrk - average pT-weighted transverse distance in the η − φ plane between the jet
axis and all tracks with pT > 1 GeV (track width)

• nsegments - number of muon track segments associated to the jet (punch-through)

In each case the correction is derived similarly to the MC-based calibration but
using the pT response in place of the energy response such that only the dependence
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Figure 5.5: Example diagrams showing the processes used in the in-situ calibration of small-
radius jets: (a) η-intercalibration, (b) Z/γ + jet, (c) multi-jet balance.

on each of the six observables is corrected for and the average JES is unchanged. The
corrections are parameterised in terms of pT and η apart from the nsegments correction,
which replaces pT with the jet energy.

The final step in the energy calibration is to apply corrections derived from events
in data (in-situ) to account for the observed differences between jets in data and
simulation. Three separate methods are used to target jets in different regions but in
each case the underlying idea is the same; to use a well measured reference object to
calibrate the pT response of a recoiling jet. The three processes are shown in Figure 5.5,
starting with an η-intercalibration where jets in the forward regions (0.8 < |η| < 4.5)
are corrected relative to well measured central jets (|η| < 0.8) to bring their energy
scales in line. An additional absolute calibration is then carried out using events in
which a single jet is balanced by either a photon or a Z-boson decaying leptonically
(Z→ ee or Z→ µµ). The results from all three physics processes are combined allowing
the calibration to cover a wide pT range of 17 GeV – 1.2 TeV. Lastly high pT jets up to
2.4 TeV are calibrated against several low pT jets that have already been corrected using
Z/γ + jet events (multi-jet balance). Results from the Z/γ + jet and multijet-balance
corrections are then statistically combined to derive a single calibration valid over the
full jet momentum range. Lastly, jets with pT above 2.4 TeV are covered by introducing
a dedicated uncertainty based on studies of the jet response to individual high energy
hadrons [90].
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Jet energy resolution

In order to get accurate jet and missing energy measurements the jet energy resolution
(JER) also needs to be measured to account for the limited accuracy of the detector. The
jet energy resolution on the pT of small-radius jets (σ(pT)) can be parameterised by:

σ(pT)

pT
=

N
pT
⊕ S√

pT
⊕ C (5.6)

Where N is a noise term; encompassing both electronic noise and pileup effects, and
S is a stochastic term; capturing the effects of statistical fluctuations. Lastly C is a
constant correction term which includes various shape and detector hardware effects
with similar origins to those corrected in the GSC step of the JES calibration. The
JER in data is measured using di-jet events and the same in-situ methods as for JES,
additionally a separate random cones method is used to get a more accurate estimation
of the noise term [89]. The final JER calibration is derived by fitting the results from
the di-jet measurements using a functional form of equation (5.6) with the noise term
fixed to the value measured by the random cones method. To ensure good consistency
between simulation and data a smearing is applied to simulated events such that the
average JER for a particular range of jet pT matches between simulation and data. This
is only done in regions where the JER in simulation is lower than in data, in the reverse
case no correction is applied to data. The remaining data/simulation difference in
these regions is accounted for by an additional systematic uncertainty.

5.3.2. Jet uncertainties

Each stage of the JES calibration process is affected by various systematic uncertainties
with the full uncertainty consisting of 125 individual terms. The bulk of these (98)
originate from the absolute in-situ Z/γ + jets and multi-jet balance corrections and
correspond to: propagated calibration uncertainties on the measured objects (pho-
tons, electrons, and muons), limited statistics, selection and topology uncertainties,
and modelling uncertainties. These variations only depend on the jet pT and so can
be reduced into a smaller set of orthogonal terms via an eigenvector decomposi-
tion with only minimal loss of correlation information. The category reduction [89]
scheme is used, reducing these 98 terms into 15 reduced components. These are then
combined with the remaining two-dimensional uncertainty terms coming from: the
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η-intercalibration (18), pile-up correction (4), GSC punch-through (1), and additional
universal effects related to: jet flavour (3) and the detector response to individual high
pT particles (1). Several uncorrelated uncertainties related to the η-intercalibration
can be combined for simplicity, reducing the total contribution from 18 to 6 terms.
This results in a total of 30 independent variations which parameterise the uncertain-
ties on the jet energy scale. The fractional uncertainty breakdown in terms of jet pT

is shown in Figure 5.6a, with groups further combined by adding uncertainties in
quadrature. In this plot the reduced in-situ uncertainties are labelled ’absolute in-situ’
while those originating from the η-intercalibration are labelled ’relative in-situ’. The
total uncertainty is only around 1% for high pT jets in the region 250 GeV < pT < 2 TeV,
and increases up to a maximum of 5% at very low pT (20 GeV), driven by increased
uncertainty from pileup and flavour effects. The uncertainty also increases sharply to
around 3.5% for jets above 2 TeV due to the loss of statistics in the multi-jet balance
method at high pT, and inclusion of the single-particle uncertainty for jets with pT

above 2.4 TeV.

The jet energy resolution systematic uncertainties are dominated by the uncertainty
on the jet energy scale at low pT and a non-closure in the di-jet method at high pT.
Like the JES the number of individual terms are reduced via eigenvector composition
resulting in 7+1 independent variations. The additional uncertainty accounts for the
data/simulation disagreement as discussed above. The JER uncertainties are applied by
only varying jets in simulation in one direction even when the uncertainty component
passes through 0, resulting in the ±σ variations being symmetrised. This results in
forced positive correlation in cases where a JER uncertainty component increases the
JER in some regions but decreases it in others. Due to the small overall size of the JER

relative to other uncertainties this simplification was not considered problematic for
the analysis covered here. The fractional uncertainty breakdown in terms of jet pT for
the JER components is shown in Figure 5.6b.

5.3.3. Jet reconstruction

The analysis in Part II uses particle flow jets [80] with a radius value of R = 0.4
(small-R jets) that have been calibrated using the methods discussed above. Before any
additional event requirements are imposed all jets must be reconstructed within the
inner detector acceptance (|η| < 2.5) and have pT > 25 GeV. To remove jets originating
from pile-up an additional requirement on the jet vertex tagger (JVT) score is applied
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Figure 5.6: Summary of major uncertainty sources in terms of jet pT originating from the
calibration of the (a) jet energy scale, (b) jet energy resolution of small-radius
particle-flow jets [89]. The total uncertainty, shown by the blue shaded region, is
the sum in quadrature of all individual uncertainty contributions.

to jets with pT < 60 GeV as described in [91]. Additional isolation requirements are
imposed to avoid double counting energy contributions from leptons. Jets in close
proximity to an electron (∆R(e, j) < 0.2) are removed and if a jet with less than three
tracks is close to a muon (∆R(µ, j) < 0.2) or if a jet has a track that is part of the
muon definition then that jet is removed. After these requirements leptons and jets are
additionally specified to be well separated in the detector by requiring ∆R(`, j) > 0.4
otherwise the lepton is removed and the event is skipped.

5.4. b-tagged jets

It is possible to distinguish jets originating from a b-quark (b-jets), from light-quark
and gluon initiated jets. This is due to the long lifetime of b-hadrons resulting in an
increased likelihood for b-jets to contain a secondary vertex and associated tracks with
high impact parameters. There are several tools available to discriminate between
jet types but for the analysis in Part II b-jets are demarcated as such using the DL1r
multivariate b-tagging algorithm, which uses a deep neural network (DNN) model.
DL1r is an extension of the DL1 algorithm [92] with additions based on an additional
recurrent neural network exploiting the correlation between the tracks’ impact param-
eters. The algorithm is tuned to balance both b-tagging efficiency and rejection of jets
originating from other quarks. A working point is chosen which ensures a tagging
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efficiency of 77% per b-jet in tt̄ events, resulting in c-, and light-quark rejection rates of
5 and 171 respectively [93].

5.4.1. b-tagging uncertainties

The performance of the DL1r b-tagging algorithm is evaluated using di-leptonic tt̄
events in data and simulation [92]. The process of calibrating the b-tagging efficiency
and the mistag rates is sensitive to many individual uncertainties derived by varying
the simulated tt̄ and background samples. Like the small-radius jet uncertainties the
overall number of terms can be reduced via an eigenvector decomposition to a smaller
set of orthogonal terms. These include independent variations related to: the b-tagging
efficiency calibration (9), the c-jet mistag calibration (4), the light-jet mistag rate (4),
and two additional components to cover extrapolation of b-tagging results to high-pT

jets. The uncertainties are propagated by varying the tagging efficiency in simulation.

5.5. Re-clustered large-radius jets

Measuring boosted tt̄ events relies on accurate reconstruction of high pT top quarks
(pT ≥ 2mt) which decay hadronically. At these energies the three decay products
of the top-quark cannot always be resolved as three separate jets and instead are
reconstructed as a single large-radius jet object to ensure the full hadronic decay is
captured. The analysis in Part II uses re-clustered (RC) jets constructed using the anti-kt

clustering algorithm applied to the already calibrated small-radius (R=0.4) jets from
Section 5.3 and with radius parameter R=1.0 [94]. After re-clustering, the RC jets have
a trimming procedure applied [94, 95] in which any R=0.4 sub-jets with less than 5% of
the total pT of the RC jet are removed. This is designed to remove jets originating from
pileup interactions. Due to the possibility for individual jets to overlap, no requirement
is put on the number of small-radius jets used to build a single RC jet but typically RC

jets that match well with the signature of a boosted top-quark decay contain either two
or three sub-jets. The use of calibrated jets in the re-clustering process means that the
resulting RC jets are already fully calibrated to the correct energy scale and resolution.
No additional dedicated systematic uncertainties are needed.
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5.6. Missing transverse momentum

Due to the unknown momentum fraction carried by colliding partons at the LHC it is
not possible to know the full expected momentum sum of any interaction. However, in
an ideal collision particles are collided perfectly head on in the longitudinal z-direction
and thus the transverse momenta for all objects in an event should sum to 0. The
vector of missing transverse momentum in an event can be measured and the missing
transverse energy is given as the magnitude of this vector (Emiss

T ). Missing transverse
momentum is either the result of mis-measurement of known final-state particles or a
signature of undetected SM or BSM particles. As neutrinos are the only long-lived
SM particle which cannot be measured directly within ATLAS, the value of Emiss

T is
often used as a proxy for the neutrino transverse momentum in analyses concerned
with measuring Standard Model processes.

The missing transverse momentum is constructed from the negative vector sum
of the x and y momentum components (~pT = (px, py)) of all other reconstructed
and calibrated objects in the event. This includes leptons, photons, jets, and an
additional term which captures the remaining soft radiation in the form of ID tracks
with pT > 400 MeV that are matched to the primary vertex but are not included in any
other object. To ensure energy is not double counted between reconstructed objects
the Emiss

T calculation adopts its own dedicated overlap removal process [96]. For the
boosted tt̄ analysis the ’Tight’ working point is used, this adds an extra requirement
of pT > 30 GeV for small-radius jets in the forward region (|η| > 2.5). Any forward
jets below this threshold are not included in the calculation as they are assumed to be
poorly measured.

The performance of the Emiss
T reconstruction depends on the accuracy of the individ-

ual pT measurements of the hard and soft terms. The scale and resolution uncertainties
applied to the leptons and jets are thus propagated to the value of Emiss

T , taking cor-
relation between uncertainty sources into account. Independent scale and resolution
uncertainties on the soft term are also included which modify the magnitude and direc-
tion of the missing momentum. These uncertainties are derived from data/simulation
comparisons using Z→ µµ events without any jets as described in [96].



Chapter 6.

Monte-Carlo simulation

“I choose to believe what I was programmed to believe”
— Robo-Hungarian farmer, Futurama S2, E18 - The Honking

In order to compare the results measured by the detector to theoretical calculations
we need a method to generate the expected detector response starting from a given
physics process. This is achieved by simulating individual collision events, following
the full chain from the initial parton-parton interaction to the response of stable-
particles within a simulation of the ATLAS detector. Monte-Carlo (MC) methods,
based on random sampling, are used throughout this process. These methods are
particularly suited to simulating particle physics events as the probabilistic nature of
QFT naturally provides the distributions from which to draw values.

6.1. Generating LHC events

The calculations needed to generate accurate collision data are complex but can be
broken down into several steps, shown schematically in Figure 6.1, and outlined in
the proceeding sections.

Firstly the matrix element (ME) calculation for the hard-scatter process of interest
(e.g. pp→ tt̄) is calculated. The picture is made significantly more complicated as any
incoming/outgoing gluons or quarks will radiate showers of lower energy (soft) and
collinear additional partons, far too many to realistically calculate using Feynman
amplitudes as is done for the hard scatter. Instead these emissions are simulated

61
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using a parton shower (PS) as described in Section 6.3. Any resulting partons will
then undergo hadronisation, this process can not be calculated directly and is instead
simulated using a non-perturbative model as discussed in Section 6.4.

Things are further complicated as the remnants of the protons after collisions can
also enter the detector volume and interact further, or decay forming part of the
underlying event (UE). This also needs to be modelled as described in Section 6.5.
Protons are also not collided in isolation at the LHC, every bunch crossing results
in around 30-40 other interactions, known as pileup (PU) which also needs to be
accounted for as in Section 6.6. Lastly the final-state particles must be passed through
a simulation of the ATLAS detector geometry in order to simulate an accurate detector
response which can be compared to data, this is described in Section 6.7.

This step-by-step process allows for various "levels" to be defined at which recorded
data and simulation can be compared:

• Parton-level: Where the process is cut-off before hadronisation, leaving only
quarks and gluons in the final state. In some cases unstable particles, such as top
quarks and W-bosons, are left without calculating their decay.

• Particle-level: Where the hadronisation process is simulated leaving leptons,
photons, and stable hadrons in the final-state. Additional effects from modelling
of the underlying event are also often included.

• Detector-level: The full results of the event generation after passing stable-
particles through a detector simulation.

The analysis outlined in Part II is performed at particle-level with events in data
corrected for the limited acceptance and precision of the detector (see Chapter 8).

6.2. Matrix element generation

As described in Chapter 2 calculating the cross-section for QCD interactions requires
knowledge of the strong coupling (αS) which decreases with increasing energy. This
is problematic when considering pp collisions as these involve a mix of high-energy
interactions; between colliding partons from separate protons, and low-energy interac-
tions; between the partons inside each individual proton. In this low-energy regime
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Figure 6.1: Schematic depicting the various steps in generating a simulated gg→ tt̄→ qq̄bµνµb̄
event using Monte-Carlo methods. The process starts with the incoming protons
represented by the large dark green blobs and arrows pointing towards the centre
of the figure. Two partons then interact in the main hard scatter process, depicted in
red, from which a top-quark and anti-top-quark are generated. The parton-shower
is depicted in blue with the initial stages of the hadronisation process shown by
light green blobs. The subsequent decay of the initial hadrons into stable final-
state particles is shown in dark green with any generated photons indicated in
yellow. The lower part of the image depicts additional decays from multiple parton
interactions (MPI) in purple, and proton decay remnants which make up part of the
underlying event (UE). Finally the right hand side of the image depicts the process
of simulating interactions with different layers of the ATLAS detector. Original
image courtesy of [97]
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(αS > 1) higher-order contributions to the collision cross-section do not converge and
thus the calculation can not be solved perturbatively.

The factorisation theorem [98] states that by defining a factorisation energy scale (µf)
as the crossing point between perturbative and non-perturbative behaviour then the
cross-section calculation can be factorised into high-energy and low-energy parts
which can be solved independently. The hard-scatter cross-section for tt̄ production in
a pp collider can then be written in a simplified form as:

σpp→tt̄ = ∑
i,j∈{q,q̄,g}

∫ 1

0
dx1

∫ 1

0
dx2 fi(x1, µf) f j(x2, µf) σ̂ij→tt̄ , (6.1)

where x1(2) is the fraction of the first(second) proton’s total momentum that is carried
by the interacting parton. The function fi(x1(2), µf) is the parton distribution function
(PDF) which denotes the probability of a parton of type i with momentum fraction x1(2)

originating from the first(second) proton. These PDFs encode the non-perturbative
part of the calculation and depend on the choice of factorisation scale. Lastly σ̂ij→tt̄ is
the partonic cross-section for the tt̄ production process.

6.2.1. Parton distribution functions

In the SM protons consist of three valence quarks (uud) and at any given time a
"sea" of other miscellaneous quarks and gluons which are not fully bound at high
energies. Each of these partons carry some fraction of the proton’s total energy
and the PDFs parameterise this distribution of energy. The energy fractions cannot
be calculated analytically and are instead derived by fitting to data from various
experiments, such as those dedicated to measurements of proton structure like ex-
periments at HERA [99, 100], as well as general purpose collider experiments like
those at the LHC. The PDFs themselves are not constant and depend on the interaction
energy. This dependence is perturbatively calculable and described by the DGLAP

equations [101–103].

6.2.2. Fixed order calculation

The high energy part of the matrix element is calculable to a fixed order in αS via
perturbative expansion as described in Chapter 2. This calculation must also account
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for several divergent effects from both high energy loops (ultraviolet (UV) divergences),
and low energy collinear radiation (infrared (IR) divergences). The UV divergences
can appear at any given order and require renormalisation of the SM Lagrangian [104]
to remove. This gives rise to an additional scale, the renormalisation scale (µr) which
along with the factorisation scale introduced above can be freely chosen within sensible
limits. In practice they are usually chosen based on some sensible energy scale of the
hard-scatter interaction, for tt̄ production the top-quark mass is most commonly used,
e.g. µr = µf ∝ m2

top.

Fixed-order calculations that take into account both real emissions and loops very
quickly become complicated beyond leading order, with state-of-the-art tt̄ predictions
available up to next-to-next-to-leading-order (NNLO) [16, 17, 105]. It is often desirable
to simulate hard-scatter events with many more emissions in order to better mimic
real events. The majority of additional radiation is simulated in the parton-shower,
however most ME generators are also capable of calculating a small number of addi-
tional partons, at higher-order precision, within the matrix element itself. This process,
known as multijet-merging [106, 107], involves combing fixed-order calculations of a
single underlying process with increasing numbers of additional parton emissions,
e.g. tt̄ at NLO + tt̄ +1 parton at NLO. This can be supplemented further by including
LO diagrams of the same process with many more additional partons, e.g. tt̄ +2,3,4
partons at LO. Such calculations are often referred to as e.g. tt̄ generated at NLO in
QCD for up to 1 additional parton and at LO for up to x additional partons. Special care
has to be taken to avoid any overlap of emissions when matching such calculations
with a parton shower. [108, 109]

6.3. Parton shower

After the fixed-order interaction the next step is to simulate many additional emissions
coming from the resulting partons using a dedicated algorithm known as a parton
shower. This helps "fill in" some of the missing higher order effects and results in
a more accurate prediction of the collision process. At a given energy each parton
has some finite probability to split into two with momentum fractions z and (1− z),
and angle θ between them. The parton shower relies on the fact that in both the soft
(z→ 0) and collinear (θ→ 0) limits the correction to add an additional emission into



Monte-Carlo simulation 66

the calculation is independent of the origin of the emitting parton. The parton shower
can thus be factorised out from the matrix element and calculated separately.

Parton splittings are strictly ordered in either virtuality (closely related to momen-
tum) or angle from the parent parton and calculated iteratively using MC sampling to
choose the evolution, momentum fraction, and type of emission at each step. This pro-
cess is controlled by the Sudakov factor which gives the probability of a parton evolving
from virtuality(angle) t0 to a new virtuality(angle) t without emitting a parton:

∆(t0, t) = exp

[
−
∫ t

t0

dt′

t′

∫ zmax

zmin

dz P(z)

]
, (6.2)

where P(z) is a splitting function containing the probabilities for quark/gluon splitting.
To avoid IR and collinear divergences a cut-off energy scale is defined at which point
the shower evolution is stopped. In most parton-shower implementations this cut-off
is set around 1 GeV.

Many MC event generators implement parton shower algorithms. The choice
of shower ordering and associated splitting function differs between generators
with HERWIG [110] implementing an angular-ordered shower using the methods
described above1. Alternatively both the PYTHIA [111] and SHERPA [112] showers are
momentum-ordered relying on slightly different dipole splitting algorithms [104].

In order to avoid double-counting emissions, some care must be taken when joining
the results of the hard-scatter with the parton shower in a process known as matching.
There are currently two widely used methods for tackling this problem at NLO, known
as POWHEG [113] and MC@NLO [114]. The former restricts emissions from the PS to
be below a threshold momentum, ensuring the highest energy additional emissions
originate from the matrix element. The MC@NLO method by contrast finds the highest
energy emissions in the PS and subtracts this from the ME to avoid any overlap.

6.4. Hadronisation

After the parton-shower, the energy scale of the remaining partons will be around the
threshold for quark confinement. The hadronisation process must then be simulated

1HERWIG is also capable of providing a momentum-ordered dipole-shower, however the angular
variant is more commonly used in order to derive comparisons between the two approaches.
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Figure 14: (a) conditions on nearby string breaks; (b) string motion in three-jet qqg events

fact that the string piece created by them has to be on the mass shell for
the hadron being produced: m2

? = m2 + p2
x + p2

y = E2 � p2
z = 2((�z)2 �

(�t)2), Fig. 14a. Here transverse mass is introduced, since it is this quantity
that becomes relevant for the (E, pz) and (t, z) pictures, rather than normal
mass, once transverse momentum fluctuations are introduced, see below. The
total probability for an event to be formed can therefore be written as the
product of n� 1 breakup vertex probabilities times n delta functions for the
(transverse) hadron masses.

Technically such an approach would be cumbersome. Fortunately an
iterative procedure can be used to give the same result. Since there is no
natural ordering, one is free to consider the breaks in any order. For instance,
one can start at the q end of the system and iterate “left” towards the q end.
Alternatively, one can start at the q end and iterate the other way, towards
“right”. Either approach should give the same overall answer, “left–right
symmetry”. Focusing on the production of a single hadron between vertices
1 and 2, Fig. 14a, the requirement reads P(1) P(1 ! 2) = P(2) P(2 ! 1),
where P(i) is the probability to reach vertex i by iteration from left/right
and P(i ! j) the probability to take a step from vertex i to vertex j.

The solution to this equation can be written in terms of a fragmentation
function f(z), where z is the fraction of the remaining lightcone momentum

88

(b)

Figure 6.2: Schematic of how partons are treated in the Lund string model. (a) Quark anti-
quark pairs are connected by a Lund string, as the partons separate the energy in
the string grows until a threshold point where the string breaks in two producing a
new quark and anti-quark at the ends. (b) Gluons are introduced into the model as
kinks in the string which modify the kinematics [104]. Some extra considerations
are also needed for possible colour flow combinations.

giving a collection of colour-neutral hadrons in the final-state. Now we are below
the energy scale for perturbation theory this process can only be approximated using
models motivated by QCD with parameters tuned to experimental data. There are
two different approaches to hadronisation used in modern event generators: the
Lund string model [115] - used in PYTHIA, and the cluster model [116] - used by
both HERWIG and SHERPA. In the Lund string approach quark anti-quark pairs are
modelled with a connecting colour "string" between them, the energy of which grows
as the quarks are separated. At some length it becomes energetically favourable for the
string to break into two smaller strings and generate new quarks and anti-quarks at
the free ends, as in Figure 6.2a. The two new qq̄ pairs have a smaller combined energy
than the original pair reducing the total energy in the system until the process is no
longer kinematically possible. Gluons can be introduced into this model as kinks in
the Lund string, as shown in Figure 6.2b, and the formation of baryons made possible
by allowing composite di-quark states which are treated the same as a single quark or
anti-quark.

The cluster model relies on the concept of preconfinement which states that the
parton shower follows the flow of colour charge and thus partons with the same
colour charge are likely to be close in phase-space after the PS, and can be grouped
into colour-singlet clusters. Firstly any gluons from the PS are split into qq̄ pairs
and colour-singlet clusters are formed. Clusters are then split (decayed) until their
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invariant masses match that of a known hadron, with some kinematic shuffling often
needed to produce a final-state of stable hadrons.

6.5. Underlying event and multi-parton interactions

The remnants of the colliding protons after the hard-scatter can undergo further in-
teractions, which will be measured by the experiment. All interactions not associated
directly to the hard-scatter are collectively labelled as the underlying event (UE). This
definition also includes interactions between remnant partons, known as multi-parton
interactions (MPI), as well as hadronisation of any non colour-confined remnants.
These effects, and the interference between them, are accounted for in the MC simula-
tion using dedicated MPI models. To improve the accuracy of these models various
parameters are tuned to experimental data.

6.6. Pileup

The effect of pileup interactions are modelled by overlaying simulations of additional
QCD hard-scatter interactions constructed using the same techniques as above. An
additional step is taken to re-weight the pileup events such that the distribution of the
average number of collisions per bunch crossing (〈µ〉) matches the data. As the pileup
profiles differ between years this re-weighting is performed separately for each of the
three data taking periods (2015/16, 2017, and 2018).

6.7. Detector simulation

The final step in producing simulated events is to model the interaction between stable
particles and the detector hardware so that simulation can be compared directly to
data. Provided a detailed enough model of the detector system is used this process can
correctly account for the known resolution and acceptance of the detector hardware.
The GEANT4 [117] framework is used for most detector simulation within ATLAS.
This provides a very accurate approximation of the detector response by individ-
ually simulating the passage of each particle through the detector hardware using
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Monte-Carlo methods. This often results in the detector simulation dominating the
share of CPU time needed for event generation due to the large number of particles
involved. As a result a dedicated tool, Atlfast-II (AFII) [118], was developed which
uses a parameterised description of interactions within the calorimeters, with values
derived from GEANT4 simulations. This simplified approach results in significantly
less CPU usage at the expense of poorer modelling of the jet response which can only
be somewhat mitigated through dedicated calibrations. As the collision luminosity at
the LHC is expected to increase significantly in the future, optimisation for detector
simulation will become increasingly important. To this end the next generation of
fast-simulation [119] is expected to play an important role in future physics analyses.
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Chapter 7.

Analysis strategy

“All my life, I’ve had one dream: To achieve my many goals”
— Homer Simpson, The Simpsons S14, E15 - C.E.D’OH

Measuring the total, or inclusive, fiducial tt̄ production cross-section amounts
essentially to a counting experiment, tallying the total number of observed tt̄ events
based on specific selection criteria. However this only provides a single data point
from which to extrapolate information about many complex underlying interactions.
It is important to also measure how the cross-section changes as a function of variables
related to the tt̄ system. An example of such a differential measurement might be
the cross-section in terms of the transverse momentum of one of the top-quarks.
From this one can start to build an understanding of both the energy scale of the
individual top-quarks within tt̄ events1, as well as the effect of higher order corrections,
parton shower, and hadronisation processes on the kinematics of the final decay
products in simulation. Naturally these kinds of measurements are particularly useful
for developing and improving the simulated Monte Carlo predictions discussed in
Chapter 6 and are often used to help tune their output to provide a better barometer
for data measurements.

Figure 7.1 shows the three different tt̄ decay channels discussed in Section 2.3,
the analysis covered in this thesis measures events that fall within the semi-leptonic,
or lepton+jets, channel only. Additionally only events in which the hadronically
decaying top-quark has a very high transverse momentum are studied. These boosted
events are particularly interesting as they provide a unique opportunity to study QCD

1at a specific centre of mass energy
√

s
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Figure 7.1: Leading order Feynman diagrams of the three tt̄ decay channels (a) di-leptonic (b)
semi-leptonic or lepton+jets, (c) all hadronic. The analysis in this thesis is set up to
select events in the highlighted lepton+jets channel only.

processes at multiple energy scales simultaneously, especially when including events
with additional prompt radiation (extra jets) present in the final state. In these cases it
is possible to have events with three distinct and vastly different energy scales, with
pt

T � mt � pj,1
T , where pt

T and mt are the transverse momentum and mass of the
boosted top-quark, and pj,1

T the transverse momentum of the leading2 extra jet. There
are also several high energy extensions of the SM which are predicted to have effects
that increase along with the total energy in the system[28, 120, 121]. Events with high
top pT and tt̄ invariant mass will be particularly sensitive to this class of effective
theory further motivating the study of high energy tt̄ events.

The following chapters present a boosted differential tt̄ cross-section measurement
in the lepton+jets channel published by ATLAS in 2022 [1]. This work builds on the
structure and results of previous ATLAS measurements in a similar phase-space at√

s = 8 TeV [122], and
√

s = 13 TeV [123, 124] but studies a larger 139 fb−1 dataset
and includes some newly measured observables. New methods are also employed to
reduce the effect of systematic uncertainties, with the aim of making the highest preci-
sion measurement possible. This work also shares commonalities with measurements
made by the CMS collaboration in the lepton+jets channel [125, 126] as well as similar
measurements made within the all-hadronic channel by both ATLAS [127, 128] and
CMS [129]. The interpretation of the results in terms of new physics using EFT formal-
ism is a new addition for a differential cross-section measurement in the lepton+jets
channel at ATLAS. However it is similar to approaches used in more specialised analy-

2Throughout this thesis the terms "leading" and "sub-leading" are used to refer to the pT ordering of
physics objects with the leading object the one with the highest pT.
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ses such as the measurements of charge asymmetry [130] and energy asymmetry [131]
in tt̄ events.

7.1. Data and simulated samples

The data sample was recorded by the ATLAS detector from 2015 – 2018 and is made
up exclusively of pp collisions at

√
s = 13 TeV. A small subset of the data is rejected

before any analysis takes place to remove known bad events [132], e.g. those recorded
while portions of the detector hardware were offline or experiencing problems. The
remaining events correspond to an integrated luminosity of 139 fb−1. The luminos-
ity over all four data-taking years is measured and calibrated using the dedicated
LUCID-2 detector [133] during specific low-luminosity runs, with more detail given in
[134]. This results in an uncertainty of 1.7% on the total integrated luminosity which is
included in the total uncertainty for each measurement outlined in Chapter 9. Events
are required to pass at least one of the standard single lepton triggers [69, 84].

7.1.1. Simulated MC samples

Simulated MC events are used throughout to provide estimates of the background
contamination, derive corrections for detector effects, and compare SM predictions to
data. Additionally in Chapter 11 events generated with effective BSM contributions
are used to extract limits on new physics operators.

Unless otherwise stated, a value of 172.5 GeV is used for the top-quark mass in all
predictions. For each sample the effect of pileup interactions is simulated by overlaying
a set of additional inelastic pp collisions with the PYTHIA8 [111] event generator, using
the A3 [135] set of tuned parameters. In each case a correction is applied such that the
average pileup profile matches data, additionally the average pileup value in MC is
scaled by 1/1.03, based on studies of the number of vertices as a function of 〈µ〉 as
well as the results from the inelastic cross-section measurement.

To improve the prediction of the total cross-section all tt̄ samples are also nor-
malised, using a single scale factor, to an inclusive cross-section prediction at next-
to-next-to-leading order (NNLO) in QCD, including the resummation of next-to-next-
to-leading logarithmic (NNLL) soft-gluon terms using TOP++2.0 [16, 105]. This corre-



Analysis strategy 74

sponds to σ(tt̄)NNLO+NNLL = 832± 51 fb−1 at a centre-of-mass energy of
√

s = 13 TeV
and a top-quark mass of mtop = 172.5 GeV. Uncertainties on the PDF, αS, mtop, and
from various internal scale variations are added in quadrature to obtain the total
quoted value. Variations of this cross-section are calculated separately for the tt̄
samples with different values for the top-quark mass.

Nominal tt MC sample

The production of tt̄ events is modelled using the PowhegBox v2 [113, 136, 137]
generator. This provides matrix element predictions at next-to-leading order (NLO)
using the NNPDF3.0nlo [138] set of parton distribution functions. The hdamp parameter,
which effectively regulates the high pT radiation in the event from which the tt̄ system
recoils, is set to 1.5×mtop. The renormalisation and factorisation scales are set using a

functional form given by
√

m2
top + p2

T. After generation the events are interfaced with
Pythia8.230 [111] which carries out predictions of the parton shower and hadronisation
processes and adds estimations of the underlying event. A set of tuned parameters,
labelled A14 [139], is used along with the NNPDF2.3lo [140] PDF set. Lastly the
decays of heavy quarks (b and c) are simulated separately using the EvtGen v1.6.0
program [141], this is the case for all MC samples containing a tt̄ pair unless stated
otherwise. This sample will be referred to as POWHEG+PYTHIA8, or simply the
’nominal’ sample for the remainder of this thesis.

Alternative tt MC samples

A set of additional tt̄ samples using different generator, and parton-shower and
hadronisation setups are used in the analysis. These are used both as extra points of
comparison and to estimate uncertainties on the modelling of tt̄ events.

An uncertainty on the value of the top mass in MC is estimated using events
generated identically to the nominal tt̄ sample but using alternative values for the top-
quark mass of mtop = 169, 171, 172, 173, 174 and 176 GeV. Another sample based on
the nominal setup but with the hdamp parameter set to 3×mtop is generated to assess
sensitivity to initial-state radiation (ISR). Remaining ISR effects from changing the µr

and µf scales by factors of 0.5 and 2.0, and simultaneously choosing the Var3c up/down
variants of the A14 tune, are tested by re-weighting the events from the nominal sample.
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Similarly changes to the final-state radiation (FSR), due to the renormalisation scale
within the parton shower, are handled by re-weighting the nominal MC sample to
simulate changing µr by factors of 0.5 and 2.0 with respect to the nominal value.

Two additional samples that can be directly compared to the POWHEG+PYTHIA8
setup are needed to assess the impact of the hard-scatter matching, and the shower
and hadronisation modelling. For the alternative matching scheme the PowhegBox v2
generator is replaced by MADGRAPH5_aMC@NLO v2.6.0 [142] using the same PDF

set and renormalisation and factorisation scale settings. The shower starting scale has
the functional form µq = HT/2 [143], where HT is defined as the scalar sum of the
pT of all outgoing partons. Top quarks are decayed at LO using MADSPIN [144, 145]
to preserve spin correlations. The events are again interfaced with PYTHIA8.230
using the same PDF set and the A14 set of tuned parameters specific to use with
MADGRAPH5_aMC@NLO [139]. Most notably these settings do not include the
matrix-element corrections present in the POWHEG+PYTHIA8 sample so as to avoid
double-counting radiation between the matrix-element and shower. The impact of the
parton shower and hadronisation model is evaluated using a sample produced with
POWHEGBOX v2 interfaced to HERWIG7.04 [110, 116]. The settings in POWHEGBOX are
the same as the nominal sample and the H7UE set of tuned parameters [110] and the
MMHT2014LO PDF set [146] are used for HERWIG7.04. These samples will be referred
to as MC@NLO+PYTHIA8 and POWHEG+HERWIG7 respectively.

A final NLO tt̄ prediction is produced using the SHERPA2.2.1 generator [108] in
order to investigate the impact of generating higher-order additional radiation in
the matrix-element calculation compared to the parton-shower. The sample includes
NLO accurate matrix element calculations for up to one additional parton, and LO

calculations for up to four additional parton emissions using the Comix [147], and
OpenLoops [148–150] libraries. Matrix-element calculations are matched to the SHERPA

parton shower [112] using the MEPS@NLO prescription [106, 109, 151, 152]. A set of
tuned parameters are used, provided by the SHERPA authors and derived to match
the NNPDF3.0nnlo PDF set [138]. The central renormalisation and factorisation scales
are set to the same functional form: µ2 = m2

top + 0.5(p2
T,t + p2

T,t̄), and the CKKW scale,
used to control the overlap between jets from the ME and PS, is set to 30 GeV [143].

As described above the different tt̄ predictions are each normalised to the total
tt̄ cross-section calculated at NNLO + NNLL. However the expanded matrix element
calculation in the SHERPA sample contains some of the same NNLO corrections thus
it is not immediately obvious how to correctly normalise the sample. Two different
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normalisations are included in the analysis; the first using the prediction as it is
provided by the generator, labelled SHERPA (NLO norm.); and the second normalising
the total cross-section to the NNLO + NNLL prediction, simply labelled SHERPA.

Estimation of higher-order corrections

Simulated tt̄ events at NNLO in αS are not yet available matched to a parton-shower,
thus it is not possible to produce full NNLO + PS predictions. To assess the impact of
missing NNLO corrections an estimate is derived by starting from the existing NLO + PS

samples and re-weighting the events at parton-level to match a QCD prediction at
NNLO. The re-weighting is performed recursively using the top-quarks in the event
record after initial- and final-state radiation and applied such that the re-weighted
parton-level distributions match well with the predictions for the three variables:
pT(t), pT(tt̄), and m(tt̄). This is done using the recursive form of the NNLO tt̄ re-
weighting tool [153]. This implementation uses predictions for pT(t) and m(tt̄) at
NNLO in αS with NLO EW corrections from [17] using the NNPDF3.0QED PDF set [17].
The pT(tt̄) prediction is calculated at NNLO in QCD [154, 155] using the NNPDF3.0 PDF

set [138]. The top-quark mass is set to 173.3 GeV in all of these predictions and dynamic
renormalisation and factorisation scales are used with functional forms: mT(t)/2 for
pT(t), and HT/4 for pT(tt̄) and m(tt̄).

MC samples with new physics effects

In Chapter 11 results from the cross-section measurement are used to set limits on
new physics effects above some energy scale (Λ) using an EFT framework. Simu-
lated samples with added EFT effects are generated by varying values of the Wilson
coefficients corresponding to dimension six operators in the Warsaw basis [26]. In
this scheme the SM prediction is recovered by setting the Wilson coefficients under
study to zero. The OtG and O(8)

tq operators, outlined in Section 2.4.2, are chosen for the
study. Samples are generated with different values for the two Wilson coefficients:(

CtG, C(8)
tq

)
= (±1 or 0,±1 or 0). The SMEFTATNLO 1.0.0 UFO model [30] at leading

order is used, with the new physics scale set to Λ = 1 TeV. The renormalisation and
factorisation scales are set to µr = µ f = mt and the {mW , mZ, G f } EW input scheme is
used as outlined in [156]. The parton shower and hadronisation are performed using
PYTHIA8 (v8.244) [111]. Two sets of the nine samples are produced; a linear set and a
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quadratic set. The linear samples only include EFT terms which are proportional to
Λ−2, these terms correspond to the interference between the SM and the EFT opera-
tors. The quadratic samples include the linear terms as well as terms proportional to
Λ−4, which correspond to the square of individual dimension six operators, as well
as the interference between operators. One additional quadratic sample is produced
with

(
CtG, C(8)

tq

)
= (0.2, 0.2) and Λ = 1 TeV, and two linear samples are created by

re-scaling existing samples to mimic values of
(

CtG, C(8)
tq

)
= (0.25, 0.0) and (0.0, 0.25).

These sample are used to test for possible biases in the EFT fit originating from the
unfolding procedure, as described in Section 8.5.3.

Background MC samples

Associated production of a top-quark with a W-boson (tW) is modelled with the
nominal POWHEGBOX setup using the five-flavour scheme. Interference and overlap
with tt̄ production is dealt with using the diagram removal (DR) scheme [157]. To
assess the uncertainty on this choice an alternative setup using the diagram subtraction
(DS) scheme [157, 158] is also produced. In both cases events are interfaced with
PYTHIA8.230 with the same settings as the nominal tt̄ sample. Single-top s-channel
production is simulated using the same setup as for tW events but without any
treatment needed for tt̄ diagrams. Single-top t-channel production uses the same
setup as s-channel but with the POWHEGBOX generator in the four-flavour scheme.

Events with an additional vector boson (W or Z) produced alongside a tt̄ pair
are generated with the same setup as the MC@NLO+PYTHIA8 alternative tt̄ sam-
ple but using older version of both MADGRAPH5_aMC@NLO (v2.3.3) [142] and
PYTHIA8 (v8.210) [111], as well as EVTGEN (v1.2.0) [141] for the b and c hadron de-
cays. The production of a Higgs boson in conjunction with tt̄ is modelled using an
identical setup to the POWHEG+PYTHIA8 sample.

The simulation of W+jets and Z+jets events is done using the SHERPA v2.2.1 gener-
ator with similar settings as the tt̄ SHERPA sample but using the default factorisation
and normalisation scales, and with the CKKW merging scale set to 20 GeV. Both
samples are normalised to a next-to-next-to-leading order prediction [159].

Samples of diboson final states (VV) where V is either a W or Z boson are simulated
with the SHERPA v2.2.1 or v2.2.2 generator depending on the process. Off-shell effects
and Higgs-boson contributions are included where appropriate. Samples for the loop-
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induced processes gg→VV are generated using LO-accurate matrix elements for up
to one additional parton emission, all other processes are generated at NLO in QCD
for up to one additional parton and LO for up to three additional parton emissions.
The matrix element calculations are matched and merged with the SHERPA parton
shower based on Catani-Seymour dipole factorisation [112, 147] using the MEPS@NLO
prescription. Virtual QCD corrections are provided by the OPENLOOPS 1 library. The
same PDF set and SHERPA parameters as the tt̄ and V+jets samples are used.

Lastly three additional samples that do not contain any real leptons deriving from
the decay of a boson are used to estimate the uncertainty on the multijet background.
See Sections 7.3.1 and 9.3.1 for details on the estimation of this background and
associated uncertainty. One sample simulates tt̄ events decaying in the all-hadronic
channel rather than lepton+jets and uses the same settings as for the nominal sample.
The other samples simulate W+jets and Z+jets events with the W or Z having pT above
280 GeV and decaying hadronically. These are simulated using SHERPA v2.2.5, with
similar settings to the diboson samples.

7.2. Measurement strategy

The measurement strategy is outlined here. Firstly a set of background events (non-tt̄
processes with the same final state) are estimated from a combination of MC simulation
and extrapolations from data events, this is described in Section 7.3. A series of
kinematic requirements are then used to select events consistent with the topology
of boosted tt̄ events in the lepton+jets decay channel, described in Section 7.4. A
selection of one- and two-dimensional differential observables are chosen, as outlined
in Section 8.1, and the distributions at detector-level are extracted from the data.
The distributions are then run through an iterative unfolding procedure outlined in
Section 8.3, which first subtracts the expected backgrounds and then corrects for the
limited resolution, efficiency, and acceptance of the detector. After this the distributions
can be compared directly to simulation at particle-level.

The impact of systematic uncertainties on the measurement is estimated by repeat-
ing all of the analysis steps above but replacing the data and background samples with
simulated pseudo-data where the expected source of a single systematic uncertainty is
varied by ±1σ from its nominal value. In this way the unfolding procedure is kept
fixed and the input data is varied. This procedure is outlined in Chapter 9 along with
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the treatment of the statistical uncertainty which is estimated by generating several toy
inputs via a Poisson smearing process. All uncertainties are defined such that they can
be treated as fully uncorrelated from each other, the total uncertainty is then calculated
as the sum of the statistical and systematic covariance matrices.

A new method to reduce the impact of jet energy scale uncertainties is introduced
in Section 9.5. An additional jet scale factor (JSF) is derived using the relationship
between the top-quark mass (mtop) and the measured hadronic top-quark mass dis-
tribution at detector-level (mt,h). This correction is then applied to the energy of
individual jets in each event before kinematic selections are applied, bringing the
boosted top-quark mass distributions in data and simulation into agreement. The
entire analysis is repeated using this JSF method following the strategy outlined above,
including measuring a separate JSF value for each systematic variation. This results in
a significant reduction in jet energy scale uncertainties.

7.3. Background estimation

Several non-tt̄ physics processes can result in the same reconstructed final-state ob-
jects as tt̄ events in the lepton+jets channel. As a result the selected data sample will
contain a non-negligible fraction of background events which need to be understood
in advance. The largest portion of these is expected to come from processes involv-
ing the production of a single top-quark which come in three flavours: s-channel,
t-channel, and tW. Some example leading-order Feynman diagrams for these are
shown in Figure 7.2. The tW events are expected to be the dominant background
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Figure 7.2: Leading order Feynman diagrams of the three single-top production channels (a)
s-channel (b) t-channel (c) tW.
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process in boosted events as the W-boson can decay leptonically leaving the top-quark
free to decay hadronically, matching the boosted jet signal. In both the s-channel
and t-channel cases the top-quark must decay leptonically to supply the lepton and
neutrino signatures, requiring the high pT top-quark signature to be mis-reconstructed
from the remaining jets.

Another significant source of background events is expected to come from processes
in which tt̄ pairs are produced in conjunction with a heavy vector boson (Z or W)
or with a Higgs boson, known collectively as tt̄V. A sub-set of tree-level Feynman
diagrams for these processes is shown in Figure 7.3. With a tt̄ pair directly produced
in these events there are many possible decay modes of the Z, W, and Higgs which
can result in the desired final-state, however the lower overall cross-section of such
events reduces the contribution of these processes.

Processes which do not include any top-quarks can also contribute, including
the production of W and Z bosons in conjunction with QCD jets and diboson
(ZZ, ZW, WW) events, examples of which are shown in Figure 7.4. Only the tree-
level Z-boson decay with the lowest branching fraction (Z → ` ¯̀ ) contains real leptons
for the event trigger, and in this case the other lepton must be mis-reconstructed for the
event to resemble a tt̄ decay, thus the Z+jets and ZZ backgrounds are heavily reduced.

Lastly events not containing a lepton from a boson decay can still contribute if
a lepton from a hadronic decay of a heavy quark is sufficiently isolated, or if jet
constituents are mis-reconstructed as a lepton. These events are collectively known as
multijet background. Multijet events are particularly tricky to simulate using existing
MC frameworks and so are derived using a data-driven method described below. The
other backgrounds are estimated using simulated samples outlined in Section 7.1.
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Figure 7.3: Example tree-level Feynman diagrams for different tt̄ + boson processes, (a) tt̄Z
and tt̄W (ISR) (b) tt̄Z (FSR) (c) tt̄H
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Figure 7.4: Example tree-level Feynman diagrams for background events which do not include
a top-quark, (a) W(Z)+jets (b) diboson

7.3.1. Multijet background estimate

The level of multijet background contamination is highly dependent on the detec-
tor performance and is made up of various processes, many of which are not well
simulated by Monte Carlo generators. Predictions of the multijet background are
derived using a data-driven method instead. A general purpose technique, known
as the matrix-method, is used. This is based on comparing datasets produced with
two different lepton selections: Tight and Loose. The Tight selection is equivalent to
the lepton requirements in the nominal sample, described in Section 7.4. The Loose
selection has less strict identification and isolation requirements but otherwise uses the
same kinematic requirements as the Tight selection and is thus expected to result in a
higher fraction of multijet events. The number of multijet events in the Tight signal
region is given by:

NT
mj =

ε f

εr − ε f
(εrNL − NT), (7.1)

where ε f is the fraction of non-prompt (fake) leptons in the Loose selection which
also pass the Tight selection, εr is the fraction of real leptons in the Loose selection
which also pass the Tight requirements, NL and NT are the total number of events in
the Loose and Tight selections respectively. The values of ε f and εr are the fake and
real efficiencies of the Tight selection respectively. These are derived using standard
techniques in control regions enriched in either real or fake leptons as described in
[160], and depend on the lepton kinematics and characteristics of events in the Loose
selection. To correctly account for these dependencies the multijet background estimate
in the signal region is derived using event weights, wi, calculated for each event, i, in
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the Loose lepton selection:

wi =
ε f

εr − ε f
(εr − δi), (7.2)

where δi is a per-event boolean that is 1 if the event passes both selections and 0 for
events which exclusively pass the Loose selection. The final number of multijet events
in each bin of the signal region is calculated as the sum of the weights in that bin.

7.4. Event selection

Events are selected based on the number and kinematics of various reconstructed
objects. Due to slight differences in how objects are defined at detector-level and
particle-level separate selections are needed for both but identical requirements are
used where possible to reduce the extrapolation between them. The selection is defined
to be consistent with the boosted lepton+jets decay topology shown schematically in
Figure 7.5, with specific values chosen to achieve a high purity of tt̄ events and to
ensure the full tt̄ system can be reconstructed unambiguously. A summary of the exact
selection requirements at both detector- and particle-level is given in Table 7.1.

Events are required to have exactly one lepton, either an electron or muon, which
is matched to the trigger decision. Events with W→ τντ can also be picked up by
the lepton triggers provided the tau decays into an electron or muon with sufficient
transverse momentum. Leptons must pass combined Tight isolation and identification
requirements as described in Section 5.2 and must have a transverse momentum larger
than 27 GeV and also be within the acceptance of the inner detector (|η| < 2.5) to
facilitate accurate tracking. Additionally electrons with an η value in the transition
region between the barrel and endcap calorimeters (1.37 < |η| < 1.52) are vetoed.
This electron requirement is dropped for the selection at particle-level where detector
geometry is not a limiting factor. At particle-level leptons are dressed, as discussed in
Chapter 5, before pT and η requirements are imposed.

Small radius (R = 0.4) calibrated jets are required to fall within the acceptance of
the inner detector (|η| < 2.5) and have a transverse momentum greater than 26 GeV.
This is raised from the typical threshold of 25 GeV used in previous measurements as a
consequence of the jet scale factor method outlined in Section 9.5. Jets originating from
a b-quark (b-jets) are selected at detector-level using the DL1r b-tagging algorithm
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Figure 7.5: Schematic of an idealised boosted tt̄ event

as described in Section 5.4. At particle-level b-jets are defined by a process of ghost-
matching [161] b-hadrons with pT > 5 GeV to jets.

The boosted top-quark is selected using the R = 1.0 trimmed reclustered jets
described in Section 5.5. These RC jets are required to have transverse momentum
larger than 355 GeV, again raised from the initial value due to the JSF method, and
have stricter acceptance requirements of |η| < 2 due to their larger radius. Reclustered
jets must also be suitably isolated from the electron in relevant events (∆R(e, jRC > 1.0))
to remove cases of RC jets seeded by high pT electrons. In each event a single RC jet
must be chosen as the top candidate (top-tagged). To ensure the jet is consistent with a
top decay the jet mass is required to be around the top-quark mass (120 GeV < m <

220 GeV) and the jet must contain at least one b-tagged sub-jet. If more than one RC jet
passes these requirements the jet with the highest pT is chosen.

To match the expected lepton+jets decay topology events are required to con-
tain at least two b-jets with one a constituent of the hadronically decaying top-
quark and another separate from the hadronic top-quark and matched to the lepton
(∆R(`, b-jet) < 2.0). If more than one b-jet is matched to the lepton then the jet with
the highest pT is deemed the leptonic b-jet (b` -jet). This is used to build observables
and approximate the leptonic top-quark kinematics, as described in Section 7.5. After
these selections any other small-R jets that are not constituents of the top-tagged jet or
the b` -jet itself, are referred to as additional jets.
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Lastly, events are required to have a minimum amount of missing energy given
by Emiss

T > 20 GeV and Emiss
T + mW

T > 60 GeV, where mW
T is transverse mass of the

leptonically decaying W-boson. This is to reduce the contamination from multijet
processes which are more common in regions of phase space with lower Emiss

T as they
originate from purely QCD processes and thus do not contain real neutrinos.

7.4.1. Reduction of single-top backgrounds

Previous measurements [124] suffered from large single-top modelling uncertainties
in regions of high top-quark pT. In particular the systematic uncertainty related
to the choice of diagram removal or diagram subtraction (DR/DS) was found to be
significant. To try and reduced the impact of this uncertainty an additional requirement
on the invariant mass of the lepton and b` -jet is introduced. This aims to reduce the
background contamination from Wt single-top processes, shown in Figure 7.2c, by
removing events with a lepton and b` -jet which do not originate from the same top
decay. The chosen threshold value is expected to be close to the top-quark mass,
motivated by the fact that for on-shell top decays m`,b < mtop by definition [162]. A
comparison of the hadronic top pT spectrum with and without an m`,b requirement in
place is shown in Figure 7.6. Different threshold values were tested and an upper limit
of 180 GeV was chosen as it provides the largest reduction in DR/DS difference in the
high pT region, whilst removing less than 1% of the tt̄ signal. The direct effect of this
selection on the background uncertainties is discussed separately in Section 9.3.2.
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Figure 7.6: Comparison of the detector-level hadronic top-quark pT distribution with (left) and
without (right) an upper limit of 180 GeV on m`,b. Simulated tt̄ events from the
nominal sample are compared to generated single-top background events using
either the diagram removal (DR) or diagram subtraction (DS) interference removal
schemes. Events in each sample are weighted such that the total number of events
before selection correspond to the same data luminosity.
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Table 7.1: Summary of the selection requirements defining the fiducial volume at detector-level
and particle-level.

Object Detector-level requirements Particle-level requirements

Leptons Exactly 1 lepton Exactly 1 dressed lepton

Electrons Muons

pT > 27 GeV pT > 27 GeV pT > 27 GeV

|η| < 1.37 or 1.52 < |η| < 2.47 |η| < 2.5 |η| < 2.5

Small-R jets (R = 0.4) pT > 26 GeV Same as detector-level

|η| < 2.5

b-tagged jets (R = 0.4) DL1r multivariate tagger at 77% efficiency Jet ghost-matched to b-hadron

≥ 1 b-tagged jet is constituent of top-jet Same as detector-level

≥ 1 b-tagged jet near lepton: ∆R(`, b) < 2.0

≥ 1 and not constituent of top-jet

Hadronic top-jet (R = 1.0) ≥ 1 top-tagged trimmed RC-jet candidate Same as detector-level

(R = 0.4 jets as input) pT > 355 GeV

|η| < 2.0

120 GeV < m < 220 GeV

≥ 1 b-tagged sub-jet

Emiss
T & mW

T Emiss
T > 20 GeV Same as detector-level

Emiss
T + mW

T > 60 GeV

Electron isolation ∆R(e, t) > 1.0 Same as detector-level

m`,b m`,b < 180 GeV Same as detector-level
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7.5. Top-quark reconstruction

After events are selected the kinematics of the tt̄ system can be approximated using
the selected objects. The hadronic top-quark properties are taken from the top-tagged
RC jet. The kinematics of the leptonic top-quark are estimated by summing the
four-momenta of the lepton, b` -jet, and the neutrino. The x and y components of
the neutrino three-momentum are taken from the Emiss

T vector. The z component is
estimated using the assumption that the lepton-neutrino system has invariant mass
equal to the W-boson mass [4], assuming a massless neutrino, and then solving for pz,
the details of this calculation can be found in Appendix A.1. The result is a quadratic
formula for the missing neutrino z-momentum given by:

pz,ν =
−b±

√
b2 − 4ac

2a
, (7.3)

with: a = E2
` − p2

z,` b = −2kpz,` c = E2
` p2

T,ν − k2, and

k =
m2

W −m2
`

2
+ px,`px,ν + py,`py,ν,

where E` is the energy of the lepton, pX,` and pX,ν are the X-component of the lepton
and neutrino 3-momenta respectively, pT,ν is the component of the neutrino momen-
tum transverse to the beam-line, and mW , m` are the rest mass of the W-boson and
lepton respectively. If the solution to equation (7.3) is complex only the real part is
used and the imaginary part ignored. Where two real solutions exist, the solution that
gives the smallest invariant mass for the b` -jet, lepton, and neutrino system is chosen.

7.6. Event yields

The total number of events after applying the event selection to the signal and back-
ground samples in Section 7.1 are given in Table 7.2. Roughly 16% more events are
expected from simulation than observed in data. This is in line with previous boosted
measurements [122–124] and is likely due to mis-modelling of the top-quark pT spec-
trum in the NLO tt̄ prediction. Any mis-modelling in this distribution will affect all
observables due to the explicit requirement of pT(t) > 355 GeV used to select events.
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Before proceeding further it is also useful to compare some sample kinematic dis-
tributions from data to the sum of the nominal signal and background predictions.
For these comparisons the predicted events are normalised to match the total number
of events observed in data in order to capture only the shape agreement and remove
the normalisation offset observed in Table 7.2. Doing this helps show if the remaining
modelling of tt̄ events within the selected phase-space is sufficiently accurate. This is
typically done for observables that are not planned to be included in the final measure-
ment to ensure that the modelling is robust in general and is not biased towards the
chosen variables. Some examples of these control plots are shown in Figure 7.7 for the
pT of the lepton, the missing transverse momentum, and the total number of small-R
jets in each event. In each case the dashed band represents the combination of the
uncertainty from limited data statistics and detector related systematic uncertainties
on the predictions, outlined in detail in Chapter 9. This does not include uncertainties
related to the modelling of tt̄ or background processes. In general good agreement is
observed between data and prediction with any differences within the uncertainties
in most bins of the variables shown. Slight tension is observed in regions of high
jet multiplicity in Figure 7.7c, however the differences are likely to be covered when
considering the missing modelling uncertainties.
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Figure 7.7: Detector-level distributions of the number of events as a function of (a) pT of
the lepton, (b) Emiss

T , and (c) the number of small-R jets in the event. The data are
compared to the expectation from simulation and background estimates normalised
to match the number of entries in data. The lower panel shows the ratio of the data
to the normalised expectation. The dashed band represents the total statistical and
systematic uncertainties but does not include modelling uncertainties.
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Table 7.2: Event yields for measured data and predicted signal and background events. The
uncertainty values are symmetrised and indicate the combined effect of statistical,
detector and background modelling uncertainties. The total expected yield and
associated uncertainty, as well as statistical uncertainties, are calculated prior to
rounding.

Process Expected events (JSF = 1)

tt̄ 84 1700 ± 04210
Single top-quark 0 17100 ± 00280
tt̄V(tt̄W+tt̄Z+tt̄H) 00 8400 ± 00110
Multijet 00 5500 ± 00360
W+jets 00 4200 ± 00160
Z+jets 000 800 ± 00040
Diboson 000 400 ± 00020

Total prediction 87 8100 ± 04240

Data 75631



Chapter 8.

Observables and unfolding

“Coming back to where you started is not the same as never leaving”
— Terry Pratchett, A Hat Full of Sky

8.1. Choice of observables

The goal of this analysis is not only to measure the total tt̄ cross-section but also to
make several differential cross-section measurements defined as:

dσi
dXi

=
Nevent

i
L · ∆Xi

, (8.1)

where i denotes a specific bin and X represents the variable being measured, thus
∆Xi is the bin width. It is useful at this stage to outline and motivate the choice of
variables that will be measured, which can be split into two broad categories; those
characterising the kinematics of the tt̄ system and those related to additional radiation
in the events. The chosen observables related to the tt̄ kinematics are:

• pt,h
T , pt,`

T : the transverse momenta of the hadronic and leptonic top quarks,

• |yt,h|, |yt,`|, |ytt̄|: the rapidity of the top quarks and the tt̄ system,

• mtt̄ : the invariant mass of the tt̄ system,

89
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• Htt̄
T : the scalar sum of the transverse momentum of the two top quarks,

• ∆φ
π (b`, th): the azimuthal angle separation between the hadronically decaying

top quark and the b-jet associated to the lepton.

These variables are fundamental properties of the tt̄ decay and are in many cases
sensitive to the dynamics of the boosted system. All of these variables have been
measured in previous ATLAS analyses [123, 124], though at lower integrated luminosi-
ties. Additionally the Htt̄

T , mtt̄ and top quark pT distributions are expected to be most
sensitive to new physics effects. Similarly the rapidity distributions are expected to be
useful for studies probing the parton distribution functions [163], however these were
not a focus of this analysis. The second set of variables, used to probe the effects of
additional radiation in detail, are:

• ptt̄
T : the transverse momentum of the tt̄ system,

• N j: the number of additional jets in each event,

• pj,1
T , pj,2

T : transverse momenta of the leading and sub-leading additional jets,

• ∆φ
π (j1, th), ∆φ

π (j2, th): difference in azimuthal angle between the leading addi-
tional jets and the hadronically decaying top quark,

• ∆φ
π (j1, j2), ∆φ

π (th, t`): difference in azimuthal angle between the leading and
sub-leading additional jets and between the two top-quarks,

• m(j1, th): invariant mass of the leading additional jet and the hadronically decay-
ing top quark,

• Htt̄+jets
T : scalar sum of the transverse momenta of the top quarks and all addi-

tional jets.

Lastly a set of two dimensional observables are defined by combining several
of the variables discussed above. These allow for double-differential cross-section
measurements that characterise the kinematics of the leading additional jet as functions
of pt,h

T and N j:

• pj,1
T in regions of increasing pt,h

T ,
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• pj,1
T in regions of increasing N j,

• ∆φ
π (j1, th) in regions of increasing pt,h

T ,

• ∆φ
π (j1, th) in regions of increasing N j.

All variables including the leading or sub-leading additional jet use a subset of
the total selected events which contain at least one or two additional jets respectively.
These same variables and the scalar pT sum of the full event (Htt̄+jets

T ) have not been
measured previously in highly boosted tt̄ events at ATLAS.

The effect of additional emissions is clear for several of these variables, such as
the pT of the tt̄ system which one would expect to be heavily correlated with the pT

of any additional radiation, particularly those emissions originating from the initial
state. However some observables, including the subsets of angular and 2D variables,
have more complex interactions that can not be as easily understood. To provide
more context a series of studies were performed on the expected precision of the
measurements and the sensitivity of each observable to both the SM tt̄ modelling and
possible new physics effects. These are outlined in the proceeding sections, along with
a summary of the measured observables in Table 8.1.

Table 8.1: List of differential observables measured in the analysis. Variables in bold have not
previously been measured by ATLAS in highly boosted tt̄ events.

Variable (tt̄) 000 Variable (j) N Variable (2D)

pt,h
T ptt̄

T pj,1
T Vs pt,h

T

pt,`
T N j pj,1

T Vs N j

|yt,h| pj,1
T

∆φ
π (j1, th) Vs pt,h

T

|yt,`| pj,2
T

∆φ
π (j1, th) Vs N j

|ytt̄ | ∆φ
π (j1, th)

mtt̄ ∆φ
π (j2, th)

Htt̄
T

∆φ
π (j1, j2)

∆φ
π (b`, th)

∆φ
π (th, t`)

m(j1, th)

Htt̄+jets
T
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Figure 8.1: Fraction of total events (in percent) in each bin at detector-level and particle-level
in the nominal POWHEG+PYTHIA8 MC sample for (a) hadronic top pT, (b) leading
top pT, (c) leptonic top pT. All variables use identical binning.

8.1.1. Choice of top-quark

For variables that indirectly measure the kinematics of the top-quark, e.g. ∆φ
π (j1, th), a

choice has to be made of which top-quark definition to use; the hadronically decaying
top-quark (th), the leptonically-decaying top-quark (t`), or the leading top-quark
(t1). Assuming a perfect detector, the leading top-quark is a sensible choice for
variables aiming to probe recoil kinematics between the top-quark and additional
radiation. However the detector resolution is not perfect in reality, as demonstrated
in Figure 8.1 which compares the migration matrices for the pT distributions of the
three top-quark choices, obtained during the unfolding process (see Section 8.3). These
show the fraction of total events in each bin at detector-level compared to all bins at
particle-level. In all bins the fraction of events on the diagonal is higher for the pT

of the hadronic-top indicating fewer migration effects occur between detector-level
and particle-level phase spaces during unfolding. This behaviour is expected as the
leptonic top-quark is reconstructed using the pseudo-top algorithm which has reduced
momentum resolution compared to using large-radius RC jets. In some events the
leptonic top-quark will have the highest pT and thus the resolution of pj,1

T is also
expected to be less than pt,h

T . As a result the tagged hadronic top-quark is used for all
relevant observables.
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8.1.2. Sensitivity to tt̄ modelling

The alternative tt̄ predictions discussed in Section 7.1.1 provide an opportunity to
examine whether any observables are particularly sensitive to different choices made
when modelling tt̄ production. Figures 8.2a–d show the differential cross-sections at
particle-level for each sample and the ratio of each to the nominal POWHEG+PYTHIA8
distribution for several of the studied observables. The cross-sections in each bin are
divided by the total cross-section of the relevant sample so that the differences in shape
can be directly compared. Uncertainty bands are also displayed which account for all
sources of detector and modelling uncertainty derived via the unfolding process as
described in Chapter 9, but omit uncertainty on the data statistics as the data is not
included. This study was carried out before samples using the SHERPA generator were
available and so the SHERPA predictions are not included in the plots.

Firstly the matching between the NLO matrix element to the parton shower is
not unambiguous and is handled using two different methodologies (POWHEG and
MC@NLO) matched to the same parton shower (PYTHIA8) in the POWHEG+PYTHIA8
and MC@NLO+PYTHIA8 samples. Comparing these directly effectively probes differ-
ences beyond NLO + PS accuracy. The first-order expectation is that any differences
would be most visible in variables probing the first additional jet; where the matching
is most relevant, and less extreme for variables related to any subsequent additional
jets; which are handled primarily by the parton shower. This behaviour is observed
most easily when comparing the pT of the leading and sub-leading additional jets in
Figures 8.2a and 8.2b, with the MC@NLO+PYTHIA8 sample showing incompatibility
with both POWHEG+PYTHIA8 and POWHEG+HERWIG7 for the leading additional jet
case (pj,1

T ) and much better agreement for the sub-leading additional jet (pj,2
T ).

Comparing the POWHEG+HERWIG7 and POWHEG+PYTHIA8 MC samples helps
probe the impact of using different parton shower and hadronisation implementations.
Firm conclusions are harder to obtain from these comparisons since both the shower
and hadronisation models are changed simultaneously. However one notable area of
difference is observed for the ∆φ between the leading and sub-leading additional jets
in Figure 8.2c, which is potentially due to the difference in shower ordering between
PYTHIA8 (pT ordered) and HERWIG7 (angle ordered).

The POWHEG+PYTHIA8 prediction with modified hdamp parameter should in
theory probe variations in the kinematics of the leading extra radiation but in practice
this is not observed to have a strong effect. Figure 8.2d shows the pT distribution of
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Figure 8.2: Particle-level generator comparisons of the relative tt̄ cross-section in bins of (a) pj,1
T ,

(b) pj,2
T , (c) ∆φ

π (j1, j2), (d) ptt̄
T . The lower ratio pads compare different predictions to

the POWHEG+PYTHIA8 distribution at particle-level. The yellow band represents
combined detector, modelling, and MC statistical uncertainties derived from the
unfolding whilst the orange band shows only the MC statistical component.
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the tt̄ system in which a slight shape difference between the hdamp varied sample and
the nominal prediction is visible. Additionally the samples with modified initial- and
final-state radiation alter the overall effects of additional radiation coming from each
process. A priori the samples with varied strengths of ISR are expected to show larger
differences compared to FSR as the probability of initial-state radiation is significantly
higher in gg initiated tt̄ production. Effects from the ISR variations are much more
significant than both FSR and hdamp variations, as seen in the lower panels of Figures
8.2a, 8.2b and 8.2d.

8.1.3. EFT sensitivity

The tt̄ samples which include additional EFT contributions, outlined in Section 7.1.1,
can be used to assess the sensitivity of given observables to the new physics effects
probed in Chapter 11. Several variables, including pt,`

T , mtt̄ , and Htt̄
T , exhibit sensitivity

to EFT effects. However the pt,h
T distribution was found to be particularly sensitive

to the chosen operators, especially in the highest pT bins, as shown in Figure 8.3.
This shows the particle-level cross section as a function of pt,h

T for leading-order SM,(
CtG, C(8)

tq

)
= (0, 0), and SM + EFT predictions with

(
CtG, C(8)

tq

)
= (1, 0) and (0, 1).

The overall effect of the OtG operator on the total rate is greater than for O(8)
tq , however

the pT dependence of the EFT contribution at high pT is stronger for O(8)
tq . This

difference in shape allows the effects of the two operators to be disentangled using a
single differential measurement.



Observables and unfolding 96

5−10

4−10

3−10

2−10

SM

=0.0
(8)

tq
=1.0, C

tG
, C-2Λ

=0.0
(8)

tq
=1.0, C

tG
, C-4Λ

=1 TeVΛ

-1= 13 TeV, 139 fbs

Simulation InternalATLAS

400 600 800 1000 1200 1400 1600 1800 2000
1

1.5

2

2.5S
M

E
F

T
tt

[p
b

/G
e

V
]

t,
h

T
/ 

d
 p

σ
d

[GeV]t,h

T
p

(a)

5−10

4−10

3−10

2−10

SM

=1.0
(8)

tq
=0.0, C

tG
, C-2Λ

=1.0
(8)

tq
=0.0, C

tG
, C-4Λ

=1 TeVΛ

-1= 13 TeV, 139 fbs

Simulation InternalATLAS

400 600 800 1000 1200 1400 1600 1800 2000

1
1.5

2
2.5

3
3.5

S
M

E
F

T
tt

[p
b

/G
e

V
]

t,
h

T
/ 

d
 p

σ
d

[GeV]t,h

T
p

(b)

Figure 8.3: Standard Model particle-level cross-section prediction as a function of the pT of the
hadronic top-quark, compared to predictions with EFT effects turned on.
(a) Only effects of the chromo-magnetic dipole operator OtG are included
(CtG = +1, C(8)

tq = 0). This significantly enhances the total rate and the quadratic
terms exhibit a mild energy dependence.
(b) Only effects of the 4-fermion operator O(8)

tq are included (CtG = 0, C(8)
tq = +1).

This shows a stronger energy dependence at high pT for both linear and quadratic
terms but has a lower overall effect on the rate.

8.1.4. Correlation between variables

The correlations between individual variables are also evaluated. Distributions sensi-
tive to the same underlying physics effects will exhibit natural correlations parame-
terised by the correlation factor:

ρX,Y =
cov(X, Y)

σXσY
, (8.2)

where cov(X, Y) is the covariance between variables X and Y and σX(Y) is the standard
deviation of X(Y). The correlation factor for each pair of variables is evaluated in
Figure 8.4 using events in the full Run-2 data sample at detector-level. Several variable
pairs exhibit strong correlation; though in each case this behaviour is expected and
can be explained. For example ρ(pt,h

T , Htt̄
T ) = 0.78 is understandably high as pt,h

T is
included directly in the definition of Htt̄

T .
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Figure 8.4: Un-binned correlation coefficients between each pair of single-differential kinematic
variables, calculated from 139 fb−1 of data.
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8.2. Data distributions at detector-level

Single differential variables

Figures 8.5 and 8.6 show the detector-level data distributions compared to the nominal
signal+background prediction for the measured one-dimensional observables. The
sum of the tt̄ and expected background yields is normalised to the data to better
visualise the level of agreement in the shape of the distributions. The nominal predic-
tion is found to give a reasonable description of the data overall; however, in some
distributions trends can be observed. In particular the pt,h

T , pt,`
T and Htt̄

T distributions
(Figures 8.5a, 8.5b, and 8.5c) are softer in data than predicted. Additionally the shapes
of the N j and ∆φ

π (th, t`) distributions (Figures 8.6a and 8.6f) are notably different be-
tween data and simulation. To ensure these discrepancies will not cause problems
for the final measurement they are used in Section 8.5 to verify the robustness of the
unfolding procedure against potential mis-modelling.
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Figure 8.5: Detector-level distributions of the number of events as a function of (a) pt,h
T , (b) pt,`

T ,
(c) Htt̄

T , (d) Htt̄+jets
T , (e) mtt̄ , (f) ∆φ(b`, th), (g) |yt,h|, (h) |yt,`|, and (i) |ytt̄ |. The data

are compared to the expectation from simulation and background estimates nor-
malised to match the number of entries in data. The lower panel in each subfigure
shows the ratio of the data to the normalised expectation. The dashed band repre-
sents the total statistical and systematic uncertainty but does not include modelling
uncertainties.
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Figure 8.6: Detector-level distributions of the number of events as a function of (a) N j ,
(b) pj,1

T , (c) pj,2
T , (d) m(j1, th), (e) ptt̄

T , (f) ∆φ(th, t`), (g) ∆φ(j1, th), (h) ∆φ(j2, th), and
(i) ∆φ(j1, j2). The data are compared to the expectation from simulation and back-
ground estimates normalised to match the number of entries in data. The lower
panel in each subfigure shows the ratio of the data to the normalised expectation.
The dashed band represents the total statistical and systematic uncertainty but does
not include modelling uncertainties.
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8.3. Unfolding

Any kinematic measurements made at detector-level will have some inherent bias
towards specifics of the ATLAS detector hardware and reconstruction. As discussed
in Section 6.7 the final step in the generation of simulated events involves modelling
the response of the ATLAS detector to incoming particles. As a result it is possi-
ble to make direct comparisons between data and simulation at detector-level. In
practice this situation is not ideal as measurements cannot be compared directly to
results from other experiments, such as CMS, likewise any new theory predictions
would need to be passed through the same CPU expensive detector simulation which
would considerably slow down the rate at which new theories could be tested against
measurement.

The solution to this is to first remove any effects related to the detector from the
measured distributions and then compare them directly to simulation at particle-
level in a process known as unfolding. Due to complex interactions between these
various detector effects this unfolding problem is not as straightforward as it initially
appears and there are several possible approaches. The Iterative D’Agostini-Bayes
method [164], commonly known as iterative Bayesian unfolding (IBU), is chosen for
this analysis, using the implementation in the RooUnfold package [165]. This approach
is designed to be applied directly to binned distributions and has the advantage of
being easily expanded to multiple dimensions. Using IBU, the number of events in
bin j of the unfolded particle-level distribution is found using the number of events in
each bin i of the data and background samples at detector-level (Ndata

i and Nbkg
i ):

Nunf
j =

1

f eff
j

∑
i
M−1

ij f acc
i (Ndata

i − Nbkg
i ), (8.3)

where the three correction factors: f eff,M−1
ij , and f acc

i , are constructed to deal with the
three primary areas where detector performance can impact the measured data. The
efficiency term ( f eff) corrects for events which pass the event selection at particle-level
but fail one or more selections at detector-level. It is defined for each particle-level bin
as:

f eff
j =

N MC,reco
j ∩ N MC,particle

j

N MC,particle
j

, (8.4)
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where the numerator represents all events that pass the selections at both detector-
and particle-level. In essence this parameterises the combined effects of limited object
reconstruction efficiencies on the final event yields. Similarly the acceptance correction
( f acc) is defined for each bin at detector-level as:

f acc
i =

N MC,reco
i ∩ N MC,particle

i

N MC,reco
i

, (8.5)

and accounts for events that pass the detector-level selection but do not pass at
particle-level. This corrects for events originating outside of the fiducial region which
are incorrectly selected due to an imperfect detector (limited resolution, electronic
noise, etc.). Figure 8.7 shows an example of the acceptance and efficiency factors for
each bin of the pT distribution of the hadronic top-quark. The acceptance correction is
fairly consistent at around 80% due to the matched selections at detector- and particle-
level but is considerably lower in the first pT bin due to the low edge value of 355 GeV
being a pre-requisite for event selection. The efficiency is more pT dependent and is
considerably lower at ∼30% due mainly to the limited b-tagging efficiency (∼77% per
b-jet) that only effects events at detector-level.
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Figure 8.7: (a) Acceptance ( f acc) (b) Efficiency ( f eff) unfolding corrections for the pT of the
hadronic top-quark, derived using events from the POWHEG+PYTHIA8 prediction.
Under/overflows are not included.
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Figure 8.8: Migration matrix for the pT of the hadronic top-quark. The matrix shows the
fraction of particle-level events in each bin on the y-axis that appear in every
detector-level bin on the x-axis, derived from events in the POWHEG+PYTHIA8 MC

sample.

Lastly Mij, referred to as a migration matrix, accounts for the resolution of the
detector. Resolution effects are those which result in events generated in bin j at
particle-level becoming "smeared" and migrating across bin boundaries entering
bin i (i 6=j) when reconstructed at detector-level. The entries of the matrix encode the
fraction of events in a given particle-level bin that are reconstructed in a particular
bin at detector-level. Figure 8.8 shows an example migration matrix for bins of the
hadronic top-quark pT.
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The negative power on the migration matrix (M−1) indicates the application of the
IBU unfolding itself which achieves a similar effect to that of a matrix inversion but is
probabilistic in nature. As suggested by its name the IBU method uses Bayes’ theorem:

P(A|B) = P(B|A)P(A)

P(B)
, (8.6)

with P(A|B) denoting the conditional probability of outcome A given the input B,
P(B|A) the inverse of this and P(A) and P(B) the individual probabilities of A and B.
Re-framed in the context of detector smearing this can be re-written as:

P(unfi|foldj) =
P(foldj|unfi)P(unfi)

∑k P(foldj|unfk)P(unfk)
, (8.7)

P(unfi|foldj) ≡M−1
ij ,

where P(unfi|foldj) is the probability of an event observed in bin j of the detector-
level (or folded) distribution originating from bin i of the true (unfolded) distribution.
P(foldj|unfi) is the reverse of this which equates to individual bins of the migration
matrix (Mij), and P(unfx) is an estimate of the unfolded probability distribution
based on our prior knowledge, often referred to as simply the prior. In the RooUnfold
implementation the normalised particle-level MC simulation is used as the prior as we
assume this is a good approximation for the true probability distribution.

Equation (8.7) provides an estimate of the inverted migration matrix in a single
step, however the result of this will depend heavily on the MC prediction used in
the prior, which is based only on Standard Model processes. This bias is reduced by
repeating the process iteratively, with the prior replaced by the output of equation (8.3)
using the result from the previous iteration as M−1

ij . As a result the number of
iterations becomes a parameter within the unfolding that can be freely chosen with
more iterations reducing the SM bias that could "unfold away" true BSM effects.
However in the presence of limited MC statistics increasing the iterations can also lead
to small statistical fluctuations quickly growing in a form of positive feedback loop
ultimately producing unphysical results. Choosing a sensible and fairly low number
of iterations is then used as a method to regularise the unfolding and protect against
these statistical effects.
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Finally the output of equation (8.3) can be combined with equation (8.1) in order
to take detector-level event distributions directly to measurements of the absolute
differential tt̄ cross-section at particle-level:

dσj

dXj
=

1
L · ∆Xj

1

f eff
j

∑
i
M−1

ij f acc
i (Ndata

i − Nbkg
i ). (8.8)

Normalised differential cross-sections are calculated by dividing each measured dif-
ferential cross-section by the sum over all bins of the absolute cross-section. The
normalised distributions help highlight shape differences between data and prediction
but contain less information overall.

8.3.1. Two-dimensional unfolding

A strength of the IBU method is that the governing equation (8.8) is valid for distribu-
tions with any number of bins of arbitrary size and thus is easily expanded to include
double-differential observables. In practice two-dimensional histograms in X and Y
are first transformed by concatenating the distributions in X for each bin of Y to form
a new single-dimensional distribution in X′. This new observable is defined as:

X′ = X + iY × ∆X, (8.9)

where iY is the index of the bin in Y and ∆X is the full range of the variable X. These
flattened double-differential distributions are then unfolded in the same way as de-
scribed above. Example acceptance and efficiency correction factors are shown for
the ∆φ difference between the leading additional jet and the hadronic top-quark in
regions of increasing numbers of additional jets in Figure 8.9. The discontinuities
observed where the second dimension (N j) changes can potentially cause instability
in the unfolding in a similar way to the inflation of statistical fluctuations discussed
above. Evidence of this is monitored using tests to validate the efficacy of the un-
folding process, outlined in Section 8.5, and no specific issues were observed for
double-differential variables. The migration matrix for the same variable is shown in
Figure 8.10.



Observables and unfolding 106

0 0.5 1 1.5 2 2.5 3

A
c
c
e

p
ta

n
c
e

0.5

0.55

0.6

0.65

0.7

0.75

0.8

ATLAS Simulation Internal
-1= 13 TeV, 139 fbs

Fiducial phase-space
Boosted

N = 1
j

N = 2 N > 2
j j

Reconstructed-level 
h

,t
1
j(π

φΔ
N  - 1

j) + ( )

(a)

0 0.5 1 1.5 2 2.5 3
E

ff
ic

ie
n

c
y

0.2

0.25

0.3

0.35

0.4 ATLAS Simulation Internal
-1= 13 TeV, 139 fbs

Fiducial phase-space
Boosted

N = 1
j

N = 2 N > 2
j j

h
,t

1
j(π

φΔ
Particle-level N  - 1

j) + ( ) 

(b)

Figure 8.9: (a) Acceptance ( f acc) (b) Efficiency ( f eff) unfolding corrections for the ∆φ between
the leading additional jet and the hadronic top-quark in regions of additional jet
multiplicity. Discontinuities at ∆φ

π + (N j − 1) = 1 and ∆φ
π + (N j − 1) = 2, where

N j = 3 for events with 3 or more additional jets, are due to the mapping of a 2D
distribution to one dimension.
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Figure 8.10: Migration matrix for the ∆φ between the leading additional jet and the hadronic
top-quark in regions of additional jet multiplicity. The matrix shows the fraction
of particle-level events in each bin on the y-axis that appear in every detector-level
bin on the x-axis for the modified one-dimensional variable: ∆φ

π + (N j − 1), where
N j = 3 for events with 3 or more additional jets.
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8.4. Unfolding optimisation

8.4.1. Choice of binning

The use of binned distributions as inputs to the unfolding means the results are
dependent on the initial choice of bin edges. These can then be optimised to improve
the performance and stability of the unfolding with the overall aim of reducing
unfolding related biases while ensuring that there are a sufficient number of simulated
events in each bin to produce stable uncertainty estimates.

As the analysis aims to measure several different variables, often with many in-
dividual bins, it becomes necessary to automate part of the binning optimisation
process. This initial step defines bin edges for each variable based on the diagonal
resolution of the migration matrix and the statistical uncertainty in each bin of the
POWHEG+PYTHIA8 MC sample, with different criteria defined for 1D and 2D distribu-
tions. After initial testing the set of one-dimensional angular distributions (∆φ

π (x, y))
were found to exhibit less extreme migrations in general resulting in distributions with
a large numbers of bins. Separate tighter requirements on the resolution and per-bin
statistical power are applied for these variables in order to reduce the initial number
of bins. The criteria for the different classes of observables are:

• 1D: ≥ 65% of events on the diagonal of the migration matrix and a maximum MC

statistical uncertainty in each bin of 1.2%

• 1D angular: ≥ 75% of events on the diagonal of the migration matrix and a
maximum MC statistical uncertainty in each bin of 1.0%

• 2D external variable (Y): ≥ 75% of events on the diagonal of the migration matrix
and a maximum MC statistical uncertainty in each bin of 0.5%

• 2D internal variable (X): Same requirements as 1D variables.

In general the automatic binning for non-angular single-differential variables is
dominated by the resolution requirement while angular and double-differential vari-
ables are more sensitive to the requirement on the maximum statistical uncertainty.
The bin edges are further refined by hand to use more sensible values where appro-
priate. The number of bins was also reduced in a small number of cases to improve
the robustness of the unfolding to statistical closure as described in Section 8.5.2, for
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Figure 8.11: Migration matrix for the pT of the hadronic top-quark: (a) with arbitrarily chosen
bin edges, (b) after automatic optimisation of bins and further refinement by-hand.

several variables, including pt,h
T , this results in less than 65% of events falling on the

diagonal of the migration matrix.

Figure 8.11 shows the migration matrix for the pT of the hadronic top-quark before
and after optimising the bin edges, with the initial binning chosen arbitrarily. The
optimised bins used in Figure 8.11b results in a higher fraction of events along the
diagonal on average, especially at low pT, and less severe migrations.

8.4.2. Choice of number of iterations

The number of iterations used in the unfolding can be freely chosen with lower
numbers resulting in stronger regularisation. In terms of overall performance the
optimum number of iterations for each variable is dependent on both the scale of the
correlation between bins and the statistical uncertainty related to the unfolding. In
order to parameterise both of these effects the average global correlation factor (ρavg)
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is used, as described in [166]. It is defined as:

ρi =

√
1−

(
Vii · (V−1)ii)

)−1
, (8.10)

ρavg =
1

Nbin

Nbin

∑
i=1

ρi , (8.11)

where i represent the bin number of a particular observable, and Nbin is the total
number of bins. Lastly V is the statistical covariance matrix for the variable which
quantifies the covariance induced by the unfolding between events in each pair of
bins. In order to derive a covariance between pairs of individual bins a series of 1000
pseudo-experiments are created. Each pseudo-experiment is the result of smearing
the expected number of events in each bin at detector-level using a Poisson distri-
bution with mean equal to the original bin content and width equal to the statistical
uncertainty of the bin. Each pseudo-experiment is then unfolded using the nominal
corrections and the covariance matrix is derived from the unfolded results.

In general where there are non-negligible migration effects ρavg is expected to be
non-zero and in the case of iterative unfolding methods this tends to produce a single
minimum when plotted against Niter [166]. For each variable the optimum number
of iterations is taken as the value which minimises ρavg and thus introduces minimal
bin-to-bin correlations. Figure 8.12 shows the change in ρavg for increasing iterations
for the pT of the hadronic top-quark, with the minimum clearly visible at 4 iterations.
Figure 8.13 shows the bin-to-bin statistical correlation matrix for the pT of the hadronic
top at 2, 4, and 8 iterations with the minimum correlations observed for 4 iterations.
Larger positive correlations are observed for iterations below this optimum number
while for larger numbers the correlations become increasingly negative.

Table 8.2 summarises the optimum number of unfolding iterations for all of the
variables considered in the analysis. Generally the ideal number of iterations is low
and very similar for all variables (either 2, 3 or 4). This is expected as the average
correlation is tied to the diagonality of the migration matrix which is kept consistent
between variables by design.
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Figure 8.13: Post-unfolding bin-to-bin statistical correlations in the hadronic top-quark pT
distribution for (a) 2, (b) 4, and (c) 8 unfolding iterations. For this variable the
optimum number of iterations is 4 corresponding to the minimum of ρavg.
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Table 8.2: Optimised number of unfolding iterations for each observable considered in the
analysis

Variable (tt̄) Niter Variable (j) Niter Variable (2D) Niter

pt,h
T 4 ptt̄

T 3 pj,1
T Vs pt,h

T 4

pt,`
T 3 N j 2 pj,1

T Vs N j 3

|yt,h| 2 pj,1
T 3 ∆φ

π (j1, th) Vs pt,h
T 3

|yt,`| 3 pj,2
T 3 ∆φ

π (j1, th) Vs N j 3

|ytt̄ | 2 ∆φ
π (j1, th) 2

mtt̄ 3 ∆φ
π (j2, th) 2

Htt̄
T 4 ∆φ

π (j1, j2) 2
∆φ
π (b`, th) 2 ∆φ

π (th, t`) 2

m(j1, th) 3

Htt̄+jets
T 3

8.5. Validation of unfolding method

Since the IBU method is regularised it is necessary to perform a series of tests to verify
the statistical fluctuations and induced biases are sufficiently small. These tests can
be split into three categories: those which assess the stability of the unfolding as
the regularisation is loosened, those which test stability in the presence of statistical
fluctuations (closure and pull), and those which probe the extent of bias in the unfolded
results (stress). In each case it is not desirable to asses the unfolding machinery using
the measured data itself. Similarly it is best to avoid testing with the same MC sample
used to derive the unfolding correction factors. The solution is to use pseudo-data
samples, either by smearing the nominal MC events, splitting the sample into dedicated
testing and training sets, or using an alternative prediction.

8.5.1. Iteration stability

The effect of loosening the regularisation parameter (Niter) on the unfolding is tested. A
statistical χ2 test is used to determine the overall change in the unfolded distributions
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with respect to the previous iteration, calculated according to the equation:

χ2
iter = VT

(i,i−1) C−1
i V(i,i−1), (8.12)

where V(i,i−1) is the vector of residuals between the ith and ith − 1 unfolding itera-
tion and Ci is the statistical covariance matrix for the ith iteration. The alternative
POWHEG+HERWIG7 sample is used as pseudo-data and is unfolded using the correc-
tions derived from the POWHEG+PYTHIA8 sample. Results for the pT of the hadronic
top and the number of additional jets are shown in Figure 8.14. In both cases the χ2

values reduce as Niter increases, which is expected behaviour, as the particle-level
bias reduces with each subsequent iteration. The per-bin statistical uncertainty is
also assessed as a function of Niter. The results from the first and fifth bin of the pt,h

T

distribution are shown in Figure 8.15, again the distributions behave as expected with
the statistical uncertainty increasing along with the number of iterations. The results
validate that a low number of iterations is reasonable as the reduction in χ2 becomes
less with each subsequent iteration and is already in fairly good agreement after only
three iterations on average. In contrast the increase in statistical uncertainty for each
subsequent iteration grows at a faster rate suggesting lower iterations are optimal.
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Figure 8.14: Statistical χ2 test of unfolded pseudo-data with respect to the previous unfolding
iteration as a function of the number of iterations for (a) the pT of the hadronic
top-quark, (b) the number of additional jets in the event. In the χ2 calculations
only the covariance related to the higher number of iterations is considered.
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Figure 8.15: Statistical uncertainty as a function of the number of iterations for the pT of the
hadronic top-quark in (a) the first bin (b) the fifth bin. The POWHEG+HERWIG7
sample is used as input and is re-weighted to match the data luminosity.

8.5.2. Statistical stability

Closure test:

A closure test is performed to ensure the unfolding is able to correctly reproduce
the particle-level distributions of MC events that it has not seen before. Simulated
events from the same generator setup as those used to derive the corrections are used
for this by splitting the set of POWHEG+PYTHIA8 MC events into two halves based
on odd and even event numbers. One set (labelled H0) is used as pseudo-data and
input to the unfolding, while the other half (H1) is used to derive the acceptance
and efficiency corrections and construct the migration matrix. Results from the H0

pseudo-data unfolded using Niter from Table 8.2 are compared to both H0 and H1

at particle-level, with results normalised to the total cross-section in each case. To
consider the test passed with good closure the unfolded H0 distributions should be
compatible with the particle-level of H0, with the compatibility determined using a χ2

test:

χ2
closure = VT

(U(H0),P(H0))
C−1

H0+H1
V(U(H0),P(H0))

, (8.13)

where V(U(H0),P(H0))
is the vector of residuals between the unfolded H0 distribution

and the same distribution at particle-level, and CH0+H1
is the full covariance matrix

formed by summing the two individual covariances from each half. Combining
both covariances in this test means the statistical uncertainty of both distributions
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is considered, analogous to combining the covariance matrices for the MC and Data
statistical uncertainties used when unfolding the final measured distributions.

Figure 8.16 shows the outcome of the closure test for the pT of the hadronic top
and the number of additional jets. Both of these variables show good closure between
the unfolded and particle-level H0 distributions with pt,h

T displaying significantly
better agreement. The closure success is partially dependent on the bin edges used
for each variable, thus the binning can be tuned where appropriate to give the best
unfolding performance. The χ2 per degree of freedom (χ2/NDF) and associated p-
values are shown for all variables considered in the analysis in Table 8.3. The majority
of variables show good agreement, however both ptt̄

T and the two-dimensional variable
pj,1

T Vs pt,h
T have χ2 values which correspond to a probability of < 5% suggesting the

unfolded distributions do not match the original particle-level. Normally this level of
disagreement might constitute introducing an additional uncertainty to cover for the
non-closure in these observables. However since the test is performed on a large set of
variables (22) a small number having this level of agreement can be expected. As a
result the unfolding is considered to have passed the closure test and no additional
uncertainty is required. The test was not repeated using different dataset splittings
as the same events would ultimately be used, thus the results of each test would be
correlated in a non-trivial way making the outcomes difficult to compare.
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Figure 8.16: Unfolding closure test for (a) pt,h
T and (b) N j . The red line represent the particle-

level distribution of the testing half (H0), while the markers represent the result of
unfolding H0 with corrections derived from H1. To pass the test closure is required
between the markers and the line, shown as compatibility of the line with unity in
the ratio panel. The uncertainty bands contain only statistical uncertainty derived
from H0 in orange and H0 + H1 in gold.

Table 8.3: Statistical χ2 test results and associated p-values from the unfolding closure test.
Values denote the agreement between the particle-level and unfolded distributions
derived from the testing set (H0) for all observables considered in the analysis.
The samples differ as the unfolding corrections are derived from a statistically
independent sample (H1). The reported χ2 values have been rounded to reflect the
measurement precision while the p-values are calculated using the full precision.

Variable (tt̄) χ2/NDF p-value Variable (j) χ2/NDF p-value Variable (2D) χ2/NDF p-value

pt,h
T 10/7 0.21 ptt̄

T 18/6 0.01 pj,1
T Vs pt,h

T 30/16 0.02

pt,`
T 10/7 0.17 N j 9/4 0.07 pj,1

T Vs N j 18/20 0.56

|yt,h| 12/16 0.74 pj,1
T 14/14 0.42 ∆φ

π (j1, th) Vs pt,h
T 25/20 0.21

|yt,`| 16/13 0.24 pj,2
T 7/8 0.57 ∆φ

π (j1, th) Vs N j 24/18 0.14

|ytt̄ | 11/9 0.29 ∆φ
π (j1, th) 7/8 0.57

mtt̄ 8/9 0.58 ∆φ
π (j2, th) 8/8 0.44

Htt̄
T 7/9 0.63 ∆φ

π (j1, j2) 16/10 0.10
∆φ
π (b`, th) 15/12 0.26 ∆φ

π (th, t`) 5/4 0.27

m(j1, th) 12/11 0.36

Htt̄+jets
T 8/6 0.24
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Pull test:

The second statistical test does not split events and instead uses the full expected
tt̄ spectrum at detector-level to build a series of 1000 pseudo-experiments (toys) by
smearing each bin at detector-level using a Poisson distribution. All toys are then
unfolded using the corrections and Niter derived from the nominal (non-smeared)
sample. The unfolded cross-section in each bin i is calculated for each toy j and from
these the pull is defined:

pi
j =

XSi
j − XSi

T

σi , (8.14)

where XSi
j is the unfolded cross-section of toy j in bin i, XSi

T is the particle-level
cross-section of the nominal sample in bin i and σi is the error on the unfolded nominal
distribution in bin i (XSi

N) coming from the unfolding. In each bin the pull pi
j is fitted

using a Gaussian with mean: µpull, and standard deviation: σpull. If the error estimated
from the unfolding (σi) is sufficient then σpull should be consistent with unity and
for the case of no bias, µpull should be consistent with zero. The results of the pull
test on the absolute cross-sections are shown for the pT of the hadronic top-quark
and the number of additional jets in Figure 8.17. The uncertainty bands on these
plots are very faint but represents the error on the individual σpull and µpull derived
from the Gaussian fit. For the pT of the hadronic top-quark, the σpull values are all
slightly greater than unity suggesting that the expected statistical uncertainty does not
fully cover unfolding variations for this variable. However this non-closure is very
small and not considered problematic. For all other studied observables no significant
fluctuations are observed between the fitted µpull and σpull and their expected values
indicating that in general the unfolding is robust against statistical fluctuations.

8.5.3. Tests for regularisation bias

Data/MC stress test:

The unfolded results can potentially become biased due to the fact that simulated
MC events are used in the unfolding process. To ensure the results are valid the extent
of any unfolding-induced biases must be assessed. Effects related to the choice of tt̄
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Figure 8.17: Unfolding pull test for (a) pt,h
T , (b) N j . The markers denote the mean (µ) in blue

and standard deviation (σ) in red of a Gaussian fit to the pull distribution formed
from the absolute cross-sections of all 1000 pseudo-experiments.

model are covered by the modelling uncertainties outlined in Section 9.4. A series of
stress tests are also carried out using controlled changes to the MC simulation in order
to check the dependence of the unfolding results on the shape of the distributions
used to derive the corrections. Provided the regularisation is sufficiently loose any
shape differences between simulation and data should be corrected for by the iteration
process. In each test the particle- and detector-level POWHEG+PYTHIA8 samples are
re-weighted using a different function f (x), where x represents the variable in question.
These re-weighting (or stress) functions are derived from a set of observables which
show noticeable shape disagreement between data and simulation at detector-level:

• ∆φ
π (th, t`)

• N j

• pt,h
T

The stress functions are shown in Figure 8.18. Second-order polynomials are used to
fit the Data/MC disagreements for ∆φ

π (th, t`) and N j, while a linear fit is used for pt,h
T .

To make consistent comparisons between re-weighted (stressed) events at
both particle-level and detector-level only events that pass both selections in the
POWHEG+PYTHIA8 MC are used. The detector-level distributions, stressed using the
functions above, are used as pseudo-data and unfolded using nominal corrections.
Differences between the similarly stressed particle-level and the unfolded pseudo-data
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Figure 8.18: Re-weighting functions used to stress test the unfolding. Functions are obtained
by fitting the data/MC differences ((Data/MC)-1) in the detector-level distributions
of variables: (a) ∆φ

π (th, t`) (polynomial), (b) N j (polynomial), and (c) pt,h
T (linear).

are then evaluated with any significant variations being considered indicative of a
bias in the unfolding step. The results of the stress test are shown in Figure 8.19, again
for the pT of the hadronic top and the number of additional jets. In these plots the
solid lines indicate the ratio between the stressed pseudo-data after unfolding and
the particle-level distributions with the same stress applied. Markers are placed at
the centre of each bin and error bars are included which reflect the expected data
statistical uncertainty. The dotted lines indicate the ratio between the nominal and
stressed particle-level predictions and thus display the raw effect of the stress func-
tions. The solid lines evaluate the performance of the unfolding in the presence of
stress by their compatibility with unity. The plots shown here, and the results from the
remaining observables, show only a very small bias, which is well inside the statistical
uncertainties for most bins thus the test is considered passed.
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Figure 8.19: Results of the unfolding stress test for (a) pt,h
T , (b) N j . The dotted lines show the

functions used for the re-weighting while the solid lines show the ratio between
the unfolded and particle-level distributions after adding additional stress to the
input. The error bars show the expected statistical uncertainty on the data.
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EFT stress test:

To ensure the unfolding is not biased against possible new physics effects in data
another stress test is performed, replacing the stressed samples with pseudo-data
consisting of the nominal tt̄ prediction with additional EFT contributions added.
Three tests are again performed, using the samples outlined in Section 7.1.1 which
correspond to EFT contributions:

•
(

CtG, C(8)
tq

)
= (0.25, 0.0) with terms up to Λ−2,

•
(

CtG, C(8)
tq

)
= (0.0, 0.25) with terms up to Λ−2,

•
(

CtG, C(8)
tq

)
= (0.2, 0.2) with terms up to Λ−4.

The Wilson coefficient values are chosen to roughly match the expected size of the
limits given the measurement precision. Figure 8.20 shows the results of the EFT
stress test for the pT of the hadronic top-quark. In this case the solid lines indicate the
ratio between the EFT pseudo-data after unfolding and the particle-level distributions
from the EFT samples. The dotted lines indicate the ratio between the EFT and
SM predictions at particle-level and correspond to the right-hand y-axis. The error
bars show the expected data statistical uncertainty. For each of the EFT variations
the ratio is compatible with unity indicating there is no significant bias on the EFT
interpretation coming from the measurement technique.
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Figure 8.20: Results of the EFT stress test for the pT of the hadronic top-quark. The dotted lines
show the magnitude of the injected EFT effects and correspond to the right-hand
y-axis. The solid lines show the ratio between the unfolded EFT pseudo-data
and the corresponding EFT particle-level prediction. The error bars show the
expected statistical uncertainty on the data.



Chapter 9.

Uncertainties

“Our calculations are always correct, for we are gigantic brains!”
— Big Space Brain, Futurama S5, E8 - The Why of Fry

The cross-section measurements presented here are affected by various sources of
statistical and systematic uncertainty, with the latter broken down into those derived
from the experimental procedure and those from theoretical assumptions used in the
signal and background modelling. These are each evaluated via the unfolding process
and applied to the final results at particle-level. The total uncertainty is then calculated
via standard error propagation, assuming all systematic effects are uncorrelated.

Each experimental systematic uncertainty is evaluated in the same way; by creating
a pseudo-data sample (signal+background) with the relevant uncertainty source mod-
ified to mimic a ±1σ change in the underlying property. The full analysis procedure is
then repeated, including unfolding using corrections derived from the nominal MC.
The difference between the cross-sections extracted from the pseudo-data sample and
from the nominal simulation are used as an estimate for the uncertainty. In some
cases only a +1σ change is available for the relevant uncertainty in which case this is
propagated through and then symmetrised to give the ±1σ estimate. For uncertainties
related to the physics objects, described in Chapter 5, the systematic variation will
affect the signal and background predictions and so modified versions of both signal
and background are produced. For uncertainties related to the background determina-
tion itself the nominal MC without any modification is used for the signal and only the
relevant background samples are modified to estimate the uncertainty.

120
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A similar method is used for uncertainties related to the underlying theory calcula-
tion and the phenomenological tt̄ modelling; in both cases alternative tt̄ simulations
exist at both particle-level and detector-level, described in Section 7.1.1. The alternative
signal samples and nominal background predictions are combined to form pseudo-
data samples which are analysed as before using the nominal unfolding corrections.
The uncertainty estimate is taken from comparisons of the unfolded cross-sections to
the corresponding distributions at particle-level from the alternative simulation. In
this way the associated uncertainty is not a comparison between the nominal and alter-
native predictions at particle-level but an estimate of the bias that would be observed
in data if the true underlying physics matched the alternative prediction.

This method of estimating the systematic uncertainties means only the inputs to
the analysis are ever varied (as pseudo-data), rather than changing the corrections
derived for the unfolding. This matches the approach taken in many previous tt̄ cross-
section analyses [122–124]. The following sub-sections detail the different sources of
uncertainty affecting the measurement followed by details of a new method used to
reduce the impact of jet energy scale uncertainties. The chapter is concluded with an
overview of the achieved measurement precision.

9.1. Statistical uncertainty

The uncertainty due to limited data statistics is propagated through the unfolding in
the same way as described for many of the unfolding validation tests in Chapter 8. The
expectations in each bin are used to create 10,000 Poisson smeared pseudo-experiments
that are individually passed through the unfolding procedure. The root mean squared
error of the resulting bin values are taken as the statistical error on each bin of the
unfolded distribution.

The uncertainty due to limited MC statistics is evaluated in an analogous way,
but smearing the bins of the nominal MC sample using a Gaussian with mean and
standard deviation taken from the nominal expectation in that bin and the bin error
respectively. Again 10,000 toys are produced, unfolded using the nominal corrections,
and the resulting RMS is taken as the MC statistical uncertainty on the unfolded results.
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9.2. Detector uncertainties

The detector systematic uncertainties cover all uncertainties related to the reconstruc-
tion and calibration of physics objects, the underlying sources of which were discussed
previously. There are two possible methods for propagating the resulting uncertainty.
In the first method the systematic uncertainty is assessed by applying event weights
to the simulated events. While for the second method the systematic uncertainty is
assessed by modifying the four-vector(s) of the selected objects in MC and re-applying
the event selection.

Lepton uncertainties

Electrons and muons both have uncertainties associated with the energy/momentum
scale and resolution. These variations modify the momentum of the leptons
(method 2). The calibration of the lepton reconstruction and ID efficiencies come with
associated uncertainties that are propagated via changes to the lepton scale-factors
(method 1). In a similar way, the scale factors for the trigger efficiencies are varied to
account for uncertainties in measured lepton trigger efficiencies (method 1).

Jet uncertainties

The uncertainty related to the jet energy scale for small radius R = 0.4 jets is assessed
using the Category Reduction scheme described in Section 5.3.2 which results in
30 independent variations. Each variation modifies the energy of the jets and thus
their four-momentum (method 2). Similarly the scheme used to parameterise the
uncertainty on the jet energy resolution for R = 0.4 jets provides 8 independent
variations which each modify the energy of jets (method 2). Due to the single-sided
smearing used in this scheme these systematics provide only +1σ variations. The
uncertainty originating from the JVT requirement on jets is assessed by varying the
associated scale factor (method 1), providing a single systematic uncertainty.

All changes in energy due to the JES and JER uncertainties are propagated to the
large-radius jets due to the re-clustering approach, meaning no additional uncertainty
is required on the RC jets. This is a particular benefit of the re-clustering method as it
provides a self-consistent uncertainty treatment for all jets in the events [167].
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Flavour-tagging uncertainties

The calibration of the b-tagging algorithm, described in Section 5.4, results in 17
individual uncertainties with an additional 2 uncertainties related to extrapolating cal-
ibrated scale-factors to higher pT regions. In all cases the uncertainties are propagated
to the analysis by varying the scale-factor associated with the b-tagging (method 1).

Emiss
T uncertainties

The uncertainties on the energy scale and resolution of leptons and jets are propagated
to the missing transverse momentum in a correlated way. Four additional system-
atic components cover scale and resolution uncertainties on the soft term and are
propagated by modifying the magnitude and direction of the Emiss

T vector (method 2).

9.3. Background uncertainties

For the tt̄V background the total uncertainty on the inclusive cross-section for each
process is used. This gives 13.3%, 12% and 9.9% normalisation uncertainty on the tt̄W
tt̄Z, and tt̄H events respectively [168]. As the three processes are combined in the tt̄V
background a conservative normalisation uncertainty of 13.3% is used for events in all
channels, matching the strategy used in [169].

The uncertainty on the W+jets background is evaluated using alternative predic-
tions in which MC weights are used to simulate varying the renormalisation (µr) and
factorisation (µf) scales of both the hard scatter and showering simultaneously. Both
µr and µf scales are shifted independently up or down by factors of 2.0 and 0.5 re-
spectively, with the additional constraint: 0.5 ≥ µr

µf
≤ 2, this gives an envelope of

seven possible scale variations including the nominal point (1.0,1.0). It was found
for all variables the simultaneous scaling of both parameters up (2.0,2.0) and down
(0.5,0.5) resulted in the largest impact. As a result only these two variations were used
to evaluate the W+jets uncertainty.

As very few Z+jets and diboson events pass the event selection a complex uncer-
tainty breakdown is not needed. Instead a flat 50% uncertainty is chosen to match the
size of the µr and µf scale uncertainty on the inclusive W+jets cross-section measure-
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ment, as outlined in [169]. The uncertainty is applied to the NNLO cross-sections used
to normalise each process.

As the most significant background, a more detailed breakdown is used to evaluate
the uncertainties related to single top processes. Several different sources of uncertainty
are considered, these are:

• The uncertainty due to the choice of the µr and µf scales in the hard-scatter and
showering. This uncertainty is evaluated using the nominal single top setup as
described in Section 7.1.1 but with additional weights applied which simulate
varying the µr and µf scales in the hard scatter by factors of 0.5 and 2.0, and the
scales in the parton shower to match the Var3c eigentune of the A14 tune.

• The uncertainty due to the final-state radiation simulation. This is evaluated in
a similar way as above using the nominal single top sample with 0.5 and 2.0
variations applied to the renormalisation scale for final-state emissions from the
parton shower.

• An uncertainty related to removing the double counting of tt̄ interference dia-
grams (DS/DR). The DS/DR uncertainty is evaluated using alternative MC samples
which use different schemes to deal with the overlap between the tt̄ and tW pro-
duction diagrams: diagram removal (DR), or diagram subtraction (DS). While the
other components affect all single top production channels, the DS/DR uncertainty
only affects the tW channel.

• Normalisation uncertainties for the separate single top processes. The uncer-
tainty on the inclusive single-top cross-section in each channel is used, equal
to 5.4% for the tW channel [170, 171], and 4.2% and 3.9% for the t-channel and
s-channel respectively [171–173].

9.3.1. Uncertainties on multijet background

The multijet background is estimated using a data-driven approach (matrix-method).
To derive an uncertainty on this prediction an alternative multijet estimation is pro-
duced and the normalisation difference between the yields from the two methods is
taken as an uncertainty.

The alternative method is based on the introduction of a simulated Monte Carlo
template as an estimate for multijet events. Fully hadronic tt̄ and Z/W+jets events that
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Figure 9.1: Number of events at detector-level in bins of Emiss
T + mW

T for (a) the data− bkgMC,
and the POWHEG+PYTHIA8 tt̄ prediction before and after the application of the
scale-factor (tt̄.SF = 0.87). (b) The ratios of the tt̄ predictions to the data− bkgMC

are shown.

include a high momentum large-radius jet are used. These processes are well modelled
by MC generators and as they are simulated in the all-hadronic channel they do not
contain any prompt leptons. The template is normalised to match the expected multijet
yield by fitting the template to data in a control region (CR), defined by removing the
Emiss

T and Emiss
T + mW

T requirements from the signal region (SR) selection described in
Section 7.4. Multijet events are expected to have lower value of Emiss

T as they do not
contain real neutrinos.

Before the CR fit can be performed the known normalisation shift between data
and MC simulation, observed in Figure 7.7, must be corrected for. This is done by
comparing the nominal POWHEG+PYTHIA8 tt̄ simulation in the SR to the data with
the other simulated background processes removed (data− bkgMC). A fit is performed
using the Emiss

T + mW
T distribution and a normalisation scale-factor is obtained as the

best-fit value for the difference between data and simulation (tt̄.SF = 0.87). Figure 9.1
shows the result of applying this factor to the tt̄ signal compared to data− bkgMC in
the expanded CR with the agreement between data and MC significantly improved
after applying the correction. The MC/data ratio in Figure 9.1b also shows that
the prediction, with tt̄.SF applied, underestimates the data in the low Emiss

T + mW
T

region, particularly in the first four bins, suggesting there is a non-negligible multijet
contribution estimate missing in this region of the phase-space.
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Figure 9.2: Number of events at detector-level in bins of (a) Emiss
T , (b) Emiss

T + mW
T for the

data− bkgMC (markers) and the POWHEG+PYTHIA8 tt̄ prediction multiplied by
tt̄.SF in blue with the addition of template fake estimate in red.

The POWHEG+PYTHIA8 tt̄ signal with tt̄.SF applied is subtracted from the
data− bkgMC to give an estimate of the missing multijet contribution. This is then fit
to the template distribution in the CR to extract the relevant normalisation (multijetSF).
This is the factor used to scale events in the multijet template prediction such that they
correctly match the normalisation of the data. The fit is performed separately using
both the Emiss

T and Emiss
T + mW

T distributions, giving scale-factor values of 34 and 44 re-
spectively. The multijetSF values account for QCD multijet events missing from the MC

template but also capture differences in the rate of fake lepton reconstruction between
data and MC. Figure 9.2 shows the improvement on the agreement between prediction
and data when including the appropriately scaled template multijet estimates. This
is shown by comparing the data− bkgMC distributions to those of the tt̄ + multijetMC

predictions where the nominal tt̄ sample is used. The agreement between data and
prediction is improved significantly for both the Emiss

T and Emiss
T + mW

T distributions
when including the multijetMC estimate.

The multijet predictions from the two different methods are compared to check
for shape differences and the two methods were found to agree well within statistical
uncertainties. The normalisation difference between the matrix-method (555 events)
and the multijet yield from the Emiss

T + mW
T template fit (910 events) was used to

estimate a final uncertainty of 65%.
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9.3.2. Effect of m`,b on background uncertainties

A targeted selection requirement on the invariant mass of the lepton and b` -jet system
(m`,b < 180 GeV) was introduced in Section 7.4 with the aim of reducing the single
top background contamination and its associated uncertainties. This is also expected
to have a lesser effect on other background processes in which the b` -jet does not
originate from a top-quark decay. Table 9.1 shows the effect of the m`,b requirement on
the various background uncertainties and the statistical uncertainty for the inclusive
cross-section at detector-level. The bottom row shows the overall signal purity which
increases when the requirement is added, similarly a reduction in the total background
uncertainty is observed, driven by reductions in single top components.

A much larger impact is expected when looking at differential distributions, es-
pecially in bins corresponding to highly boosted events. Figure 9.3 shows the effect
of the m`,b requirement on the statistical and background uncertainties for the pt,h

T

and Htt̄
T distributions at detector-level. The total background modelling uncertainty is

considerably reduced in the tails of both distributions. In the most extreme case drop-
ping from 7% to 2.3% in the last bin of the hadronic top pT spectrum, with the largest
reduction being the single top DS/DR component that decreases from 5.7% to 1%.

Table 9.1: Detector-level background and data statistical uncertainties on the inclusive mea-
surement with and without the m`,b requirement. Single top DS/DR and background
normalisation uncertainties are symmetrised. The bottom row indicates signal
purity as the fraction of tt̄ events over the total tt̄+background prediction.

with m`,b cut [%] without m`,b cut [%]

Single top DS/DR 0.32 0.44
Single top ISR 0.31 0.49
Single top FSR 0.1 0.1
Single top normalisation 0.10 0.14
W+jets scale 0.22 0.29
Z+jets normalisation 0.04 0.06
tt̄V normalisation 0.13 0.13
Diboson normalisation 0.02 0.03

Tot. uncertainty 0.54 0.76

Stat. uncertainty 0.36 0.36

Purity 96.4 95.4
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Figure 9.3: Detector-level distribution with/without the m`,b < 180 GeV requirement for

(a)/(b) pt,h
T , (c)/(d) Htt̄

T . The dashed band represents the combined statistical and
background modelling uncertainties. A different multijet estimation is used in
these plots and the multijet uncertainty discussed in Section 9.3.1 is not included.
The overflow and underflow are included.
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9.4. tt̄ modelling uncertainties

The analysis is sensitive to the modelling of simulated tt̄ events due to the use of MC

predictions to derive the unfolding corrections. The uncertainties on the tt̄ modelling
are evaluated using alternative tt̄ predictions as pseudo-data and calculating the
difference between the unfolded pseudo-data and the alternative tt̄ prediction at
particle-level. Several alternative predictions are used, as well as modifications to the
nominal MC settings. The different samples used are described in Section 7.1.1.

9.4.1. Uncertainties due to missing higher-order corrections

Variations in the extent of initial- and final–state radiation are estimated using sev-
eral approaches. Firstly the uncertainty related to the choice of the µr and µf scales
in the hard-scatter, and the parton shower, is evaluated by re-weighting of the
POWHEG+PYTHIA8 sample. These variations affect mainly ISR and are analogous
to the methods used for the single-top components. Although the source of this
uncertainty is shared between tt̄ and single-top the two components are considered
uncorrelated, since the underlying physics processes are different.

The hdamp parameter in the POWHEG generator regulates the scale of the highest
pT emission before the parton shower and thus primarily effects ISR properties. A
dedicated POWHEG+PYTHIA8 sample with modified hdamp is used to estimate an
uncertainty due to the choice of this parameter.

The uncertainty due to the FSR simulation is obtained using a POWHEG+PYTHIA8
sample where the renormalisation scale is shifted up or down with respect to the
nominal value. Again this component is considered uncorrelated with respect to the
related uncertainty on the single top modelling.

An additional uncertainty is used to parameterise effects related to the matching
between the output of the hard-scatter simulation and the input of the parton shower.
A direct comparison to the approach used in the POWHEG generator is provided by
an alternative sample generated using MADGRAPH5, which employs the MC@NLO
method for the matching. The alternative sample used to derive this uncertainty
is interfaced with PYTHIA8, in the same way as the nominal, but includes several
showering settings which are optimised for the MC@NLO matching. This creates an
inconsistency between the two versions of PYTHIA8 used, most notable is that the
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matrix element corrections are turned off in the MC@NLO+PYTHIA8 sample while they
are kept on in the POWHEG+PYTHIA8 sample. As a result this uncertainty convolutes
showering effects with the choice of the matching algorithm.

9.4.2. Parton shower and hadronisation

An uncertainty is included to cover the choice of parton shower and hadronisation
model used in PYTHIA8. The uncertainty is determined using an alternative tt̄ predic-
tion, swapping the PYTHIA8 shower and hadronisation model for HERWIG7.

9.4.3. Top-quark mass

The top-quark mass (mtop) is a fundamental property of the standard model which
has been measured to a high precision of around 0.5 GeV by both ATLAS [174], and
CMS [175]. The top-quark mass uncertainty is expected to be larger for this analysis as
the method used to reduce the sensitivity to jet uncertainties, outlined in Section 9.5,
directly exploits the top-quark mass resulting in increased sensitivity mtop.

An uncertainty is estimated using additional simulated samples with varied top-
quark mass values. Figure 9.4a shows initial results of the top-quark mass uncertainty
for the pj,1

T variable, derived using samples with mtop values of 172 and 173 GeV
(±0.5 GeV). Error bars on each point show the statistical uncertainty of the mass
varied sample while the orange band shows the expected statistical uncertainty on
the measurement as a point of comparison. These samples do not produce a reliable
estimate of the true effect due to their limited statistical precision. Samples with
mtop set to 169 GeV and 176 GeV are used instead, with the final uncertainty values
scaled by 1/7 to match the effect of a ±0.5 GeV shift in the top-quark mass. The
scaled uncertainties are also shown in Figure 9.4a and are found to be consistent with
results from the smaller mass values but with reduced relative statistical uncertainties.
Figure 9.4b shows an additional validation check comparing the uncertainty derived
from samples with ±1.5 GeV variations of the top-quark mass to results of the 169 and
176 GeV samples scaled by 3/7. These results are naturally larger than the uncertainties
derived from the ±0.5 GeV samples but are consistent with each other within the
statistical precision of the simulated samples, demonstrating the validity of the scaled
uncertainty estimate.
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Figure 9.4: Fractional uncertainty due to the precision of the top-quark mass as a function
of the pT of the leading additional jet. (a) Comparison between the uncertainty
derived using mtop = 172(173)GeV in red, and 169(176)GeV in blue, with results
from the latter scaled by 1/7. (b) Comparison between mtop = 171(174)GeV in red,
and 169(176)GeV in blue, with results from the latter scaled by 3/7. Error bars
show the statistical uncertainty of each MC sample and the orange band shows the
statistical uncertainty on the data.

9.4.4. PDF set

An uncertainty on the choice of the PDF set used in the POWHEG+PYTHIA8 sample
is estimated using a set of 30 eigenvector variations of the PDF4LHC30 [176] PDF set.
The procedure is the same as for the other modelling uncertainties but the prediction
using the central PDF4LHC30 variation, rather than the nominal MC sample, is used
to derive the unfolding corrections which are applied to the other 30 variations.

9.4.5. Pileup modelling and luminosity

An uncertainty related to the modelling of pileup interactions is evaluated by varying
the mean number of interactions in the simulation via the pileup event weights
as described in [177]. This is evaluated in the same way as the class of detector
uncertainties controlled using weights and is generally found to be small, in part due
to the use of particle flow jets which are robust against pileup effects. As described
in Section 7.1 an uncertainty of 1.7% on the total integrated luminosity of the Run-2
dataset is provided by an external measurement and included in the total uncertainty.
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9.5. Jet uncertainty reduction using JSF

The jet related uncertainties outlined previously, of which the JES components con-
tribute the largest fraction, are expected to make up a large portion of the total measure-
ment uncertainty. Jet uncertainties have historically been a significant source of mea-
surement error in many tt̄ cross-section measurements at both ATLAS [124, 128, 169]
and CMS [178, 179]. As a particular example Figure 9.5 shows the fractional uncer-
tainty breakdown for the pT of the hadronic top-quark and the scalar pT sum of the
two top-quarks from the previous 36 fb−1 ATLAS analysis [124]. The combined JES and
JER components, in red, are a significant uncertainty in most bins with the uncertainty
increasing in the higher pT regions in both cases.

The sensitivity of experimental results to certain classes of systematic uncertainty
can be reduced through careful modification of the analysis strategy. A novel approach
is introduced here which aims to reduce the overall impact of the jet energy scale un-
certainties by using information from the measured mass of the hadronically decaying
top-quark (mt,h) and the precisely known value of the top-quark mass (mtop) [174].
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10.6 Systematics display boosted1291

In this section, the breakdown of the di�erent classes of systematic uncertainties is displayed for all the1292

measured spectra1293

10.6.1 Particle level1294

The fractional uncertainties propagated on particle level spectra in boosted topology are reported in1295

Figs. 69–94.
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Figure 69: Fractional uncertainties on the absolute particle level cross-section as a function of pt t̄T [GeV] (left) and
pt,hadT [GeV] (right) in the boosted topology.
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Figure 74: Fractional uncertainties on the absolute particle level cross-section as a function of Ht t̄
T [GeV] (left) and

mt t̄ [GeV] (right) in the boosted topology.
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Figure 75: Fractional uncertainties on the absolute particle level cross-section as a function of the number of additional
jet (left) and the number of small-R jets that included on the large-R jet (right) in the boosted topology.
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Figure 9.5: Fractional uncertainties on the absolute particle-level cross-section as a function of
(a) pt,h

T , (b) Htt̄
T from the preceding 36 fb−1 ATLAS tt̄ measurement [124]. In these

results the combined JES and JER components (red) make up the dominant detector
uncertainty in most bins. Additionally the large background uncertainties (cyan)
in the tails of the distributions are dominated by the DS/DR single-top uncertainty
demonstrating the likely scale of this without a maximum m`,b requirement.
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The method assumes there is an overall difference in jet energy scale between data
and simulation that is parameterised with a jet energy scale factor (JSF). The JSF is
defined as a constant factor according to:

E.corrected
j = E.measured

j × 1
JSF

. (9.1)

The correction is applied by scaling the energy of all small-R jets by 1/JSF and is
applied on top of the existing jet calibrations outlined in Section 5.3. In this way the
analysis procedure is altered to include a measurement of the factor (JSFdata) alongside
the tt̄ cross-section in each bin. When the analysis is repeated with JES variations
used as pseudo-data; the extraction of JSF (in this case labelled JSFsyst) will absorb any
overall differences in the jet energy scale, reducing the impact of the JES uncertainties.

This method shares many commonalities with the JSF fit parameter used to aid
in extracting the top-quark mass, first introduced at CDF in 2006 [180], and subse-
quently used in many top mass analyses including at DØ [181], as well as in more
recent measurements by ATLAS [174, 182, 183] and CMS [175, 184, 185]. The notable
difference with this implementation is that the re-clustered top-jet mass, rather than
the reconstructed W-boson mass, is the variable used to extract the JSF. This is the first
use of the method in the context of a differential tt̄ cross-section measurement.

9.5.1. JSF extraction

The re-clustered R=1.0 jets used as proxy for the hadronically decaying top-quark
in selected events are constructed by summing the 4-momenta of the small radius
sub-jets. This provides a direct link between the energy-scale of the small-R jets and
mt,h. This connection can be exploited by applying a scaling factor (JSF) to the energy
components of all small radius jets in the events in order to vary the underlying jet
energy scale. The remaining 4-momenta components of each jet are modified to keep
the mass and direction of the jet constant:

jetscaled = {αpx, αpy, αpz, E× JSF}, α =

√√√√E2
j × JSF2 −m2

j

|−→jetnominal|2
, (9.2)

where
−→
jetnominal is the 3-momentum of the jet prior to applying the JSF.
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Figure 9.6: (a) The invariant mass distribution of the top-tagged jet (mt,h) for expected signal
plus backgrounds for three example values of JSF. PWG+PY8 corresponds to the
POWHEG+PYTHIA8 sample.
(b) The mean of the same distribution (mt,h) as a function of JSF and a linear fit to
the simulated samples. Uncertainties on the mean (RMS/

√
(N)) are included for

each point but are too small to be visible.

Figure 9.6a demonstrates the result of this scaling, showing the mt,h distribution for
the nominal tt̄+background MC prediction for three example values of JSF. The high
and low mass tails are removed from the distributions in order to improve the fit in the
next stage. As expected, larger JSF values result in the peak shifting to higher values of

mt,h, resulting in a higher mean value (mt,h). In each case the mean of the distribution is
below that of the true top-quark mass. This is due to the limited acceptance of the jet re-
clustering process which results in a fraction of the top-quark decay energy being lost
outside of the R=1.0 cone. The expected number of events is also observed to increase
very slightly for larger correction factors, with a 1/JSF correction of 1.01 resulting in
a ∼4% increase in the total event yield. This is an expected effect due to higher jet
energies raising the probability for events to pass the jet selection requirements.

The relationship between mt,h and JSF is parameterised by fitting the mean of mt,h

at various values of injected JSF (0.97 – 1.03), again using the nominal tt̄+background
MC prediction. A simple linear fit is used, shown in Figure 9.6b. A value for JSFdata

can then be extracted from this linear fit using the measured value of mt,h.
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9.5.2. JSF measurement in data

Prior to extracting a JSF correction the level of agreement between data and MC is
examined for the mt,h distribution. Figure 9.7a shows a comparison between the
observed data and the sum of the simulated tt̄ and background processes for the
invariant mass of the top-tagged jet. As the JSF method is only sensitive to the mean of
this distribution, the sum of the tt̄ and background processes has been normalised to
the data yield to better visualise the level of shape agreement. The uncertainty band
includes all of the experimental uncertainties discussed earlier, but not the modelling
uncertainties. Good agreement is observed between the data and the prediction,
indicating the distribution is well modelled in simulation and that the extracted JSF

will be close to one. The value of JSF corresponding to the mass distribution in data
(JSFdata) is measured to be 0.99965. Figure 9.7b compares the mt,hdistributions with
and without the JSF correction. As JSFdata is close to 1 there are only small differences
between the distributions.
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Figure 9.7: (a) The distribution of mt,h in data is compared with the expected tt̄+background
simulation prior to extracting the JSF. The sum of the tt̄ and background processes
(red) has been normalised to the data yield in order to visualise the agreement
in shape of the distributions. Only measurement and statistical uncertainties are
included in the hatched band.
(b) Direct comparison of the mt,h distribution with and without the extracted
1/JSF =1.00035 correction applied, using events from the full Run-2 dataset.
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JSF statistical uncertainty:

The limited statistical precision of the data introduces an uncertainty on the derived
JSFdata value. This is estimated using a very similar procedure to the data and MC

statistical uncertainties outlined in Section 9.1. Pseudo-experiments are run and for
each a new mt,h distribution is produced by applying a Poisson smearing directly to the
measured bin contents. This is repeated 10,000 times and for each smeared distribution
the 1/JSF value is calculated. The RMS value of the resulting distribution, shown in
Figure 9.8a, is taken as an estimate of the statistical uncertainty. This results in a final
correction factor of 1/JSFdata = 1.00035± 0.00087. As expected the data agrees well
with the simulation, and is found to be compatible within statistical uncertainty.

The fit used in Figure 9.6b is not explicitly required to pass through the point at
JSF = 1, as a result the nominal tt̄+background simulation also receives a non-unitary
1/JSF correction. This is similarly limited by statistical precision with the uncertainty
calculated in the same way but using Gaussian smearing and replacing the data
distributions by the sum of the simulated nominal tt̄ and background predictions.
The results for the nominal MC are shown in Figure 9.8b, giving a final correction of
1/JSFnominal = 1.00013± 0.00031, consistent with unity.
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Figure 9.8: Distribution of 1/JSF correction factors from 10,000 toy experiments produced by
introducing (a) a random Poisson smear to the contents of each bin in the data mt,h

distribution (b) a random Gaussian smear to the contents of each bin of the nominal
signal+background mt,h prediction. As the 1/JSF corrections corresponding to the
distributions the pseudo-experiments are drawn from are not equal to one, the
combined results of the toy experiments are equally not expected to peak at unity
in either case.
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Four additional variations of the nominal signal and background predic-
tions are produced by varying the jet energies by 1/ (JSFnominal ± JSFdata-stat) and
1/ (JSFnominal ± JSFMC-stat). These samples are treated as pseudo-data and the uncer-
tainty is estimated by unfolding them using nominal corrections.

Correlation with statistical uncertainty

The statistical uncertainty applied to the extracted JSF naturally originates from the
same limited statistics as the data uncertainty. The level of correlation between the two
uncertainties was assessed by calculating the unbinned correlation factor (ρ) between
each variable and mt,h, using selected data events with 135 GeV < mt,h < 205 GeV.
These values are shown in the second column of Table 9.2, in general the level of
correlation was found to be small with many variables under 5% and the largest
correlation attributed to the pT of the hadronic top with ρ = 11.2%.

The correlation factors between each bin of the measured observables and mt,h

were also calculated in order to monitor for cancellations between highly correlated
and anti-correlated regions. Figure 9.9 shows the ρ value for each bin in the pt,h

T

and m(j1, th) distributions and the largest positive and smallest negative single bin
values for each observable are shown in the third and fourth columns in Table 9.2.
Again no significant correlations are observed in the individual bins, with a moderate
correlation of 29% observed in the first bin of m(j1, th) being the largest. In the absence
of significant correlations the statistical JSF uncertainty is treated as uncorrelated and
combined in quadrature with the other uncertainties.
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Figure 9.9: Correlation between mt,h and each bin of (a) pt,h
T , (b) m(j1, th) for selected events in

data with 135 GeV < mt,h < 205 GeV. Values are shown on a zoomed scale between
-0.2 and 0.2
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Table 9.2: Unbinned correlation factor between reconstructed kinematic observables and
135 GeV < mt,h < 205 GeV. Calculated using events from the full Run 2 dataset after
scaling jet energies by 1/JSFdata and with the boosted tt̄+jets event selection applied.
The largest +ρ and −ρ values over all bins are included to monitor cancellations
between highly correlated and anti-correlated regions.

Observable Correlation (ρ) Max +ρ bin Max −ρ bin

pt,h
T +0.117 +0.028 – 0.077

Htt̄
T +0.099 +0.040 – 0.011

mtt̄ +0.085 +0.053 – 0.053

Htt̄+jets
T +0.064 +0.026 – 0.027

pt,`
T +0.062 +0.036 – 0.017

m(j1, th) +0.049 +0.293 – 0.041
∆φ
π (th, t`) +0.026 +0.035 – 0.026

∆φ
π (j2, th) +0.020 +0.071 – 0.023

∆φ
π (j1, th) +0.018 +0.041 – 0.017

|yt,`| +0.007 +0.090 – 0.049

pj,1
T +0.004 +0.056 – 0.053

N j – 0.025 +0−00 – 0.020

σtt̄ (Inclusive) – 0.024 +0−00 – 0.019
∆φ
π (j1, j2) – 0.014 +0.026 – 0.064

pj,2
T – 0.004 +0.060 – 0.038

ptt̄
T – 0.002 +0.049 – 0.027

|yt,h| – 0.001 +0.045 – 0.142
∆φ
π (b`, th) – 0.001 +0.016 – 0.044

|ytt̄ | – 0.000 +0.041 – 0.020
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9.5.3. JSF measurement in simulation

To evaluate the systematic uncertainties in a consistent way each varied pseudo-data
sample is treated identically to data in the analysis procedure. This is true also when
accounting for the JSF method meaning a unique correction (1/JSFsyst) is extracted
for each pseudo-data sample when evaluating the systematic uncertainties. Several
systematic variations, in particular those which directly modify the small radius jet
energy scale, are expected to produce a more dramatic change in the mt,h distribution
from which the JSF is derived, resulting in a more significant correction. As an example
the mt,h distribution for the nominal expected tt̄+backgrounds as well as the up and
down variations of a single JES uncertainty component (flavour response) are shown in
Figure 9.10, both with and without the JSF corrections applied. The mean top-jet mass
for the two samples with JES variations are different from the nominal value by roughly
±0.5 GeV before the correction, resulting in correction factors of 1.00607 and 0.99423
for the up and down variations respectively. Applying these factors as described above
successfully recovers much of the shape of the nominal distribution and brings the
mean value into agreement (±0.01 GeV). This shows that a large fraction of the original
systematic uncertainty can be absorbed by the JSF scaling factor and correcting this
leaves only residual JES effects, effectively reducing the impact of the JES uncertainties
on the measurement.
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Figure 9.10: The invariant mass distribution of the top-tagged jet (mt,h) for the nominal predic-
tion and two sets of pseudo-data with up(down) modifications to the JES flavour
response. Events are compared (a) without, (b) with JSF corrections applied.
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Table 9.3 shows the 1/JSF correction factors for each systematic uncertainty com-
ponent in the analysis as well as the values for data and the nominal MC. Only the
average corrections are given for groups in which no individual component has a cor-
rection factor significantly different from the nominal value. This includes the 30 PDF

variations, b-tagging, lepton, and Emiss
T uncertainties. Comparisons of the uncertainties

with and without the JSF method are presented in the next section.

Table 9.3: 1/JSF correction factors for data, simulation, and systematic uncertainty components.

Systematic uncertainty 1/JSF

nominal MC (POWHEG+PYTHIA8) 1.000128 ± 0.000314
Data 1.000351 ± 0.000874

MC modelling

Average PDF (PDF4LHC909 30 eigenvector PDF set) 1.000128 hadronisation (POWHEG+HERWIG7) 1.000694 hard scattering (MC@NLO+PYTHIA8) 1.003181
ISR_down 1.000096 ISR_up 1.000270 hdamp radiation (PWG+PY8 hdamp = 3mtop) 1.001338
FSR_down 1.002271 FSR_up 0.998290
top-mass_down (PWG+PY8 mtop = 169 GeV) 1.021914 top-mass_up (PWG+PY8 mtop = 176 GeV) 0.979307

Background modelling

Single top FSR_down 0.999939 Single top FSR_up 1.000168 Single top DS/DR 0.999852
Single top ISR_down 1.000057 Single top ISR_up 1.000220 Single top normalisation 1.000164
W+jets scale_down 1.000221 W+jets scale_up 1.000066 Z+jets normalisation 1.000162
tt̄V normalisation 1.000126 Diboson normalisation 1.000133 Multijet normalisation 1.000214

Jets

JES_BJES_Response_down 1.001261 JES_BJES_Response_up 0.998976 JES_NP_Detector1_down 1.000534
JES_NP_Detector1_up 0.999689 JES_NP_Detector2_down 1.000186 JES_NP_Detector2_up 1.000061
JES_NP_Mixed1_down 1.001911 JES_NP_Mixed1_up 0.998290 JES_NP_Mixed2_down 0.999006
JES_NP_Mixed2_up 1.001223 JES_NP_Mixed3_down 1.000284 JES_NP_Mixed3_up 0.999973
JES_NP_Modelling1_down 1.004897 JES_NP_Modelling1_up 0.995289 JES_NP_Modelling2_down 1.000636
JES_NP_Modelling2_up 0.999613 JES_NP_Modelling3_down 0.999558 JES_NP_Modelling3_up 1.000700
JES_NP_Modelling4_down 1.000358 JES_NP_Modelling4_up 0.999889 JES_NP_Statistical1_down 1.000405
JES_NP_Statistical1_up 0.999825 JES_NP_Statistical2_down 0.999884 JES_NP_Statistical2_up 1.000386
JES_NP_Statistical3_down 0.999853 JES_NP_Statistical3_up 1.000394 JES_NP_Statistical4_down 1.000379
JES_NP_Statistical4_up 0.999872 JES_NP_Statistical5_down 1.000057 JES_NP_Statistical5_up 1.000203
JES_NP_Statistical6_down 1.000339 JES_NP_Statistical6_up 0.999938 JES_η-icalib_Modelling_down 1.002177
JES_η-icalib_Modelling_up 0.997955 JES_η-icalib_NonClosure_2018data_down 1.001406 JES_η-icalib_NonClosure_2018data_up 0.998783
JES_η-icalib_NonClosure_highE_down 1.000129 JES_η-icalib_NonClosure_highE_up 1.000129 JES_η-icalib_NonClosure_negEta_down 1.000139
JES_η-icalib_NonClosure_negEta_up 1.000126 JES_η-icalib_NonClosure_posEta_down 1.000137 JES_η-icalib_NonClosure_posEta_up 1.000121
JES_η-icalib_TotalStat_down 1.000699 JES_η-icalib_TotalStat_up 0.999557 JES_Flavor_Composition_down 1.000348
JES_Flavor_Composition_up 0.999918 JES_Flavor_Response_down 0.994227 JES_Flavor_Response_up 1.006065
JES_Pileup_OffsetMu_down 1.000932 JES_Pileup_OffsetMu_up 0.999271 JES_Pileup_OffsetNPV_down 1.002448
JES_Pileup_OffsetNPV_up 0.997688 JES_Pileup_PtTerm_down 1.001930 JES_Pileup_PtTerm_up 0.998315
JES_Pileup_RhoTopology_down 1.005510 JES_Pileup_RhoTopology_up 0.994740 JES_PunchThrough_MC16_down 1.000158
JES_PunchThrough_MC16_up 1.000106 JES_SingleParticle_HighPt_down 1.000128 JES_SingleParticle_HighPt_up 1.000128
JER_DataVsMC_MC16_down 0.999923 JER_DataVsMC_MC16_up 0.999923 JER_NP_1_down 0.998248
JER_NP_1_up 0.998248 JER_NP_2_down 0.997688 JER_NP_2_up 0.997688
JER_NP_3_down 0.998959 JER_NP_3_up 0.998959 JER_NP_4_down 0.998902
JER_NP_4_up 0.998902 JER_NP_5_down 0.999138 JER_NP_5_up 0.999138
JER_NP_6_down 0.998861 JER_NP_6_up 0.998861 JER_NP_7restTerm_down 0.998825
JER_NP_7restTerm_up 0.998825 JVT_down 1.000196 JVT_up 1.000034

b-tagging

b-tag_NP_B_0_down 1.000218 b-tag_NP_B_0_up 1.000038
Average b-tag_B_down (remaining 8 variations) 1.000139 Average b-tag_B_up (remaining 8 variations) 1.000118
Average b-tag_C_down (4 variations) 1.000148 Average b-tag_C_up (4 variations) 1.000109
Average b-tag_Light_down (4 variations) 1.000145 Average b-tag_Light_up (4 variations) 1.000112
Average b-tag_extrapolation_down (2 variations) 1.000101 Average b-tag_extrapolation_up (2 variations) 1.000148

Lepton + Emiss
T

Average electron_down (7 variations) 1.000128 Average electron_up (7 variations) 1.000128
Average muon_down (13 variations) 1.000127 Average muon_up (13 variations) 1.000129
Average Emiss

T (4 variations) 1.000128

Luminosity and pileup

luminosity 1.000126 pileup_down 1.001006 pileup_up 0.999215
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9.6. Impact of JSF on measurement

The effect of the JSF method on the total event yield and the statistical and detector
uncertainties for data, tt̄ signal, and all background samples are shown in Table 9.4.
As expected applying a JSF correction greater than one results in a slight increase in
the overall data yield. No noticeable change in the tt̄ or background yields can be
observed within the precision of the estimations. The main difference is seen in the
associated uncertainty on the tt̄ signal which reduces by ∼40% when using the JSF.

Table 9.5 shows the fractional uncertainty breakdown for the inclusive cross-section
measurement with and without the JSF method. The use of the JSF method results in
a ∼30% reduction in total uncertainty. The effect of the JSF on the Jets uncertainty is by
far the most significant however the JSF is only sensitive to overall differences between
the JES in data and simulation thus any differences that depend on the kinematics or
flavour of the jets can not be fully corrected for and will still cause uncertainties in the
analysis. These residual effects are observed directly in Table 9.5 as the JES uncertainty
is not reduced to zero when using the JSF.

Table 9.4: Detector-level event yields for measured data, simulated tt̄ signal, and background
events with and without JSF corrections applied. The uncertainty values are sym-
metrised and indicate the combined effect of statistical, detector, and background
modelling uncertainties. The total expected yields and associated uncertainties, as
well as all statistical uncertainties, are calculated prior to rounding.

Process Expected events Expected events (JSF = 1)

tt̄ 84 210 0± 02650 84 170 0± 04210
Single top 0 17100 ± 00 280 017100 ± 00280
tt̄V(tt̄W+tt̄Z+tt̄H) 00 8500 ± 00 110 008400 ± 00110
Multijet 00 5600 ± 00370 00 5500 ± 00360
W+jets 00 4200 ± 00160 00 4200 ± 00160
Z+jets 000 800 ± 00040 000 800 ± 00040
Diboson 000 400 ± 00020 000 400 ± 00020

Total (1/JSF = 1.00013) 87 870 0± 02700 87 810 0± 04240

Data (1/JSF = 1.00035) 75743 75631
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Table 9.5: Fractional uncertainty breakdown for inclusive tt̄ cross-section both with and with-
out the JSF method applied. The IFSR contribution includes effects from both initial-
and final-state radiation.

Source Uncertainty [%] Uncertainty [%] (no JSF)

Statistical (data) ±0.4 ±0.4
JSF statistical (data) ±0.4 —

Statistical (MC) ±0.2 ±0.1
Hard scatter ±0.5 ±0.8
Hadronisation ±2.0 ±1.8

Radiation (IFSR + hdamp) +1.0 +1.4
−1.6 −2.3

PDF ±0.1 ±0.1

Top-quark mass +0.8 ±0.1−1.1
Jets ±0.7 ±4.2
b-tag ±2.4 ±2.4
Leptons ±0.8 ±0.8
Emiss

T ±0.1 ±0.1
Pileup ±0.4 ±0.0
Luminosity ±1.8 ±1.8
Backgrounds ±0.6 ±0.6

Total systematic uncertainty +4.1 +5.8
−4.3 −6.0

Total +4.1 +5.8
−4.3 −6.0

The JSF method relies on the modelling of the mt,h distribution and hence the
modelling uncertainties limit the precision of the method. This is most obvious for
the top-quark mass uncertainty outlined in Section 9.4.3. Without the JSF method the
analysis has only a very small impact from the top mass uncertainty. With the JSF

method the dependence on the top mass is increased and this leads to an increased
systematic uncertainty. The pileup uncertainty is also shown to increase when using
the method which can be similarly understood; increased pileup will have a direct
impact on the measured mt,hdistribution due to the higher probability of clustering
pileup radiation into the large-radius jet. The analysis will be more sensitive to pileup
effects when using the JSF method as a result. The extraction of JSFdata alongside the
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differential measurements also increases the total statistical uncertainty of the analysis
via the two additional uncertainty components outlined above.

The JSF method will only improve the total uncertainty if the gain in reducing the
impact of the JES uncertainties is larger than the additional systematic and statistical
uncertainty contributions. In practice the increased uncertainty contributions are
shown to be comparatively small (<1% in all cases) and are less significant than the
reduction in Jets uncertainty.

Figure 9.11 shows the effect of the JSF correction on the JES uncertainty, post-
unfolding, for three differential distributions. The total uncertainty is shown by the
yellow and grey bands, and the jet energy scale uncertainty is shown by the red and
grey lines. As expected a significant reduction in the JES uncertainty due to the JSF

correction is observed. In almost all bins the JES uncertainty is significantly reduced.
The JES uncertainty is also observed to be larger when using the JSF method in the
first bin of the N j distribution and the last bins of pt,h

T . This demonstrates a limitation
of using a single correction factor for events covering a wide phase space, i.e: it is
likely the shape of mt,h for only the subset of events with zero additional jets will not
perfectly match that of Figure 9.7a. The total uncertainty is also seen to be reduced in
most bins though the overall reduction is less due to increased uncertainties elsewhere.
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Figure 9.11: Effect of the JSF correction on the total uncertainty for the cross-section measure-
ment as a function of (a) pt,h

T , (b) mtt̄ , (c) N j . The yellow (grey) bands represents
the total uncertainty with (without) the JSF correction applied. The red (grey) line
in the upper pad shows the JES uncertainty with (without) the JSF method. The
bottom panel shows the ratios of the absolute size of the uncertainty with and
without the JSF correction applied, in red for the JES uncertainty and in yellow for
the total uncertainty.
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9.7. Measurement precision

The relative precision on the total fiducial cross-section is±4.2%, which is smaller than
the uncertainty on the theory calculation of σinc

tt̄ at NNLO + NNLL of ±6.1%, composed
of 4.2% PDF ⊕ 3% scale ⊕ 2.8% m t uncertainties [105]. The left column of Table 9.5
shows the fractional uncertainty breakdown for the inclusive cross-section measure-
ment. The dominant detector uncertainty comes from the flavour-tagging (±2.4%), the
dominant modelling uncertainty is from the choice of hadronisation model (±2.0%).

Figures 9.12–14 show the fractional uncertainty breakdown for some single- and
double-differential variables. The precision of the single-differential observables
is excellent with absolute uncertainties ranging from ∼4% to ∼17%. In most cases
the dominant uncertainty comes from the tt̄ modelling while the dominant detector
uncertainty originates from the b-tagging. There are some regions of phase-space
where jet related uncertainties become comparable, such as the high pT tail of the
pt,h

T distribution in Figure 9.12a, and the first and last bins of N j in Figure 9.13a,
where the effectiveness of the JSF method is limited. Figure 9.12b shows the relative
uncertainties for the pt,h

T distribution which are generally smaller than the absolute
values. The relative impact of the flavour tagging uncertainties is reduced, while the
jet uncertainties are more significant. Uncertainty values are generally higher for the
double-differential measurements with precision ranging from ∼5% to ∼20%.
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Figure 9.12: Fractional uncertainties for the (a) absolute, (b) normalised particle-level cross
section as a function of the pT of the hadronic top quark. The line labelled tt̄
modelling includes all uncertainties discussed in Section 9.4, with the exception
of the uncertainty on the top-quark mass. The yellow band represents the total
uncertainty while the orange band shows the statistical component only.
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Figure 9.13: Fractional uncertainties for the particle-level cross section as a function of (a) N j ,
(b) mtt̄ , and (c) ∆φ(j1, th). The line labelled tt̄ modelling includes all uncertainties
discussed in Section 9.4, with the exception of the uncertainty on the top-quark
mass. The yellow band represents the total uncertainty while the orange band
shows the statistical component only.

26
.0

 -
 5

2.
0

52
.0

 -
 9

6.
0

96
.0

 -
 1

51
.0

15
1.

0 
- 

22
3.

0

22
3.

0 
- 

31
8.

0

31
8.

0 
- 

45
0.

0

45
0.

0 
- 

80
0.

0

20−

10−

0

10

20

F
ra

ct
io

na
l U

nc
er

ta
in

tie
s 

[%
]

 = 1
j

N  = 1
j

N

26
.0

 -
 6

0.
0

60
.0

 -
 1

02
.0

10
2.

0 
- 

15
9.

0

15
9.

0 
- 

23
0.

0

23
0.

0 
- 

31
5.

0

31
5.

0 
- 

43
0.

0

43
0.

0 
- 

80
0.

0

 = 2
j

N  = 2
j

N

26
.0

 -
 8

0.
0

80
.0

 -
 1

20
.0

12
0.

0 
- 

18
3.

0

18
3.

0 
- 

26
4.

0

26
4.

0 
- 

35
0.

0

35
0.

0 
- 

48
0.

0

48
0.

0 
- 

80
0.

0

j,1

T
p

 > 2
j

N  > 2
j

N

Stat.+Syst. Unc. Stat. Unc.

Jets top-quark Mass

JSF Stat Unc. Flavor Tagging

 Modellingtt Other

-1 = 13 TeV, 139 fbs

ATLAS

Boosted

Fiducial phase-space

Absolute cross-section

(a)

0.
0 

- 
0.

33

0.
33

 -
 0

.4
7

0.
47

 -
 0

.6
1

0.
61

 -
 0

.7
2

0.
72

 -
 0

.8
3

0.
83

 -
 0

.9
2

0.
92

 -
 1

.0

15−

10−

5−

0

5

10

F
ra

ct
io

na
l U

nc
er

ta
in

tie
s 

[%
]

 398≤ t,h

T
355 < p  398≤ t,h

T
355 < p

0.
0 

- 
0.

32

0.
32

 -
 0

.4
6

0.
46

 -
 0

.5
95

0.
59

5 
- 

0.
72

0.
72

 -
 0

.8
3

0.
83

 -
 0

.9
2

0.
92

 -
 1

.0

 496≤ t,h

T
398 < p  496≤ t,h

T
398 < p

0.
0 

- 
0.

29

0.
29

 -
 0

.4
8

0.
48

 -
 0

.6
5

0.
65

 -
 0

.7
5

0.
75

 -
 0

.8
5

0.
85

 -
 0

.9
3

0.
93

 -
 1

.0

)h,t1j(π
φ∆

 2000≤ t,h

T
496 < p  2000≤ t,h

T
496 < p

Stat.+Syst. Unc. Stat. Unc.

Jets top-quark Mass

JSF Stat Unc. Flavor Tagging

 Modellingtt Other

-1 = 13 TeV, 139 fbs

ATLAS

Boosted

Fiducial phase-space

Absolute cross-section

(b)

Figure 9.14: Fractional uncertainties for the particle-level cross section as a function of (a) pj,1
T

in regions of N j , (b) ∆φ(j1, th) in regions of pt,h
T . The line labelled tt̄ modelling

includes all uncertainties discussed in Section 9.4, with the exception of the uncer-
tainty on the top-quark mass. The yellow band represents the total uncertainty
while the orange band shows the statistical component only.



Chapter 10.

Results

“No fair! You changed the outcome by measuring it!”
— Prof. H. J. Farnsworth, Futurama S3, E10 - The Luck of the Fryrish

In this chapter the cross-section results are reported and compared to several state-
of-the-art MC predictions. Where appropriate, the results are put in context of recent
comparable ATLAS measurements as well as results from other experiments, the
most applicable being those from CMS. For brevity only figures with the absolute
cross-section values are reported. Normalised distributions are included as auxiliary
material in Appendix A.2.
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10.1. Total cross-section

The total tt̄ production cross-section at
√

s = 13 TeV in the fiducial phase-space is
measured to be:

σfid
tt̄ = 1.267± 0.005 (stat.)± 0.053 (syst.) pb,

where the first uncertainty is due to the limited number of data events and the sec-
ond due to the systematic effects outlined in Chapter 9. Comparisons between the
measured value and different SM predictions obtained using the MC generator setups
outlined in Section 7.1 are shown in Figure 10.1. In this, and all other figures in this
section, the label PWG+PY8 refers to the POWHEG+PYTHIA8 sample, PWG+H7 to the
POWHEG+HERWIG7 sample and MCatNLO+PY8 to the MC@NLO+PYTHIA8 sample.

All of the included NLO MC samples predict a larger tt̄ cross-section than is observed
in data. Both the POWHEG+PYTHIA8 and MC@NLO+PYTHIA8 setups produce values
more than two standard deviations away from the measured cross-section. In compar-
ison, the POWHEG+HERWIG7 and SHERPA setups are much closer to data indicating
that the choice in how additional radiation is treated in simulation is significant.

In this same figure three additional SM predictions are included which at-
tempt to introduce missing NNLO corrections to the existing POWHEG+PYTHIA8,
MC@NLO+PYTHIA8, and POWHEG+HERWIG7 predictions. In this way the extent to
which NNLO corrections improve the agreement between data and simulation can
be evaluated. These samples are produced using a recursive re-weighting approach
outlined in Section 7.1.1. It is worth re-iterating that the re-weighted predictions at
particle-level are not equivalent to fully generated NNLO + parton shower calculations
and can only be used to broadly estimate the effect of missing NNLO contributions
on the measured observables. However it is observed that the data agreement does
improve considerably for each of the three generator setups after applying the NNLO

re-weighting. This indicates that the missing NNLO corrections are relevant at the
current precision of the measurement.
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Figure 10.1: The total fiducial cross-section for boosted tt̄ production measured at
particle-level. Data (dashed line) is compared to several NLO predictions with
(open markers) and without (closed markers) the NNLO re-weighting applied.
The yellow band represents the total uncertainty on the measured cross-section,
while the orange band shows the statistical component. Uncertainties on the
markers are the sum in quadrature of theory uncertainties related to the choice of
αS, PDF, mtop, and scales in the NNLO + NNLL prediction [105] used to normalise
the generated samples.
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10.2. Differential cross-sections

To quantify the level of agreement between the measured differential cross-section
and the various MC predictions a χ2 test is used, calculated according to the equation:

χ2 = VTC−1V, (10.1)

where V is a vector containing the differences between the measured and predicted
cross-section in each bin, and C is the covariance matrix for the data. This matrix
encodes the expected bin-to-bin correlations induced in the unfolding process due to
the presence of statistical and systematic uncertainties. The calculation starts from
the statistical covariance matrices for the data and MC samples, both generated using
pseudo-experiments as described in Chapter 8. These are summed together with
the covariances obtained from unfolding each systematic variation, giving the full
covariance matrix. Each systematic uncertainty component represents a correlated
effect across the bins and thus the correlation between two bins (ρij) is always ±1. The
sign of the correlation is decided based on whether the direction of the uncertainty
flips when moving from bin i to j. If both the up and down variations remain the same
sign then the bins are taken to be perfectly correlated (ρij = +1), if both flip sign then
the bins are assumed to be perfectly anti-correlated (ρij = −1), and if only one side
experiences a sign flip then the correlation is given by:

ρij = sign(max(|δup
i , δdown

i |))× sign(max(|δup
j , δdown

j |)), (10.2)

where δ
up(down)
i is the fractional uncertainty value for the +(-)1σ variation of the given

systematic uncertainty in bin i.

To calculate the covariance matrix for each systematic variation applied to data,
rather than to the nominal MC, the individual elements of the matrix are given by:

Cij = ρij · δiσi · δjσj, (10.3)

where δi(j) is the symmetrised (|up + down|/2) fractional uncertainty value for the
given uncertainty in bin i(j), and σi(j) is the measured cross-section in the same bin.
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The same method can not be used to obtain the covariance matrix for the normalised
spectra as the sign of the uncertainty contributions loses meaning after the values are
normalised. Instead the normalised covariance is derived from the absolute covariance
matrix using a Cholesky decomposition [186, 187]. This is a matrix operation that
can be used to transfer the covariance properties of one matrix to another via a series
of un-correlated normal distributions. The absolute covariance is first reduced to
lower triangular form using the Cholesky decomposition and then a series of 10,000
Gaussian pseudo-experiments are drawn for each bin in the distribution. Each pseudo-
experiment is multiplied by the decomposed absolute covariance, normalised to unity,
and then used to calculate the relative covariance.

As the normalised spectra have one less degree of freedom the associated covari-
ance matrix is not invertible. To calculate the χ2 a single row and column are removed
along with the corresponding element in the vector of residuals (V).

Table 10.1 gives the χ2/NDF and p-values for the NLO + PS and re-weighted NNLO

MC predictions versus data for the absolute differential cross-section measurements.
As the NLO predicted cross-sections are considerably higher than measured in data
the absolute χ2 agreement between the NLO predictions and data is poor for most
observables. The shape agreement is generally better however, as demonstrated by
the χ2/NDF values for the normalised measurements shown in Table 10.2. In general
the data agreement is also observed to improve significantly for all three re-weighted
samples, indicating that the estimated NNLO predictions provide a closer match to
data than predictions generated at NLO.

Tables 10.3 and 10.4 give the absolute and normalised χ2/NDF and p-values for
different POWHEG+PYTHIA8 generator setups with varied shower and ISR settings.
Values are also given for the SHERPA setup with both normalisation approaches
discussed in Section 7.1.1 included. The column labelled with "NLO norm." uses the
default prediction from the SHERPA generator while the column labelled "SHERPA "
has distributions normalised to the NNLO + NNLL cross-section calculation.
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Table 10.1: χ2 and p-values to quantify the agreement between the absolute unfolded spectra,
several NLO + PS predictions and the respective NNLO re-weighted spectrum.

Observable PWG+PY8 PWG+PY8(NNLO WEIGHT) MC@NLO+PY8 MC@NLO+PY8(NNLO WEIGHT) PWG+H7 PWG+H7(NNLO WEIGHT)

χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value

pt,h
T 26/8 <0.01 5/8 0.79 18/8 0.03 4/8 0.85 7/8 0.56 3/8 0.94

pt,`
T 78/8 <0.01 28/8 <0.01 144/8 <0.01 10/8 0.27 43/8 <0.01 18/8 0.02

ptt̄
T 162/7 <0.01 46/7 <0.01 171/7 <0.01 22/7 <0.01 122/7 <0.01 39/7 <0.01

Htt̄+jets
T 36/7 <0.01 7/7 0.42 17/7 0.02 23/7 <0.01 21/7 <0.01 12/7 0.10
Htt̄

T 86/10 <0.01 37/10 <0.01 110/10 <0.01 16/10 0.10 47/10 <0.01 28/10 <0.01
|yt,h| 47/17 <0.01 27/17 0.06 37/17 <0.01 23/17 0.15 30/17 0.03 26/17 0.07
|yt,`| 40/14 <0.01 17/14 0.26 29/14 0.01 12/14 0.58 28/14 0.01 19/14 0.16
|ytt̄ | 30/10 <0.01 8/10 0.58 23/10 0.01 6/10 0.81 14/10 0.19 7/10 0.74
mtt̄ 52/10 <0.01 24/10 <0.01 81/10 <0.01 7/10 0.74 29/10 <0.01 22/10 0.02
pj,1

T 115/15 <0.01 38/15 <0.01 413/15 <0.01 194/15 <0.01 143/15 <0.01 69/15 <0.01
pj,2

T 46/9 <0.01 19/9 0.02 25/9 <0.01 74/9 <0.01 42/9 <0.01 29/9 <0.01
N j 32/5 <0.01 12/5 0.03 76/5 <0.01 78/5 <0.01 57/5 <0.01 62/5 <0.01

∆φ(j1, th) 17/9 0.05 8/9 0.53 150/9 <0.01 80/9 <0.01 42/9 <0.01 30/9 <0.01
∆φ(j2, th) 8/9 0.56 5/9 0.84 8/9 0.57 25/9 <0.01 85/9 <0.01 76/9 <0.01
∆φ(b`, th) 95/13 <0.01 34/13 <0.01 145/13 <0.01 16/13 0.23 52/13 <0.01 25/13 0.02
∆φ(th, t`) 111/5 <0.01 36/5 <0.01 134/5 <0.01 82/5 <0.01 90/5 <0.01 36/5 <0.01
∆φ(j1, j2) 24/11 0.01 16/11 0.13 31/11 <0.01 69/11 <0.01 237/11 <0.01 215/11 <0.01
m(j1, th) 50/12 <0.01 20/12 0.06 221/12 <0.01 48/12 <0.01 41/12 <0.01 19/12 0.08
pj,1

T vs N j 355/21 <0.01 205/21 <0.01 633/21 <0.01 316/21 <0.01 263/21 <0.01 159/21 <0.01
pj,1

T vs pt,h
T 115/17 <0.01 53/17 <0.01 383/17 <0.01 152/17 <0.01 121/17 <0.01 74/17 <0.01

∆φ(j1, th) vs pt,h
T 69/21 <0.01 43/21 <0.01 427/21 <0.01 223/21 <0.01 78/21 <0.01 60/21 <0.01

∆φ(j1, th) vs N j 109/19 <0.01 64/19 <0.01 545/19 <0.01 250/19 <0.01 85/19 <0.01 60/19 <0.01

Table 10.2: χ2 and p-values to quantify the agreement between the normalised unfolded spec-
tra, several NLO + PS predictions and the respective NNLO re-weighted spectrum.

Observable PWG+PY8 PWG+PY8(NNLO WEIGHT) MC@NLO+PY8 MC@NLO+PY8(NNLO WEIGHT) PWG+H7 PWG+H7(NNLO WEIGHT)

χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value
pt,h

T 3/7 0.84 2/7 0.95 3/7 0.85 3/7 0.89 3/7 0.90 3/7 0.92
pt,`

T 24/7 <0.01 15/7 0.03 76/7 <0.01 7/7 0.39 24/7 <0.01 13/7 0.07
ptt̄

T 95/6 <0.01 34/6 <0.01 109/6 <0.01 20/6 <0.01 96/6 <0.01 35/6 <0.01

Htt̄+jets
T 9/6 0.17 4/6 0.71 5/6 0.57 21/6 <0.01 14/6 0.03 11/6 0.08
Htt̄

T 39/9 <0.01 28/9 <0.01 63/9 <0.01 13/9 0.14 33/9 <0.01 26/9 <0.01
|yt,h| 21/16 0.18 23/16 0.12 21/16 0.20 21/16 0.17 23/16 0.10 25/16 0.06
|yt,`| 14/13 0.40 13/13 0.44 12/13 0.50 11/13 0.63 20/13 0.09 18/13 0.16
|ytt̄ | 7/9 0.61 6/9 0.77 8/9 0.51 5/9 0.85 8/9 0.51 6/9 0.72
mtt̄ 18/9 0.03 19/9 0.02 51/9 <0.01 6/9 0.74 20/9 0.02 21/9 0.01
pj,1

T 84/14 <0.01 35/14 <0.01 318/14 <0.01 168/14 <0.01 125/14 <0.01 65/14 <0.01
pj,2

T 29/8 <0.01 18/8 0.02 20/8 <0.01 51/8 <0.01 37/8 <0.01 28/8 <0.01
N j 7/4 0.12 8/4 0.08 48/4 <0.01 72/4 <0.01 47/4 <0.01 58/4 <0.01

∆φ(j1, th) 9/8 0.32 7/8 0.51 113/8 <0.01 68/8 <0.01 37/8 <0.01 29/8 <0.01
∆φ(j2, th) 5/8 0.78 5/8 0.80 6/8 0.67 15/8 0.06 67/8 <0.01 61/8 <0.01
∆φ(b`, th) 35/12 <0.01 21/12 0.06 92/12 <0.01 13/12 0.35 32/12 <0.01 19/12 0.08
∆φ(th, t`) 62/4 <0.01 28/4 <0.01 74/4 <0.01 76/4 <0.01 71/4 <0.01 33/4 <0.01
∆φ(j1, j2) 16/10 0.11 16/10 0.10 26/10 <0.01 51/10 <0.01 197/10 <0.01 186/10 <0.01
m(j1, th) 30/11 <0.01 19/11 0.06 166/11 <0.01 34/11 <0.01 34/11 <0.01 18/11 0.07
pj,1

T vs N j 261/20 <0.01 194/20 <0.01 470/20 <0.01 273/20 <0.01 231/20 <0.01 154/20 <0.01
pj,1

T vs pt,h
T 80/16 <0.01 50/16 <0.01 291/16 <0.01 127/16 <0.01 105/16 <0.01 71/16 <0.01

∆φ(j1, th) vs pt,h
T 48/20 <0.01 39/20 <0.01 333/20 <0.01 196/20 <0.01 68/20 <0.01 56/20 <0.01

∆φ(j1, th) vs N j 68/18 <0.01 58/18 <0.01 404/18 <0.01 210/18 <0.01 73/18 <0.01 58/18 <0.01
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Table 10.3: χ2 and p-values to quantify the agreement between the absolute unfolded spectra
and several NLO + PS predictions.

Observable PWG+PY8 PWG+PY8(ISR DOWN) PWG+PY8(ISR UP) PWG+PY8(hdamp=3.0 mt) SHERPA SHERPA (NLO norm.)

χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value

pt,h
T 26/8 <0.01 26/8 <0.01 25/8 <0.01 36/8 <0.01 12/8 0.15 11/8 0.19

pt,`
T 78/8 <0.01 144/8 <0.01 20/8 0.01 50/8 <0.01 12/8 0.13 11/8 0.22

ptt̄
T 162/7 <0.01 243/7 <0.01 340/7 <0.01 108/7 <0.01 70/7 <0.01 57/7 <0.01

Htt̄+jets
T 36/7 <0.01 38/7 <0.01 96/7 <0.01 52/7 <0.01 39/7 <0.01 34/7 <0.01
Htt̄

T 86/10 <0.01 119/10 <0.01 46/10 <0.01 72/10 <0.01 28/10 <0.01 22/10 0.01
|yt,h| 47/17 <0.01 46/17 <0.01 46/17 <0.01 55/17 <0.01 25/17 0.10 20/17 0.29
|yt,`| 40/14 <0.01 45/14 <0.01 34/14 <0.01 45/14 <0.01 24/14 0.05 18/14 0.19
|ytt̄ | 30/10 <0.01 32/10 <0.01 23/10 <0.01 35/10 <0.01 22/10 0.02 20/10 0.03
mtt̄ 52/10 <0.01 78/10 <0.01 75/10 <0.01 53/10 <0.01 31/10 <0.01 25/10 <0.01
pj,1

T 115/15 <0.01 136/15 <0.01 272/15 <0.01 74/15 <0.01 140/15 <0.01 98/15 <0.01
pj,2

T 46/9 <0.01 12/9 0.23 196/9 <0.01 81/9 <0.01 41/9 <0.01 19/9 0.02
N j 32/5 <0.01 51/5 <0.01 27/5 <0.01 41/5 <0.01 23/5 <0.01 16/5 <0.01

∆φ(j1, th) 17/9 0.05 34/9 <0.01 22/9 <0.01 23/9 <0.01 10/9 0.38 11/9 0.25
∆φ(j2, th) 8/9 0.56 7/9 0.67 22/9 0.01 19/9 0.03 6/9 0.74 3/9 0.96
∆φ(b`, th) 95/13 <0.01 116/13 <0.01 294/13 <0.01 119/13 <0.01 51/13 <0.01 28/13 0.01
∆φ(th, t`) 111/5 <0.01 164/5 <0.01 207/5 <0.01 79/5 <0.01 36/5 <0.01 39/5 <0.01
∆φ(j1, j2) 24/11 0.01 17/11 0.12 41/11 <0.01 38/11 <0.01 26/11 <0.01 20/11 0.05
m(j1, th) 50/12 <0.01 111/12 <0.01 93/12 <0.01 43/12 <0.01 65/12 <0.01 40/12 <0.01
pj,1

T vs N j 355/21 <0.01 495/21 <0.01 488/21 <0.01 254/21 <0.01 193/21 <0.01 137/21 <0.01
pj,1

T vs pt,h
T 115/17 <0.01 192/17 <0.01 256/17 <0.01 87/17 <0.01 133/17 <0.01 87/17 <0.01

∆φ(j1, th) vs pt,h
T 69/21 <0.01 104/21 <0.01 56/21 <0.01 73/21 <0.01 42/21 <0.01 32/21 0.06

∆φ(j1, th) vs N j 109/19 <0.01 201/19 <0.01 66/19 <0.01 91/19 <0.01 35/19 0.01 26/19 0.14

Table 10.4: χ2 and p-values to quantify the agreement between the normalised unfolded
spectra and several NLO + PS predictions.

Observable PWG+PY8 PWG+PY8(ISR DOWN) PWG+PY8(ISR UP) PWG+PY8(hdamp=3.0 mt) SHERPA SHERPA (NLO norm.)

χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value χ2/NDF p-value

pt,h
T 3/7 0.84 3/7 0.90 6/7 0.57 5/7 0.63 5/7 0.69 5/7 0.69

pt,`
T 24/7 <0.01 57/7 <0.01 2/7 0.95 8/7 0.33 4/7 0.73 4/7 0.73

ptt̄
T 95/6 <0.01 133/6 <0.01 258/6 <0.01 59/6 <0.01 57/6 <0.01 57/6 <0.01

Htt̄+jets
T 9/6 0.17 4/6 0.69 64/6 <0.01 20/6 <0.01 28/6 <0.01 28/6 <0.01
Htt̄

T 39/9 <0.01 57/9 <0.01 22/9 0.01 26/9 <0.01 18/9 0.03 18/9 0.03
|yt,h| 21/16 0.18 20/16 0.24 23/16 0.10 20/16 0.20 15/16 0.51 15/16 0.51
|yt,`| 14/13 0.40 16/13 0.23 13/13 0.44 11/13 0.65 14/13 0.37 14/13 0.37
|ytt̄ | 7/9 0.61 9/9 0.45 5/9 0.80 5/9 0.81 14/9 0.13 14/9 0.13
mtt̄ 18/9 0.03 32/9 <0.01 43/9 <0.01 16/9 0.07 21/9 0.01 21/9 0.01
pj,1

T 84/14 <0.01 108/14 <0.01 187/14 <0.01 37/14 <0.01 113/14 <0.01 113/14 <0.01
pj,2

T 29/8 <0.01 11/8 0.21 96/8 <0.01 32/8 <0.01 23/8 <0.01 23/8 <0.01
N j 7/4 0.12 16/4 <0.01 12/4 0.01 12/4 0.02 13/4 0.01 13/4 0.01

∆φ(j1, th) 9/8 0.32 27/8 <0.01 4/8 0.86 4/8 0.82 4/8 0.85 4/8 0.85
∆φ(j2, th) 5/8 0.78 6/8 0.64 6/8 0.69 6/8 0.63 1/8 1.00 1/8 1.00
∆φ(b`, th) 35/12 <0.01 48/12 <0.01 192/12 <0.01 46/12 <0.01 29/12 <0.01 29/12 <0.01
∆φ(th, t`) 62/4 <0.01 76/4 <0.01 156/4 <0.01 41/4 <0.01 29/4 <0.01 29/4 <0.01
∆φ(j1, j2) 16/10 0.11 15/10 0.13 18/10 0.06 16/10 0.11 19/10 0.04 19/10 0.04
m(j1, th) 30/11 <0.01 88/11 <0.01 46/11 <0.01 11/11 0.44 45/11 <0.01 45/11 <0.01
pj,1

T vs N j 261/20 <0.01 379/20 <0.01 363/20 <0.01 161/20 <0.01 161/20 <0.01 161/20 <0.01
pj,1

T vs pt,h
T 80/16 <0.01 151/16 <0.01 170/16 <0.01 42/16 <0.01 103/16 <0.01 103/16 <0.01

∆φ(j1, th) vs pt,h
T 48/20 <0.01 82/20 <0.01 27/20 0.13 37/20 0.01 30/20 0.07 30/20 0.07

∆φ(j1, th) vs N j 68/18 <0.01 146/18 <0.01 36/18 <0.01 40/18 <0.01 23/18 0.18 23/18 0.18
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10.2.1. Observables related to tt̄ kinematics

Figures 10.2–5 show measured differential cross-section results for the variables related
to kinematics of the two top-quarks. For these variables the unfolded measurements
are compared to the NLO and re-weighted NNLO generator setups. In each figure the
panel on the bottom shows the ratio between the predictions and the data.

The pT distributions of the hadronically and leptonically decaying top-quarks in Fig-
ures 10.2a and 10.2b respectively, as well as the Htt̄

T distribution in Figure 10.3a are all
observed to be softer (lower pT) in data than in simulation. This trend is in line with pre-
vious results in similar phase-spaces from ATLAS [122–124], and CMS [125, 126, 129]
and results in simulation consistently predicting more events than data. This difference
is believed to originate from missing higher order corrections in the NLO predictions
and indeed the data agreement is seen to improve considerably when re-weighting
the MC predictions to NNLO, in-line with the inclusive cross-section result. After
re-weighting to NNLO the predictions for the pt,`

T distribution still display significant
differences in shape compared to data. It is possible this effect may originate from
mis-modelling of the the pT of the tt̄ system as the two variables are partially anti-
correlated (ρ(pt,`

T , ptt̄
T ) = −0.55). This anti-correlation is expected due to requiring a

minimum cut of 355 GeV on the pT of the hadronic top-quark in the event selection
but not imposing a similar lower bound on the leptonic top-quark.

Figure 10.3b shows the cross-section versus mtt̄ distribution, again comparing to
NLO and NNLO predictions, and shows generally poor agreement for all three NLO

predictions around the peak values. The re-weighting results in better agreement
with the improvement most significant for the MC@NLO+PYTHIA8 prediction. The
∆φ(b`, th) distribution in Figure 10.4a also shows an improvement from the NNLO re-
weighting especially at the extreme values. The rapidity distributions for the tt̄ system
and the two individual top-quarks are shown in Figures 10.4b and 10.5 respectively.
Generally good shape agreement is observed between data and each prediction.
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Figure 10.2: Fiducial tt̄ cross-section measured as a function of (a) pt,h
T and (b) pt,`

T . Mea-
sured results are compared to SM predictions from various NLO generators with
(dashed lines) and without (solid lines) the NNLO re-weighting applied. The yel-
low band shows the size of the total uncertainty in each bin, while the orange
band shows the statistical uncertainty only. The lower panel displays the ratios
between the different predictions and data.
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Figure 10.3: Fiducial tt̄ cross-section measured as a function of (a) Htt̄
T and (b) mtt̄ . Mea-

sured results are compared to SM predictions from various NLO generators with
(dashed lines) and without (solid lines) the NNLO re-weighting applied. The yel-
low band shows the size of the total uncertainty in each bin, while the orange
band shows the statistical uncertainty only. The lower panel displays the ratios
between the different predictions and data.
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Figure 10.4: Fiducial tt̄ cross-section measured as a function of (a) ∆φ(b`, th) and (b) |ytt̄ |.
Measured results are compared to SM predictions from various NLO generators
with (dashed lines) and without (solid lines) the NNLO re-weighting applied. The
yellow band shows the size of the total uncertainty in each bin, while the orange
band shows the statistical uncertainty only. The lower panel displays the ratios
between the different predictions and data.
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Figure 10.5: Fiducial tt̄ cross-section measured as a function of (a) |yt,h| and (b) |yt,`|. Mea-
sured results are compared to SM predictions from various NLO generators with
(dashed lines) and without (solid lines) the NNLO re-weighting applied. The yel-
low band shows the size of the total uncertainty in each bin, while the orange
band shows the statistical uncertainty only. The lower panel displays the ratios
between the different predictions and data.
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10.2.2. Observables related to additional radiation

Figures 10.6–9 show the particle-level tt̄ cross-section as functions of variables related
to additional radiation in the events. The unfolded measurements are compared to
SM predictions from different NLO + PS generator setups with variations in shower
settings and ISR. Comparisons are also included for the SHERPA generator which
allows the effect of generating additional radiation in the matrix-element calculation
to be studied. In each figure the upper ratio panel compares the different generator
setups to the data, while the bottom panel compares variations in the shower settings.

Overall none of the generator setups tested were able to provide a good description
of the observed distributions for all measured variables. Figure 10.6a shows the cross-
section as a function of the number of additional jets in each event for which the
SHERPA sample is found to exhibit the best shape agreement over the full range. This
demonstrates that the inclusion of additional emissions within the matrix-element
calculation results in improved modelling of the amount of additional radiation in
boosted events. However the modelling of the kinematic properties of additional
radiation, as shown in Figures 10.6b, 10.7a and 10.7b, do not exhibit consistently better
results for the SHERPA sample. Worse agreement is observed for both the m(j1, th)

and leading additional jet pT distributions, while performance is in-line with other
generators for modelling of the sub-leading additional jet pT and the angular variables
in Figure 10.8.

The complexity of accurately modelling additional radiation in highly boosted
events is best illustrated by the leading and sub-leading additional jet pT distributions
in Figure 10.7. Poor agreement with data is observed for all generator setups when
modelling the pT of the leading additional jet with the shape of the MC@NLO+PYTHIA8
prediction significantly different from both data and POWHEG+PYTHIA8. This is an
indication that at the current level of precision the choice of technique to match the
matrix-element calculation and parton shower simulation is very relevant.

In general the sub-leading additional jet pT distribution appears to be better mod-
elled, especially at low values, with the POWHEG+PYTHIA8 variation with reduced
ISR giving reasonable shape agreement with data. However Table 10.3 shows this
same sample has worse agreement for the leading additional jet pT when compared to
the POWHEG+PYTHIA8 sample with nominal ISR settings suggesting that the source
of the observed mis-modelling is not easily explained by a single factor.
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Figure 10.6: Fiducial tt̄ cross-section measured as a function of (a) N j and (b) m(j1, th). Mea-
sured results are compared to SM predictions from various NLO + PS generator
setups with different shower and radiation settings. The yellow band shows the
size of the total uncertainty in each bin, while the orange band shows the statistical
uncertainty only. The two lower panels display the ratios between the different
predictions and data.
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Figure 10.7: Fiducial tt̄ cross-section measured as a function of (a) pj,1
T and (b) pj,2

T . Measured
results are compared to SM predictions from various NLO + PS generator setups
with different shower and radiation settings. The yellow band shows the size
of the total uncertainty in each bin, while the orange band shows the statistical
uncertainty only. The two lower panels display the ratios between the different
predictions and data.
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Figure 10.8 show a selection of angular variables between the leading and sub-
leading additional jets and the hadronic top-quark. In general these distributions are
better modelled than the individual kinematics however there are still large disagree-
ments between data and prediction. In particular the shape of the MC@NLO+PYTHIA8
prediction for the ∆φ(j1, th) distribution, and the POWHEG+HERWIG7 predictions for
the ∆φ(j2, th) and ∆φ(j1, j2) distributions are noticeably different from both the data
and the nominal POWHEG sample. The latter two are likely related to the difference in
shower ordering between HERWIG7 (angular ordering) and PYTHIA8 (pT ordering).

Lastly, Figure 10.9 shows kinematics of the tt̄ system that are directly affected by
the presence of additional radiation. None of the generator setups are able reproduce
the data distribution accurately, with the SHERPA sample providing the best agreement
with data in each case.
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Figure 10.8: Fiducial tt̄ cross-section measured as a function of (a) ∆φ(j1, th), (b) ∆φ(j2, th), and
(c) ∆φ(j1, j2). Measured results are compared to SM predictions from various
NLO + PS generator setups with different shower and radiation settings. The
yellow band shows the size of the total uncertainty in each bin, while the orange
band shows the statistical uncertainty only. The two lower panels display the
ratios between the different predictions and data.
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Figure 10.9: Fiducial tt̄ cross-section measured as a function of (a) ptt̄
T , (b) Htt̄+jets

T , and (c)
∆φ(th, t`). Measured results are compared to SM predictions from various
NLO + PS generator setups with different shower and radiation settings. The
yellow band shows the size of the total uncertainty in each bin, while the orange
band shows the statistical uncertainty only. The two lower panels display the
ratios between the different predictions and data.
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10.2.3. Double-differential cross-sections

The double-differential cross-section measurements are shown in Figures 10.10–13.
Figures 10.10 and 10.11 show the ∆φ(j1, th) and pj,1

T distributions versus the pT of the
hadronic top-quark. In events with a high pT hadronic top-quark (pt,h

T > 500 GeV)

the modelling of the ∆φ(j1, th) distribution is observed to be worse overall. Similarly
the modelling of the leading additional jet at low pT is observed to be less accurate
for events with pt,h

T > 500 GeV. These observations hold for all tested predictions
apart from the NLO normalised SHERPA sample, which appears to have improved
agreement in both cases.

Figures 10.12 and 10.13 show the ∆φ(j1, th) and pj,1
T distributions versus the number

of additional jets. For events with one or two additional jets the ∆φ(j1, th) distribution
is better described at high values of ∆φ (more back-to-back). However in events with
more than two additional emissions the opposite is true; the angular modelling is
improved significantly at low values of ∆φ (more collinear), but gets worse at higher
values. This effect is especially prominent for the NLO generators.

The modelling of low-pT additional jets is observed to be less accurate in events
with only one additional emission. Conversely the modelling of high-pT additional
radiation disagrees more strongly with data in events with more than one additional
jet. Additionally Figure 10.13 suggests that the previously observed mis-modelling
of the pT of the leading additional jet by the MC@NLO+PYTHIA8 generator is mostly
driven by events with a single additional jet. It should be noted that probing exclusive
jet bins in this way is a particular challenge for generators at NLO precision due to the
complexities in accurately matching real emissions from the ME to those generated
in the parton-shower. It is thus expected that generators with higher-order matrix-
element precision matched to a parton-shower would likely see improved agreement
for variables like these.
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Figure 10.10: Double-differential fiducial cross-section measurement as a function of ∆φ(j1, th)

in bins of pt,h
T .

(a) Measured differential cross-section compared directly with predictions from
the POWHEG+PYTHIA8 MC event generator. The measurement and predictions
are normalised by the factors shown in parentheses to aid visibility.
(b) The ratio of the measured absolute cross-section to different NLO + PS and
re-weighted NNLO SM predictions. The yellow band shows the size of the total
uncertainty, while the orange band shows the statistical uncertainty only.
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Figure 10.11: Double-differential cross-section measurement as a function of pj,1
T in bins of pt,h

T .
(a) Measured differential cross-section compared directly with predictions from
the POWHEG+PYTHIA8 MC event generator. The measurement and predictions
are normalised by the factors shown in parentheses to aid visibility.
(b) The ratio of the measured absolute cross-section to different NLO + PS and
re-weighted NNLO SM predictions. The yellow band shows the size of the total
uncertainty, while the orange band shows the statistical uncertainty only.
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Figure 10.12: Double-differential cross-section measurement as a function of ∆φ(j1, th) in bins
of N j .
(a) Measured differential cross-section compared directly with predictions from
the POWHEG+PYTHIA8 MC event generator. The measurement and predictions
are normalised by the factors shown in parentheses to aid visibility.
(b) The ratio of the measured absolute cross-section to different NLO + PS and
re-weighted NNLO SM predictions. The yellow band shows the size of the total
uncertainty, while the orange band shows the statistical uncertainty only.
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Figure 10.13: Double-differential cross-section measurement as a function of pj,1
T in bins of N j .

(a) Measured differential cross-section compared directly with predictions from
the POWHEG+PYTHIA8 MC event generator. The measurement and predictions
are normalised by the factors shown in parentheses to aid visibility.
(b) The ratio of the measured absolute cross-section to different NLO + PS and
re-weighted NNLO SM predictions. The yellow band shows the size of the total
uncertainty, while the orange band shows the statistical uncertainty only.
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10.3. Comparison to other measurements

The previous ATLAS measurement of the tt̄ cross-section at high energies [124] used a
different definition of the fiducial volume, thus the measured cross-sections cannot
be compared directly to the values reported here. However the ratio of the measured
inclusive fiducial cross-section over the POWHEG+PYTHIA8 SM prediction can be
compared. The ratio is σfid

tt̄ /σSM
tt̄ = 0.856 ± 0.036, which is in agreement with the

previous result of σfid
tt̄ /σSM

tt̄ = 0.905± 0.071. The observed improvement in precision
from 7.9% to 4.2% is significant. The differential measurement precision is also greatly
improved over the previous boosted measurement as shown in Figure 10.14 which
compares the fractional uncertainty breakdown for the pT of the hadronic top-quark
between the two measurements. The bulk of the improvement originates from re-
ductions in the JES uncertainty, outlined in Section 9.5, and the reduction of large
background uncertainties at high top-quark pT outlined in Section 9.3.2. Increased
statistics, improved signal purity due to requiring two b-tagged jets instead of one,
and improvements to object definition and modelling predictions also contribute.
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10.6 Systematics display boosted1291

In this section, the breakdown of the di�erent classes of systematic uncertainties is displayed for all the1292

measured spectra1293

10.6.1 Particle level1294

The fractional uncertainties propagated on particle level spectra in boosted topology are reported in1295

Figs. 69–94.
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Figure 69: Fractional uncertainties on the absolute particle level cross-section as a function of pt t̄T [GeV] (left) and
pt,hadT [GeV] (right) in the boosted topology.
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28th June 2019 – 15:45 102

(b)

Figure 10.14: Fractional uncertainties on the particle-level cross-section as a function of the
pT of the hadronic top-quark for (a) this measurement, (b) the preceding ATLAS
tt̄ measurement [124]. In the previous result the top-quark mass uncertainty is
not included, the "Jets" uncertainty is labelled "JES/JER", and the "tt̄ Modelling"
uncertainty is split into "Generator", "Hadronisation", "ISR" and "PDF" effects.
The "Other" category of the current analysis includes "Backgrounds", "Lepton",
"Emiss

T " and "MC Stat." error as well as luminosity and pileup uncertainties which
are only included in the total uncertainty band of the previous result.
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The combination of decay channels and alternative phase-space definitions used
in related CMS analyses at

√
s = 13 TeV make it difficult for direct comparisons. The

closest equivalent is a measurement of the tt̄ production cross-section at particle-level
performed using 137 fb−1 of data and without imposing a lower limit on the top-quark
pT [126]. Figure 10.15 shows a comparison of the measured cross-sections as a function
of the pT of the hadronic top-quark between the analysis presented here and the
CMS result. Even in the region above 355 GeV the results are not fully comparable
due to differences in the event selection, however the disagreement between data
and prediction is at a similar level and the softer overall pT spectrum of simulation
compared to data can be observed in both cases.

The total uncertainty in the lower pT region between 350 GeV and 450 GeV for the
ATLAS (CMS) measurement varies between roughly 4.6%→ 5.6% (4.2%→ 4.9%).
Similarly the jet related uncertainties vary between 1.0%→ 1.4% (2.1%→ 2.5%). The
total uncertainty in this region is comparable between the two measurements and
the relative contribution from jet uncertainties reflects the improvements from the JSF

method on the ATLAS result. In a higher pT region between 700 GeV and 800 GeV the
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Figure 16: Differential cross section as functions of pT(th), pT(t`), pT(thigh), pT(tlow), and
ST. The data are shown as points with light (dark) bands indicating the statistical (statis-
tical and systematic) uncertainties. The cross sections are compared to the predictions of
POWHEG+PYTHIA (P8) for the CP5 and CUETP8M2T4 (T4), POWHEG+HERWIG (H7), and the
multiparton simulation MG5 aMC@NLO (MG)+PYTHIA. The ratios of the various predictions to
the measured cross sections are shown at the bottom of each panel.

(b)

Figure 10.15: Comparison between measurements of the absolute tt̄ cross-section at particle-
level as a function of the pT of the hadronically decaying top-quark in lepton+jets
events, performed by (a) ATLAS and (b) CMS [126]. Both measurements compare
data to several MC predictions and include separate bands indicating the level of
statistical (orange on left, grey on right) and total (gold on left, yellow on right)
uncertainty. The kinematic phase-spaces of the two analyses are not the same
and thus only general trends can be identified.
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total uncertainty for the ATLAS (CMS) measurement is roughly 11% (7.8%), and the
jet related uncertainties roughly 5.2% (2.0%). As a single scale factor is used, the JSF

method is not as effective at high top-quark pT. The CMS measurement is more precise
in this region largely due to smaller JES uncertainties at high pT obtained by CMS
compared to ATLAS. It should be noted that the treatment of uncertainties related to
the modelling of tt̄ events is also different between the two results. The measurement
covered in this thesis uses an arguably more conservative estimate by comparing
between different generators, while the CMS result relies on a single generator setup
with a larger number of internal variations. This generally results in measurements
made by CMS having smaller modelling uncertainties.

Similar comparisons of the overall precision can be drawn with results from high
energy tt̄ production in the all-hadronic channel, recently measured by ATLAS [188].
Figure 10.16 compares the normalised fractional uncertainty breakdown on the mea-
sured pt,h

T cross-section in this analysis to the relative uncertainties on the normalised
leading top-quark pT spectrum from the all-hadronic channel. It should be reiter-
ated that concrete results can not be drawn between these two figures due to differ-
ences in the fiducial region and top-quark definitions used. In the region between
500 GeV and 650 GeV the total uncertainty on the normalised hadronic (leading) top-
quark pT spectrum from the lepton+jets (all-hadronic) analysis varies between roughly
2.1% → 4.7% (4.5% → 7.2%). In both cases a significant contribution of between
0.7%→ 2.2% (3.2%→ 5.0%) comes from the jet uncertainty. The all-hadronic measure-
ment achieves worse overall precision but gains higher statistics, illustrated by the
ability to split the high pT region (0.8 TeV < pT < 2 TeV) into two bins with statistical
uncertainty between 5.0%→ 11.0% compared to a single bin in the lepton+jets analysis
with a statistical uncertainty of 6.4%. In this region the total uncertainty is similar
ranging from roughly 12.0%→ 21.0% using all-hadronic events compared to 17.8% in
the lepton+jets measurement.
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Source Relative Uncertainty [%]
Top-tagging ±7.8
JES � JER ±4.2
JMS � JMR ±1.1
Flavor tagging ±2.9
Alternative hard-scattering model ±0.9
Alternative parton-shower model ±4.3
ISR/FSR + scale ±4.9
PDF ±0.8
Luminosity ±1.7
Monte Carlo sample statistics ±0.5
Systematics ±11.6
Statistics ±1.0
Total Uncertainty ±11.7

Table 3: Summary of the largest systematic and statistical relative uncertainties for the absolute particle-level fiducial
phase-space cross-section measurement in percent. The uncertainties that are significantly less than 1% are not listed.
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Figure 8: Relative uncertainties in the normalized di�erential cross-sections as a function of the leading top-quark-jet
pT and rapidity at particle-level and parton-level. The light and dark blue areas represent the total and statistical
uncertainty, respectively. The P�����+P����� 8 generator is used as the nominal prediction to correct for detector
e�ects.

24

(b)

Figure 10.16: Comparison between relative uncertainties on the normalised tt̄ cross-section
measurement at particle-level as a function of (a) the pT of the hadronically
decaying top-quark in lepton+jets events, (b) the pT of the leading top-quark
in all-hadronic events, measured by ATLAS [188]. The kinematic phase-spaces
of the two measurements are similar but not identical and thus only general
trends can be identified. The all-hadronic measurement shows the average
of the positive and negative fractional uncertainties (symmetrised) while the
lepton+jets measurement shows the full asymmetric uncertainty bands.



Chapter 11.

Limits on EFT operators

“I think I can safely say that nobody understands quantum mechanics”
— Richard P. Feynman

The sensitivity of the analysis to potential new physics is explored by fitting the
measured differential cross-section dσ/dpt,h

T to obtain limits on BSM contributions
from the dimension six EFT operators OtG and O(8)

tq , introduced in Chapter 2. These

operators, parameterised by Wilson coefficients CtG and C(8)
tq , are chosen as they

are particularly sensitive to tt̄ production but affect different aspects. The chromo-
magnetic operator (OtG) alters the top-gluon coupling and is expected to have a larger
overall effect on the rate of tt̄ production. The operator O(8)

tq adds a non-SM four-quark
coupling and is expected to contribute more strongly in events with high energy
top-quarks. Effects from the two operators can thus be disentangled by fitting a single
differential cross-section measurement that has a strong dependence on the energy of
the top-quarks in the event. The hadronic top-quark pT distribution was chosen as a
result of the sensitivity studies described in Section 8.1.3.
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11.1. Interpretation strategy

The interpretation relies on simulated tt̄ samples produced with additional EFT effects,
introduced by setting the two Wilson coefficients of interest to non-zero values. The
EFT samples used are outlined in Section 7.1.1. For the interpretation it is assumed
that all other Wilson coefficients of dimension six and above are 0. It is also assumed
that the EFT contributions have negligible effect on the background estimate and
thus the nominal background samples, described in Section 7.1.1, are used. This
is a reasonable assumption considering the high signal purity demonstrated in the
cross-section analysis. The strategy used for the EFT interpretation is outlined in the
following sub-sections before the results are reported in Section 11.2.

Parameterisation of cross-section

To extract limits, the cross-section in each bin j is parameterised as a function of the
two Wilson coefficients:

σj(CtG, C(8)
tq ) = p j

0 + p j
1CtG + p j

2C(8)
tq + p j

3(CtG)
2 + p j

4(C
(8)
tq )2 + p j

5(CtG · C(8)
tq ), (11.1)

where the parameters p j
i are extracted by performing fits to the EFT samples with

varied values of CtG and C(8)
tq . Two separate fits are produced; one using samples with

the full EFT contributions (proportional to Λ−2 and Λ−4) and another containing only
linear contributions (proportional to Λ−2). In this way it is possible to assess the indi-
vidual impact of adding quadratic terms, i.e. those proportional to Λ−4, corresponding
to squared dimension-six operators in the expanded Lagrangian. The p j

0 parameter is
extracted from the Standard Model prediction used in the fit. To ensure an accurate
value for p j

0, the SM component of the EFT samples were replaced with a higher order
SM prediction, corresponding to the POWHEG+PYTHIA8 sample re-weighted to the
NNLO prediction.

Extraction of best-fit values

The EFTfitter program [189] is used to extract simultaneous best-fit values for
the Wilson coefficients given the measured differential cross-section of the pt,h

T
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distribution (m). Values are found by minimising the following likelihood:

−2 ln P(CtG, C(8)
tq |m) = (m− σ(CtG, C(8)

tq ))T M−1(m− σ(CtG, C(8)
tq )), (11.2)

where σ(CtG, C(8)
tq ) denotes the set of parameterised cross-section values taken from

equation (11.1), and M is the covariance matrix. As before, the covariance matrix is the
sum of the covariance matrices from all uncorrelated sources of uncertainty. For the
EFT interpretation this includes all of the same experimental uncertainties from the
cross-section measurement (Me), as well as theoretical uncertainties on the NNLO cross-
section calculations used in the SM prediction (Mt). The final covariance matrix is
then given by: M = Me + Mt , assuming the experimental and theoretical uncertainties
are uncorrelated. The covariance matrix for the experimental uncertainties is the same
as the one used for the pt,h

T cross-section measurement, defined in Section 10.2. The
theory uncertainties are outlined in the next section.

Theory uncertainties

The theoretical uncertainties are taken from variations of the NNLO and
NNLO + NLO EW tt̄ cross-section calculations used to re-weight the Standard Model
prediction. A set of seven scale variations are produced by changing the µr and µf

scales in the range (0.5µ, 2µ) with the additional condition: 0.5 ≥ µr
µf
≤ 2. This is re-

peated for all three variables used for the re-weighting
(

pT(t), pT(tt̄) and m(tt̄)
)
. The

envelopes of the seven variations are then used to define alternative up and down
shape variations. Figure 11.1a shows the scale of the variations on the pt,h

T distribution
for each variable compared to the nominal prediction at particle-level. The largest
effect comes from the pT(t) variations as expected. The other variations are non-zero
due to correlations between the variables in the re-weighting process. To be conserva-
tive the variations from the three variables are combined, assuming the uncertainties
are uncorrelated. An uncertainty on the choice of PDF set is also included. The scale
and PDF uncertainties only cover shape differences in the measured distribution, thus
an additional 6% normalisation uncertainty is added to cover the uncertainty from
missing higher-order corrections. This is the same as the uncertainty included on the
MC predictions in Figure 10.1 and covers variations in the scales, PDF, αS, and mt in the
NNLO + NNLL inclusive cross-section calculation [105]. Figure 11.1b shows the total
theory uncertainty on the pt,h

T distribution.
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Figure 11.1: (a) The impact of individual scale uncertainties derived from each of the three
variables used in the NNLO re-weighting, shown as the ratio of alternative pre-
dictions to the nominal pt,h

T distribution at particle-level. (b) The scale of the total
theory uncertainty on the pt,h

T distribution as the ratio of the combined uncertainty
variations to the nominal NNLO prediction. The total uncertainty is the combina-
tion in quadrature of the scale variations from the three variables, the choice of
PDF set and an additional 6% normalisation uncertainty.

Probability distribution extraction

The two-dimensional posterior probability distribution is extracted using a numerical
implementation of Bayes’ theorem in the Bayesian Analysis Toolkit [190]. A flat
prior probability for the two Wilson coefficients, within the range (−5 ≤ Ci ≤ 5),
is used. Marginalised credible intervals for each coefficient are produced from the
probability distribution by integrating out the other coefficient. Individual fits are also
performed for each Wilson coefficient using the same methods above but fixing the
value of the other coefficient to zero. The two-dimensional probability distributions,
and marginalised and individual 95% credible intervals are presented in the following
section.
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11.2. EFT results

The best-fit values extracted from the measured pt,h
T distribution are:

CtG = −0.24± 0.23 (Λ/TeV)2, C(8)
tq = 0.03± 0.17 (Λ/TeV)2 (Λ−2),

CtG = −0.11+0.16
−0.25 (Λ/TeV)2, C(8)

tq = −0.43+0.40
−0.06 (Λ/TeV)2 (Λ−4).

In both cases the best-fit value for the data is found to be slightly more than 1 standard
deviation away from the SM, indicating no evidence for new physics is observed in
the data. The best-fit values for CtG are shown to prefer negative values in both the
linear and quadratic models. This behaviour is consistent with the measured total
cross-section being lower than the SM prediction. In the Λ−2 samples the effect of CtG

is almost linear, as shown in Figure 8.3a, thus the effect of extracting a fit using a lower
overall cross-section leads to a negative fit value being preferred. The same is true for
the Λ−4 fit but to a lesser extent due to the increased shape of the linear+quadratic
EFT contribution. Figure 11.2 shows the measured tt̄ cross-section as a function of
pt,h

T for the SM prediction and the EFT predictions with the Wilson coefficients set to
their best-fit values. The errors on the data points are the total uncertainties from the
measurement reported in Chapter 10, while the uncertainty band denotes the theory
uncertainty on the SM prediction. The SM and SM+EFT predictions are compatible
with data.
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Figure 11.2: The top-quark pair cross-section as a function of pt,h
T used in the EFT interpretation.

The data is compared to the SM prediction in red and the EFT model prediction
in blue at the respective global modes for (a) the linear (Λ−2) model and (b) the
quadratic (Λ−4) model. The lower panel displays the ratio between the data or
EFT model and the SM prediction. The error bars indicate the total uncertainty
from the cross-section measurement and the shaded red band shows the additional
theory uncertainty on the SM prediction used in the EFT fit.

Figures 11.3 and 11.4 show the two-dimensional posterior probability distributions
for the linear and quadratic fits for both the expected and observed limits respectively,
where the expected limits are extracted using the NNLO SM samples as pseudo-data
in the fit. The expected fit recovers the SM values, shown by the global mode and
SM points overlapping in Figures 11.3a and 11.3b. Both the expected and observed
credible intervals for the linear+quadratic fit are asymmetric, with more of the allowed
parameter space covering negative values. This is the expected behaviour as the
linear and quadratic EFT terms can cancel in regions of the parameters space where
the Wilson coefficients are negative. This has the result of skewing the probability
distribution towards negative values and gives rise to the small negative uncertainty
on the Λ−4 C(8)

tq limit. In each case the allowed parameter space is fully defined
between -1 and 1 for both Wilson coefficients indicating that the measurement is able
to break the degeneracy of the EFT effects and distinguish between the two operators.
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Figure 11.3: Expected two-dimensional posterior distributions for the two Wilson coefficients
CtG and C(8)

tq obtained from fitting the pt,h
T distribution using the SM prediction as

pseudo-data and the (a) linear (b) quadratic EFT model. The 68.4 %, 95.5 %, and
99.7 % credible intervals are shown in green, yellow and red respectively.
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Figure 11.4: Observed two-dimensional posterior distributions for the two Wilson coefficients
CtG and C(8)

tq obtained from fitting the pt,h
T distribution using the (a) linear (b)

quadratic EFT model. The 68.4 %, 95.5 %, and 99.7 % credible intervals are shown
in green, yellow and red respectively.
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Table 11.1 shows the expected and observed 95% credible intervals for the simul-
taneous (marginalised) and individual fits. Results from a recent global fit [191] are
given in the right-most column. The global fit is obtained by combining results from
multiple measurements and provides limits on both CtG and C(8)

tq , using the same basis
and with all other Wilson coefficients set to zero. The global fit values can thus be
compared directly to the observed individual limits from this analysis. The observed
limits on CtG are significantly weaker than the global fit values, however the observed
limits on C(8)

tq are more stringent than those obtained from the global fit. The results
indicate that the data presented here can provide important constraining power in
future global fits. The fact that stronger limits have been extracted from a single mea-
surement also demonstrates the power of using differential measurements to constrain
EFT parameters.

Table 11.1: Expected and observed 95% credible intervals on CtG and C(8)
tq . The marginalised

intervals correspond to those extracted from the nominal fit where both Wilson
coefficients are allowed to vary. The individual intervals correspond to fits in which
only the single Wilson coefficient under study is allowed to differ from zero. The
results are compared to the individual limits obtained in a recent global fit [191].

Model Ci (Λ/TeV)2 Marginalised 95% intervals Individual 95% intervals
Expected Observed Expected Observed Global fit [191]

Λ−4 CtG [-0.44, 0.35] [-0.53, 0.21] [-0.44, 0.28] [-0.52, 0.15] [0.006, 0.107]
C(8)

tq [-0.57, 0.17] [-0.60, 0.13] [-0.57, 0.18] [-0.64, 0.12] [-0.48, 0.39]

Λ−2 CtG [-0.44, 0.44] [-0.68, 0.21] [-0.41, 0.42] [-0.63, 0.20] [0.007, 0.111]
C(8)

tq [-0.35, 0.35] [-0.30, 0.36] [-0.35, 0.36] [-0.34, 0.27] [-0.40, 0.61]
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In Figure 8.3 the high pT tail of the pt,h
T distribution was shown to be more sen-

sitive to effects from C(8)
tq than CtG. To better understand the effect of using the full

differential distribution on the extracted limits the fit was repeated several times using
progressively more of the measured bins each time. Figure 11.5 shows the evolution of
the observed 95% posterior probability distribution as bins are added one-by-one to
the fit. Again both the linear and quadratic fits are shown. Using only a single bin,
shown by the red band, the fit is not able to differentiate between the two operators,
with neither able to be reasonably constrained without knowledge of the other. This is
improved as bins are added to the fit, with the allowed parameter region becoming
constrained to smaller areas. The addition of the high pT bins provide the strongest
constraining power on C(8)

tq , indicating that the extracted limits benefit from the use of
high pT events in the measurement.

As a further test Figure 11.6 compares the expected limits using a single bin covering
the full pT range (inclusive fit) to results from the differential fit with all 8 bins. The
inclusive fit results in tighter limits for both C(8)

tq and CtG when compared to using a
single low pT bin (the red bands in Figure 11.5). However, as expected, the limits on
C(8)

tq are significantly tighter in the differential fit as the orthogonal behaviour of the
different bins can be exploited. Additionally the effects of the two operators can be
disentangled in the differential fit, while they are left degenerate when using only a
single measurement.
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(a) (b)

Figure 11.5: Evolution of the observed 95% credible region for the two Wilson coefficients as
bins of pt,h

T are progressively added to the interpretation for (a) the linear (Λ−2)
model, (b) the quadratic (Λ−4) model. The coloured ellipses show the 95% credible
areas obtained from fitting the pt,h

T range indicated in the legend.

(a)

5.0 2.5 0.0 2.5 5.0
CtG (TeV / )2

5.0

2.5

0.0

2.5

5.0

C
(8

)
tq

 (T
eV

 / 
)2

ATLAS Internal√
s = 13 TeV, 139 fb 1

Expected limits, 4

inclusive
differential
SM

(b)

Figure 11.6: Expected 95% credible region for the two Wilson coefficients when fitting the
pt,h

T distribution as a single inclusive measurement compared to a differential
measurement with 8 bins. In both cases the fits are performed using the SM
prediction as pseudo-data and the (a) linear (b) quadratic EFT model.



Chapter 12.

Conclusion

“That’s it! You people have stood in my way long enough. I’m going to
clown college!”

— Homer Simpson, The Simpsons S6, E15 - Homie the Clown

In this thesis I have presented my contributions to the ATLAS physics programme
including work on the muon trigger monitoring system and a detailed overview of the
recent differential analysis of top-quark pair cross-sections in boosted events, available
publicly at [1].

The ATLAS muon trigger is a vital component in many Standard Model measure-
ments as well as searches for new physics. During the last few months of Run-2 a
new trigger was added which allowed the level-1 trigger efficiency to be monitored
in real time. A tag and probe technique using Z→ µµ events was used to calculate
the efficiency relative to well reconstructed muons from the high level trigger. Output
from this trigger was added to the ATLAS run displays and used as an early warning
system for drops in trigger efficiency.

For the cross-section measurements, tt̄ events containing a hadronically decaying
top-quark with high transverse momentum (pT > 355 GeV) were selected from the
full 139 fb−1 Run-2 dataset recorded by the ATLAS detector at the LHC between
2015 – 2018. The cross-sections were extracted from reconstructed physics objects at
particle-level via an unfolding process and compared to several simulated NLO + PS

Standard Model predictions, as well as to NLO predictions re-weighted at parton-level
to match a NNLO(QCD) + NLO(EW) calculation. No single generator prediction was

179
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able to accurately describe all of the measured observables however applying the NNLO

re-weighting was shown to improve the agreement with data for all tested generators.
This is a strong indication that at the current level of precision the NNLO corrections
are relevant to tt̄ events in this phase space and further improvements would be
possible with the introduction of full NNLO + PS predictions, which will hopefully
become available in the near future [192]. Distributions related to additional radiation
in the events was a secondary focus of the analysis. The number of additional jets in
the events was found to be well modelled by the SHERPA generator which includes
matrix-element calculations for up to the first additional jet at NLO accuracy in QCD
and up to four additional partons at LO. This suggests that the modelling of additional
radiation is improved in models that include higher-order predictions for additional
emissions. However none of the generators were able to accurately describe more
detailed observables related to additional radiation, indicating there are still further
corrections needed beyond this.

A new technique was developed using the measured mass of the hadronically
decaying top-quark to reduce the impact of jet energy scale uncertainties. This resulted
in a significant drop in jet-related uncertainty of ∼80% on the inclusive measurement
and up to∼90% in individual bins of the differential measurements. This method used
in conjunction with higher statistics, improved MC modelling, and techniques to reduce
background contamination led to a significant improvement in measurement precision
compared to previous results. The inclusive cross-section in the fiducial phase-space
was measured to be σfid

tt̄ = 1.267± 0.005 (stat.)± 0.053 (syst.) pb which constitutes
a 47% reduction in total uncertainty on the previous 36 fb−1 analysis performed by
ATLAS [124].

As well as the improvements in precision, this analysis also measures several
observables for the first time within highly boosted tt̄ events. These include the
majority of the angular variables and all measured double-differential observables,
many of which exhibit significant variation between data and simulation. Similarly
the addition of an EFT interpretation of the results using a differential cross-section
measurement (pt,h

T ) is new for an analysis of this type and illustrates the sensitivity of
the measurement to BSM physics effects. The pt,h

T distribution is used to extract limits
on two Wilson coefficients sensitive to tt̄ production. No evidence of new physics is ob-
served and the 95% credible intervals on the Wilson coefficients from the simultaneous
quadratic fit are: CtG ∈ [−0.53, 0.21] (Λ/TeV)2 and C(8)

tq ∈ [−0.60, 0.13] (Λ/TeV)2. The

analysis is able to disentangle effects from the OtG and O(8)
tq operators and yields strin-
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gent limits on C(8)
tq , demonstrating the value of this measurement in future combined

fits.

The analysis presented here provides some of the most precise boosted tt̄ cross-
section measurements produced by ATLAS to date. Along with recent results in the
di-lepton [193] and all-hadronic [188] channels they help provide a comprehensive
picture of the tt̄ production cross-section at the LHC. At the time of writing initial
testing for the third LHC data-taking run is underway. However with significant
upgrades made to all four major experiments; the ramp up to high luminosity data-
taking is expected to be slow. A new, higher energy, dataset comparable in size to
that of Run-2 is not expected until around 2025 [194]. As a result, the optimisation of
existing analysis methods and active development of new techniques, such as the JSF

method introduced here, will continue to play a vital role in improving the precision
of future measurements.
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Appendix A.

“Surely you can’t be serious!?
I am serious, and don’t call me Shirley.”

— Leslie Nielsen, Airplane!

A.1. Calculation of pz,ν for leptonic top reconstruction

The longitudinal momentum component of the neutrino in each event is estimated
in order to reconstruct the full four momentum of the leptonically decaying top-
quark. The calculation is based on the assumption that the lepton-neutrino system has
invariant mass equal to the W-boson mass:

m`,ν = mW

=⇒ (E` + Eν)
2 − (px,` + px,ν)

2−(py,` + py,ν)
2 − (pz,` + pz,ν)

2 = mW ,
(A.1)

where m`,ν is the invariant mass of the lepton-neutrino system in the W-boson rest
frame, mW is the rest mass of the W-boson, E` and Eν are the energies of the lepton and
neutrino, pX,` and pX,ν are the X-component of the lepton and neutrino 3-momenta
respectively.

Assuming mν = 0 the energies are given by:

Eν =
√

p2
x,ν + p2

y,ν + p2
z,ν and (A.2)

E2
` = m2

` + (p2
x,` + p2

y,` + p2
z,`). (A.3)
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Expanding equation (A.1) and substituting in equation (A.2) gives:

E2
` − (p2

x,` + p2
y,` + p2

z,`)

+2E`

√
p2

x,ν + p2
y,ν + p2

z,ν

−2(px,`px,ν + py,`py,ν + pz,`pz,ν) = mW .

(A.4)

Substituting equation (A.3) and rearranging gives:

(m2
W −m2

`

2
+ px,`px,ν + py,`py,ν

)
+ pz,`pz,ν =

√
E2
` p2

x,ν + E2
` p2

y,ν + E2
` p2

z,ν. (A.5)

Labelling the first term k and squaring both sides yields a polynomial in powers of
pz,ν:

(E2
` − p2

z,`)p2
z,ν − (2kpz,`)pz,ν + (E2

`)p2
T,ν − k2 = 0, (A.6)

where pT,ν =
√

p2
x,ν + p2

y,ν is the component of the neutrino momentum transverse to
the beam-line. The polynomial coefficients are then:

a = E2
` − p2

z,`,

b = −2kpz,`,

c = E2
` p2

T,ν − k2,

with k = m2
W−m2

`
2 + px,`px,ν + py,`py,ν as required.
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A.2. Normalised differential cross-section results

The differential cross-section results are presented here after normalising them to
the total cross-section measured in the fiducial region. These results allow for easier
comparison of the shape of the measurements in data and different MC predictions.

Figure A.1 shows the normalised differential cross-section results for variables
related to kinematics of the tt̄ system: pt,h

T , pt,`
T , Htt̄

T , mtt̄ , ∆φ(b`, th), |yt,h|, |yt,`|, and
|ytt̄ |. These results are compared to various NLO and re-weighted NNLO generator
setups. Figures A.2 and A.3 show the normalised differential cross-section results for
variables related to additional radiation in the events: N j , m(j1, th), pj,1

T , pj,2
T , ∆φ(j1, th),

∆φ(j2, th), ∆φ(j1, j2), ptt̄
T , Htt̄+jets

T , and ∆φ(th, t`). These results are compared to SM
predictions from different NLO+ PS generator setups with variations in shower settings
and ISR. The normalised double-differential cross-section results are shown in Figures
A.4–7 for: ∆φ(j1, th) Vs pt,h

T , pj,1
T Vs pt,h

T , ∆φ(j1, th) Vs N j, and pj,1
T Vs N j. These are

compared to the same NLO + PS setups.
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Figure A.1: Normalised differential cross-section measurements for the observables related
to the kinematics of the two top-quarks. The cross-section is shown as a function
of (a) pt,h

T , (b) pt,`
T , (c) Htt̄

T , (d) mtt̄ , (e) ∆φ(b`, th), (f) |yt,h|, (g) |yt,`|, and (h) |ytt̄ |.
Measured results are compared to SM predictions from various NLO generators
with (dashed lines) and without (solid lines) the NNLO re-weighting applied. The
yellow band shows the size of the total uncertainty in each bin, while the orange
band shows the statistical uncertainty only. The lower panel displays the ratios
between the different predictions and data.
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Figure A.2: Normalised differential cross-section measurements for observables related to
additional radiation. The cross-section is shown as a function of (a) N j , (b) m(j1, th),
(c) pj,1

T , and (d) pj,2
T . Measured results are compared to SM predictions from various

NLO + PS generator setups with different shower and radiation settings. The
yellow band shows the size of the total uncertainty in each bin, while the orange
band shows the statistical uncertainty only. The two lower panels display the
ratios between the different predictions and data.
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Figure A.3: Normalised differential cross-section measurements for observables related to
additional radiation. The cross-section is shown as a function of (a) ∆φ(j1, th),
(b) ∆φ(j2, th), (c)∆φ(j1, j2), (d) ptt̄

T , (e) Htt̄+jets
T , and (f) ∆φ(th, t`). Measured results

are compared to SM predictions from various NLO + PS generator setups with
different shower and radiation settings. The yellow band shows the size of the total
uncertainty in each bin, while the orange band shows the statistical uncertainty
only. The two lower panels display the ratios between the different predictions
and data.
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Figure A.4: Normalised double-differential cross-section measurement as a function of
∆φ(j1, th) in bins of pt,h

T . (a) Measured differential cross-section compared di-
rectly with predictions from the POWHEG+PYTHIA8 MC event generator. The
measurement and predictions are multiplied by the factors shown in parentheses
to aid visibility. (b) The ratio of the measured normalised cross-section to different
NLO + PS and re-weighted NNLO SM predictions. The yellow band shows the size
of the total uncertainty, while the orange band shows the statistical uncertainty
only.
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Figure A.5: Normalised double-differential cross-section measurement as a function of pj,1
T

in bins of pt,h
T . (a) Measured differential cross-section compared directly with

predictions from the POWHEG+PYTHIA8 MC event generator. The measurement
and predictions are multiplied by the factors shown in parentheses to aid visibility.
(b) The ratio of the measured normalised cross-section to different NLO + PS and
re-weighted NNLO SM predictions. The yellow band shows the size of the total
uncertainty, while the orange band shows the statistical uncertainty only.
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Figure A.6: Normalised double-differential cross-section measurement as a function of
∆φ(j1, th) in bins of N j . (a) Measured differential cross-section compared directly
with predictions from the POWHEG+PYTHIA8 MC event generator. The mea-
surement and predictions are multiplied by the factors shown in parentheses to
aid visibility. (b) The ratio of the measured normalised cross-section to different
NLO + PS and re-weighted NNLO SM predictions. The yellow band shows the size
of the total uncertainty, while the orange band shows the statistical uncertainty
only.
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Figure A.7: Normalised double-differential cross-section measurement as a function of pj,1
T

in bins of N j . (a) Measured differential cross-section compared directly with
predictions from the POWHEG+PYTHIA8 MC event generator. The measurement
and predictions are multiplied by the factors shown in parentheses to aid visibility.
(b) The ratio of the measured normalised cross-section to different NLO + PS and
re-weighted NNLO SM predictions. The yellow band shows the size of the total
uncertainty, while the orange band shows the statistical uncertainty only.
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